Anomalous approach to thermodynamic equilibrium: Structure formation of molecules after vapor deposition
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We describe experiments and computer simulations of molecular deposition on a substrate in which the molecules (substituted adenine derivatives) self-assemble into ordered structures. The resulting structures depend strongly on the deposition rate (flux). In particular, there are two competing surface morphologies (α and β), which differ by their topology (interdigitated vs lamellar structure). Experimentally, the α phase dominates at both low and high flux, with the β phase being most important in the intermediate regime. A similar nonmonotonic behavior is observed on varying the substrate temperature. To understand these effects from a theoretical perspective, a lattice model is devised which reproduces qualitatively the topological features of both phases. Via extensive Monte Carlo studies we can, on the one hand, reproduce the experimental results and, on the other hand, obtain a microscopic understanding of the mechanisms behind this anomalous behavior. The results are discussed in terms of an interplay between kinetic trapping and temporal exploration of configuration space.
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I. INTRODUCTION

Understanding the structure formation of organic molecules on surfaces is of major interest due to its technological importance [1], e.g., for organic thin-film transitions [2–4] or organic-light-emitting diodes [5]. Key advantages of organic molecules are related to their ease of processing and their flexibility [6]. In many experimental realizations the molecules are deposited on the substrate via appropriate deposition procedures. Thus the resulting structures are formed in a nonequilibrium setting [7]. Modelling such nonequilibrium systems is an ongoing challenge in physics. One smart way to generate desired structures is to use prepatterned substrates [8–10]. Subtle orientation effects may result from the anisotropy of the adsorbate [11]. On bare substrates one may ask, e.g., for the properties of nucleation events [7] and, e.g., its dependence on the anisotropy of the molecular interaction [12]. Naturally, the characteristics of the substrate also have an impact on the structural order of the thin films [13].

From a theoretical perspective an important question deals with the dependence of the resulting structure on deposition rate, i.e., the flux of molecules on the substrate. The limit of zero flux can be described by equilibrium concepts (at least for finite systems), but nonequilibrium effects are inevitable as soon as the flux is nonzero. Ultrastable glasses [14] constitute one class of interesting system, where the flux dependence has been studied. It has been shown experimentally for indomethacin that the enthalpy of the resulting structures monotonically depends on the chosen flux: the lower the flux the lower the enthalpy [14]. In different experiments it has been shown that a higher flux generates a higher nucleation density and smaller average grain sizes [6].

In this context we have recently presented experiments on deposition of certain organic molecules (specifically, substituted adenine derivatives A-C22 with an alkyl chain containing 22 carbon atoms) [15]. When studying the resulting structure after the growth of one monolayer, two different phases (denoted α and β) were identified via analysis of scanning tunneling microscopy (STM) images. In the α phase, adenine nucleobases lie flat on the surface and form intermolecular hydrogen bonds, denoted as α bonds in later discussions; in the β phase the adenine molecules are tilted out of the plane and are expected to interact via a π − π interaction between adenine aromatic rings (these are denoted as β bonds). In these experiments it has been observed that for low substrate temperatures (at fixed flux) the α phase is predominantly formed. Furthermore, in previous solution phase experiments at low temperatures mainly the α phase is observed. This suggests,
consistent with the corresponding theoretical analysis [16],
that the \( \alpha \) phase is the thermodynamically stable phase at low

temperatures.

However, the dependence of the experimental results on the
deposition rate was unexpected: it was found that lower flux led
to a larger contribution of the metastable \( \beta \) phase [15]. Similar
effects were reproduced in Monte Carlo (MC) simulations,
based on a model of molecules moving on a lattice. In this
paper we show results of experiments and MC results which
demonstrate other, more complex, nonequilibrium effects in
this system. For an appropriately chosen flux we experiment-
tally observe a nonmonotinous dependence on temperature:
the \( \alpha \) phase dominates at both low and high temperatures,
while for intermediate temperatures one observes a surplus of the
\( \beta \) phase. The MC simulation results demonstrate that this
anomalous behavior can be explained through the different
topology of the \( \alpha \) phase (interdigitated structure) and the
\( \beta \) phase (lamellar structure). This topology has implications for
the growth of these phases. We also discuss our results in
the context of different theoretical results, previously reported
in the literature, about complex nonequilibrium effects in the
growth of molecular aggregates, and kinetic trapping effects.

II. MODEL AND SIMULATION DETAILS

A. Definition of the lattice model

We first define the lattice MC model that we use in our
simulations. As illustrated in Fig. 1, we mimic the organic
molecule used in experiments by a rigid chain which consists
of five beads: one head (H) and four tail (T) beads. We consider
a square lattice of length \( L = 101 \) with periodic boundary
conditions in both directions, where each bead occupies
one lattice site. The total number of chains after deposition
is \( N = 1600 \), corresponding to a maximum coverage of
approximately 80\%. Any overlap of the chains is forbidden.

![Fig. 1. (Color online) The comparison of (a) the substituted
adenine molecule A-C22 and (b) a model chain where the head bead
is shown in green and the four tail beads in white.](image)

The simulations performed in this work involve averages of
up to 400 independent runs per parameter set.

The model is designed to support the formation of the two
phases observed experimentally. As mentioned above, the \( \alpha \)
phase corresponds to an interdigitated network structure and the
\( \beta \) phase to a lamellar structure. The respective topologies
within the model are shown in Fig. 2. The interaction energy
among molecules consists of a sum over all adjacent pairs
of particles which do not belong to the same chain. The pair
interactions depend on the type of particle (head or tail) and
on the relative orientations of the relevant molecules. For
the interaction of two tail particles, occupying two nearest-
neighbor sites, two cases have to be distinguished. First, the
 corresponding chains are parallel and the connecting vector
between both particles is orthogonal to the vector along the
chains. Then the interaction is strongest with an energy denoted
as \( u_{TT} \). Second, if either of the chains are orthogonal to
each other or both chains are aligned along the same line
in an antiparallel fashion, a smaller interaction energy \( u_{\tilde{T}T} \) is
present. The interaction between head and tail particles is \( u_{HT} \).
All interaction energies are also shown in Fig. 3.

To stabilize the configurations depicted in Fig. 2, we
introduce bonds which reflect the hydrogen bonds and the \( \pi-\pi \)-stacking in the experimental system. These
bonds are direction-dependent and may be made and broken
during the MC simulation. To form an \( \alpha \) bond between two
head groups, two adjacent chains have to be arranged as shown
in the top part of Fig. 2. In \( \beta \) bonds, there are two cases: either
(i) the two chains are antiparallel with each other and the bond
is parallel to the chains, or (ii) the two chains are parallel with
each other and the bond is perpendicular to both chains. The
two situations are shown in Fig. 2. If a chain participates in two
\( \beta \) bonds, then one bond must be parallel and one perpendicular
to the chain itself. Chains may participate in up to two \( \beta \)
bonds or up to two \( \alpha \) bonds, but no chain may simultaneously
participate in both \( \alpha \) and \( \beta \) bonds.

These bonds are accounted for by extra degrees of freedom
in the system, so an adjacent pair of head particles may be
either bound or unbound. If the particles are not bound then
their interaction energy is zero; if they are bound the interaction energy is $u_{HH,\alpha}$ or $u_{HH,\beta}$, according to the type of bond.

The interaction energies are fixed throughout this work and are tabulated in Table I. The parameters $u_{HH,\alpha}$, $u_{HH,\beta}$, and $u_{TT}$ are taken from the previous density functional theory (DFT) calculations [16]. The DFT calculations did not allow the estimation of $u_{HH,\beta}$ due to the more complex binding situation (see above). However, previous experiments suggest [15,16] that in equilibrium the $\alpha$ phase is the thermodynamically stable state at low temperatures. Thus we choose in the present model the binding energy of the $\beta$ bond somewhat smaller than that of the $\alpha$ bond. Specifically, we choose $u_{HH,\beta} = -0.34$ eV. (The qualitative results of this paper do not depend on this specific choice.) To choose the value of $u_{HT}$, we imagine the (artificial) case $u_{HH,\alpha} = u_{HH,\beta} = -0.5$ eV and we choose $u_{HT}$ such that the pure $\alpha$ and $\beta$ phases would (in that case) have the same potential energy per chain, in the thermodynamic limit.

### B. Monte Carlo algorithm

The time evolution of this system is governed by a Monte Carlo algorithm. On each Monte Carlo time step, all chains are selected in a random order. All time scales (e.g., inverse flux) in this work are expressed in terms of this Monte Carlo time step. For each chain, three types of analysis are performed. (1) If a chain with a single bond is selected, this bond is opened with probability $\exp(-u_{HH,\beta}/k_B T)$ ($i \in \{\alpha, \beta\}$). (2) If this chain has no bond (either because it was opened or because it was already unbound), we attempt a translational and a rotational move. During a translational motion a chain is moved by a single lattice site and the direction of the motion is selected randomly. During a rotational motion a chain is rotated along the head and the end bead in a systematic way by an angle of $90^\circ$, in a randomly chosen direction. The acceptance of this step is analyzed via the standard Metropolis criterion where the energetic contributions of the HT and TT interaction are taken into account. In case of a possible overlap this move is naturally not accepted. (3) A bond is formed between this chain and another chain whenever it is compatible with the bond criteria defined above.

In addition to the motion of the chains, every $1/F$ time steps a new chain is randomly deposited on the surface. If this step fails due to some resulting overlap, it is rejected and tried again until the proposed chain position is accessible. The value of $F$ denotes the incoming particle flux. Since the interaction energies are fixed throughout the simulation, the relevant parameters for comparison with experiments are the particle flux $F$ and the substrate temperature $T$.

The inclusion of explicit bonds within this model makes it somewhat more complicated than a conventional MC simulation where the energy depends only on the configuration of the molecules (and not on the bonds). However, the algorithm used here separates the opening of a temporary bond and the motion of the molecules. In this way the model dynamics more closely resembles the actual physicochemical processes that occur in the experimental system. From Fig. 2, note also that there may be more than one arrangement of bonds that is consistent with a given configuration of the molecules. For a precise formulation of the model, we specify the state of the system in terms of the number of molecules, their positions and orientations, and the locations (and types) of all $\alpha$ and $\beta$ bonds. The system energy is a single-valued function of all these coordinates, and the acceptance probabilities for molecular moves in our Monte Carlo scheme are then given by the standard Metropolis formula.

Note, however, that events where particles form two bonds simultaneously can sometimes occur within the dynamical scheme, but the reverse procedure in which two bonds are broken simultaneously is not allowed. This means that while the scheme is simple, there are some violations of detailed balance. However, the acceptance probabilities for events in which two bonds are broken are extremely small, due both to the small Metropolis factor and to crowding effects which hinder movement for molecules that already have two bonds. Since these events are very rare and have a very weak effect on the dynamics, we therefore choose to neglect them. Of course, the events where particles are added to the system also break detailed balance, consistent with the nonequilibrium nature of the vapor deposition experiment. However, in the limit of slow deposition ($F \to 0$), the density of particles changes so slowly so that the system has time to equilibrate at the substrate temperature in between successive particle addition. In this case the deposition is a thermodynamically reversible isothermal process: it is also a quasiequilibrium assembly in the sense of [17].

### Table I. Interaction energies used in the simulation in units of electronvolts.

<table>
<thead>
<tr>
<th>Pair</th>
<th>Interaction potential</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH $u_{HH,\alpha}$</td>
<td>-0.50</td>
</tr>
<tr>
<td>HH $u_{HH,\beta}$</td>
<td>-0.34</td>
</tr>
<tr>
<td>TT $u_{TT}$</td>
<td>-0.10</td>
</tr>
<tr>
<td>TT $u_{TT}$</td>
<td>-0.032</td>
</tr>
<tr>
<td>HT $u_{HT}$</td>
<td>-0.016</td>
</tr>
</tbody>
</table>
C. Analyzing the structure of growing clusters

For the detailed analysis in this work we need to quantify the amounts of $\alpha$ and $\beta$ phase in the system (see Fig. 4). We use $N_{2\alpha}$ to denote the number of chains with two $\alpha$ bonds. For chains with just a single $\alpha$ bond we distinguish “free chains,” the number of which is $N_{1\alpha}^{f}$, and “blocked chains,” the number of which is $N_{1\alpha}$. Free chains are those that are available for $\alpha$ bonding. In practice this means either (a) that it is possible to introduce a new chain which forms a second $\alpha$ bond with the free chain (without obstruction by another chain nearby) or (b) that a chain near to the free chain can form an $\alpha$ bond with it by a single MC move (translation or rotation). If neither of these conditions is met, then the chain is “blocked.”

The total number of $\alpha$-bonded chains is $N_{\alpha} = N_{2\alpha} + N_{1\alpha}^{f} + N_{1\alpha}$; similarly, the total number of $\beta$-bonded chains is $N_{\beta}$. In the following, we mainly analyze the characteristics of chains forming $\alpha$ bonds—interactions are strong in this system at the temperatures considered, so chains that do not form $\alpha$ bonds have (in most cases) already formed $\beta$ bonds.

III. EXPERIMENTS

A. Methods

STM experiments were performed by using a commercial multimode nanoscope scanning tunneling microscope (Digital Instruments Co., Santa Barbara, CA) with mechanically cut Pt-Ir (90:10) tips at ambient temperature. For preparation, A-C22 was deposited by vacuum sublimation onto a freshly cleaved surface of highly orientated pyrolytic graphite (HOPG, MaTech GmbH) for 20 min. Then the STM measurements were performed, and the images shown were recorded in constant-current mode at the air–substrate interface. Different tips and samples were used to check for reproducibility and to ensure that there are no image artifacts caused by the tips or samples. The parameters, varied in the different experiments, are the substrate temperature and the evaporation temperature. The latter temperature controls the flux of molecules on the substrate.

B. STM image for high substrate temperature

In Fig. 5 three large-scale constant-current STM images are shown for different substrate temperatures, varying between 318 and 363 K. The evaporation temperature is fixed. Careful analysis of the data suggests, in agreement with previous work [15], that there are two types of structures with different stripe widths. The narrower stripes correspond to the $\alpha$ phase, the wider stripes to the $\beta$ phase. From counting the fraction of both phases, one sees that the amount of the $\alpha$ phase first decreases and then increases when increasing the substrate temperature.

IV. RESULTS

A. Overall flux and temperature dependence

In Fig. 6 we compare experimental and numerical results. The first row shows the fraction of the $\alpha$ phase as a function of substrate temperature $T$. The second and third rows show similar results as a function of flux (or, equivalently, inverse evaporation temperature) at two different substrate temperatures. The results of the simulations are obtained for a coverage of $\Theta = 0.8$.

In the temperature regime $T \leq 333$ K, analyzed in Ref. [15], the dependence on temperature was consistent with the behavior that is expected on intuitive grounds. That is, increasing the substrate temperature reduced the “yield” of the stable $\alpha$ phase, so $N_{\alpha}/N_{\text{tot}}$ decreases monotonically with increasing substrate temperature. In the results shown here, the (substrate) temperature regime was increased to 363 K, which reveals a nonmonotonicity in $N_{\alpha}/N_{\text{tot}}$ at high temperature, the yield is an increasing function of $T$. This is the first indication of unusual nonequilibrium effects in this system.

Turning to the flux dependence of $N_{\alpha}/N_{\text{tot}}$, two different regimes can be identified. For low substrate temperatures,
reducing the particle flux reduces the yield of the stable α phase, contrary to the intuitive expectation that a reduction of the flux should promote equilibrium behavior. Similar data were already shown in Ref. [15]. Moreover, we show here that experimental and simulation results at higher substrate temperatures interestingly yield the opposite flux dependence to those at low temperature. This high-temperature result corresponds to the expected behavior that reduced flux promotes the equilibrium stable phase.

Naturally, in the limit of infinitesimally slow flux the system should approach its equilibrium state. The enthalpy of a pure α phase, expressed as the energy per chain, is $-0.916$, as compared to the corresponding β-phase value of $-0.756$. Making a naive estimate based on Boltzmann weights and neglecting possible interaction effects between both phases, one expects that for equilibrium at $T = 0.041$ one has $N_\alpha/N_{\text{tot}} \approx 0.98$. (In fact, this is expected to be an underestimate due to correlations between molecules.) Thus, for all flux values shown in Fig. 6(d), one observes much less of the α phase than would be expected at equilibrium.

Clearly, the dynamical behavior of this system is quite complex. However, all of the experimental behavior in Fig. 6 are mirrored (qualitatively) by the Monte Carlo simulations. In the remainder of this work, we explore these effects in more detail.

**B. Understanding the dependence of $N_\alpha/N_{\text{tot}}$ on coverage**

We start by considering conditions ($T = 0.041$, $F = 6.7 \times 10^{-6}$), where both α and β form at almost equal amounts.
The second feature that is clear from Fig. 7 is the strong increase of $N_{2\beta}(\Theta)$ for $\Theta \geq 0.2$. This compensates for the slow initial growth of the $\alpha$ phase and gives rise to the final result $N_{2\alpha} > N_{2\beta}$ for $\Theta = 0.8$. Naturally, a cluster can only grow if binding sites are available: recall that $N^f_{1\alpha}$ measures the number of these binding sites. The growth of a cluster thus can be formally seen as a transformation of a chain that contributes to $N^f_{1\alpha}$ into a chain that contributes to $N_{2\alpha}$. One might expect that the probability for this transformation is proportional to $N^f_{1\alpha}$.

To analyze the impact of the number of free cluster chains $N^f_{1\alpha}$ on the rate of increase of the cluster, we have performed 350 independent simulations for $T = 0.041$ and $F = 6.7 \times 10^{-6}$ and determined the increase of $N_{2\alpha}$ when comparing its value for $\Theta = 0.21 + x$ with $\Theta = 0.2 + x$, where $x$ is chosen as 0.00, 0.01, $\ldots$, 0.05. In Fig. 8 this increase, denoted as $\Delta N_{2\alpha}$, is plotted vs $N^f_{1\alpha}$ as a scatter plot.

Obviously, a nonlinear behavior is observed. Here we use a power law $dN_{2\alpha}/d\Theta \sim (N^f_{1\alpha})^a$ for a quantification of the observed sublinear dependence. Other fits would be possible as well. We take $a = 0.5$, consistent with the data in Fig. 8. In the following we concentrate on the $\alpha$ phase.

It is useful to define $P^{\text{fit}}_{\alpha} = N^f_{1\alpha}/N_\alpha$, which measures the fraction of $\alpha$ chains that are free for binding. Together with the power-law dependence noted above, we arrive at

$$
\frac{dN_{2\alpha}}{d\Theta} = \rho^{\text{eff}}_{\alpha} [P^{\text{fit}}_{\alpha}]^{0.5} N^{0.5}_\alpha,
$$

where $\rho^{\text{eff}}_{\alpha} \equiv (dN_{2\alpha}/d\Theta)/[N^f_{1\alpha}]^{0.5}$ is an effective growth rate. (For fixed particle densities, it is natural to assume that this rate

![Figure 7](image1.png)  
**FIG. 7.** (Color online) $N_{\alpha,\beta}$ as a function of coverage $\Theta$ at fixed deposition rate (a) $F = 6.7 \times 10^{-6}$ and (b) $F = 3.3 \times 10^{-7}$ at temperature $T = 0.041$.

Figure 7 shows $N_{\alpha,\beta}$ as a function of coverage $\Theta$, which is proportional to the time since the start of deposition. Two important features can be seen. For very low coverage there is a dramatic difference between $N_\beta$ and $N_\alpha$. For example, at $\Theta = 0.05$ they differ by a factor of $\sim 15$. This result already gives a clue as to the dominant kinetic effect in this system.

The origin of this effect is the different topology of the phases, as shown in Fig. 2. Two chains side by side in the $\beta$ configuration are stabilized by attractive interactions between their tail particles, and further growth of these clusters is now favorable. However, two chains that are bonded in the $\alpha$ configuration do not have any attraction between their tails, and these clusters are likely to break up instead of growing. The energies for bonded two-particle clusters are $U_\alpha = -0.5$ and $U_\beta = -0.74$, which translate into respective lifetimes $\tau_{\alpha,2} = 2.0 \times 10^5$ and $\tau_{\beta,2} = 6.9 \times 10^7$ at this temperature (recall that these times are given in MC steps). Growth of either phase requires that small clusters are stable for sufficiently long times that incoming particles can arrive and bind before these clusters disappear. The increased lifetime of two-particle $\beta$ clusters promotes the formation of this phase, at short times. It gives rise to a linear coverage dependence of the $\beta$ phase already for very short times. In contrast, stable $\alpha$ clusters need to be larger in order to become stable.

We note in passing that the slow onset of the growth of the $\alpha$ state is familiar from other contexts. In the classical nucleation of crystals, an initial slow nucleation step is followed by rapid growth [18]: one observes that the rate of crystal production $dN_{\text{cryst}}/dt$ is a strongly increasing function of time $t$. Similar behavior is found (for example) in nucleated filament growth [19] and in self-assembly of viral capsids [20]. These processes share an initial slow step in the self-assembly process, after which the assembled structures grow more quickly. Here, the slow step is the formation of a cluster of the $\alpha$ phase that is large enough to be stabilized by tail-tail interactions.

The second feature that is clear from Fig. 7 is the strong increase of $N_{2\alpha}(\Theta)$ for $\Theta \geq 0.2$. This compensates for the slow initial growth of the $\alpha$ phase and gives rise to the final result $N_{2\alpha} > N_{2\beta}$ for $\Theta = 0.8$. Naturally, a cluster can only grow if binding sites are available: recall that $N^f_{1\alpha}$ measures the number of these binding sites. The growth of a cluster thus can be formally seen as a transformation of a chain that contributes to $N^f_{1\alpha}$ into a chain that contributes to $N_{2\alpha}$. One might expect that the probability for this transformation is proportional to $N^f_{1\alpha}$.

![Figure 8](image2.png)  
**FIG. 8.** (Color online) Increase of $\Delta N_{2\alpha}$ as a function of $N^f_{1\alpha}$. This demonstrates how the increase of chains with two $\alpha$ bonds depends on the availability of free chains. The solid line represents a least-squares fit of $\Delta N_{2\alpha} \propto [N^f_{1\alpha}]^a$ with $a = 0.48$. Furthermore, the running average is displayed.
equation is independent of system size, in which case $\Gamma_{\text{eff}}/L$ is independent of system size. This is the quantity that we report in the following.

To rationalize the growth kinetics, we consider separately the physical interpretations of the nontrivial exponent $a = 0.5$ and the typical values of the variable $P_{\text{dis}}$. To understand the nontrivial exponent (or equivalently, the sublinear dependence of $dN_{2\alpha}/d\Theta_1$ on $N_{1\alpha}$), we consider the spatial distribution of $\alpha$ chains (see Fig. 9). Growth of the $\alpha$ phase proceeds through extended (two-dimensional) clusters, with free chains distributed on their boundary, while the $\beta$ phase grows as linear clusters, with free chains at their ends. It follows that free $\alpha$ chains tend to occur in localized regions of space, while free $\beta$ chains are more uniformly distributed. On depositing a chain at a random position, the probability to encounter a free $\alpha$ chain is thus less than proportional to $N_{1\alpha}$. Furthermore, as shown in Fig. 10, $P_{\text{dis}}$ is approximately 1 order of magnitude larger than $P_{\text{dis}}$. A typical example at intermediate coverage is shown in Fig. 9. This reflects the fact that the surface of a two-dimensional $\alpha$ cluster of size $N = \ell^2$ scales as $\ell = \sqrt{N}$, while the “free surface” of a linear $\beta$ cluster is of size of order unity, whatever the cluster size. Hence as clusters grow, the number of free $\alpha$ sites increases while the number of free $\beta$ sites remains constant. This is an important kinetic factor in favor of the more rapid growth of $\alpha$ clusters as the coverage increases.

Interestingly, $P_{\text{dis}}$ displays only a minor dependence on coverage. The same holds for $\Gamma_{\text{eff}}$ (data not shown). Thus the relation $dN_{2\alpha}/d\Theta_1 = \Gamma_{\alpha} P_{\text{dis}}^{0.5} N_{1\alpha}^{0.5}$ implies that $dN_{2\alpha}/d\Theta_1 \approx dN_\alpha/d\Theta \propto N_{1\alpha}^{0.5}$. Using that for high coverage $N_\alpha \approx N_{2\alpha}$, this differential equation yields $N_\alpha(\Theta) \propto \Theta^2$. This relation is numerically verified in Fig. 11.

C. Understanding the dependence on flux

We now turn to the unusual dependence of the assembly process on flux; recall Fig. 6. In order to elucidate the underlying mechanisms, we first compare the $\Theta$ dependence for the highest and lowest flux in Fig. 6(d). The results are shown in Fig. 7. These data show that for $\Theta = 0.05$, the average value of $N_\alpha$ decreases from 7 to 4, as the flux decreases. Thus the initial growth of an $\alpha$ cluster is hampered more strongly for lower...
FIG. 12. (Color online) \( N_{\alpha} \) is shown as a function of \( \ln(F \times \tau_{2\alpha}) \). One can see in a unified way how the fraction of \( \alpha \) chains depends on the product of the \( \alpha \)-cluster lifetime and the flux. Shown are \( \Theta = 0.05 \) (left) and \( \Theta = 0.8 \) (right).

flux. This can be rationalized by considering an small cluster of two chains that may either grow or shrink. The cluster lifetime is approximately \( \tau_{2\alpha} = \exp(-U_{\alpha}/T) \); we estimate that the cluster will grow if a third chain attaches within this lifetime. The probability of such an event is approximately \( F \times \tau_{2\alpha} \). Using this scaling variable allows unification of the temperature dependence and the flux dependence of this process. Indeed, as shown in Fig. 12, plotting the data in Figs. 6(b) and 6(d) in a single plot as a function of \( \ln(F \times \tau_{2\alpha}) \), both graphs agree semiquantitatively for low as well as for high coverage.

To discuss the behavior for intermediate coverage we study \( \Gamma_{\alpha}^{\text{eff}} \) and \( P_{\alpha}^{\text{dis}} \) (see Fig. 13). It turns out that \( \Gamma_{\alpha}^{\text{eff}} \) is basically flux independent, while \( P_{\alpha}^{\text{dis}} \) displays a significant flux dependence. Comparing the two extreme flux values, the value of \( P_{\alpha}^{\text{dis}} \) decreases by more than 30%. Recalling that \( P_{\alpha}^{\text{dis}} \) is related to the amount of surface in a typical cluster, this dependence can be accounted for because lower fluxes allow more time for local cluster rearrangements during the growth process. This gives rise to clusters with lower enthalpy and correspondingly fewer surface chains, and smaller values of \( P_{\alpha}^{\text{dis}} \). As a consequence, Eq. (1) predicts a weaker increase of the \( \alpha \) phase for intermediate and large coverage. Thus, not only the initial cluster formation but also the cluster growth is less favorable for the \( \alpha \) phase when decreasing the flux at this temperature.

D. Understanding the approach to equilibrium

As noted in previous sections, one expects that in the limit of very low flux the equilibrium behavior should be recovered. This expectation assumes that during the experimental (or simulation) time scale the system has sufficient time to explore all possible configurations so that it can indeed experience the lower enthalpy of the extended \( \alpha \) phase. For \( T = 0.041 \) the flux required to observe this regime is so slow that it is inaccessible to our simulations. Otherwise the system does not have sufficient time to explore a sufficient number of different configurations, due to the slow time scales associated with thermal activation in this system.

In Fig. 14 we show the flux dependence of \( N_{\alpha}/N_{\text{tot}} \) for the higher temperature, \( T = 0.057 \), for several different values of the coverage \( \Theta \). Most interestingly, the fraction of the \( \alpha \) phase first decreases but then, for even lower flux, increases again [see also Fig. 6(f)]. In this case, one can indeed observe the approach to thermodynamic equilibrium, although the naive estimate (see Sec. 5.1 above) for the equilibrium fraction of the \( \alpha \) phase at this temperature is 0.94, which is still much higher than the value observed for the lowest flux.

For \( \Theta = 0.05 \) the nonmonotonicity of the yield \( N_{\alpha}/N_{\text{tot}} \) is much weaker in Fig. 14, indicating that this effect is not related to the short-time effects described in previous sections, which favor the formation of \( \beta \) over \( \alpha \) structures at short times. The

FIG. 13. (a) \( \Gamma_{\alpha}^{\text{eff}}/L \) and (b) \( P_{\alpha}^{\text{dis}} \) as a function of flux at \( T = 0.041 \) and \( \Theta = 0.20 \). Whereas \( \Gamma_{\alpha}^{\text{eff}}/L \) reflects the normalized growth rate of \( \alpha \) clusters, \( P_{\alpha}^{\text{dis}} \) is the probability that an \( \alpha \) chain is free, i.e., can be used as a site for an additional attachment.
To quantify this effect we labeled all $\beta$ chains at coverage $\Theta = 0.20$ and checked how many of these chains transform into $\alpha$ chains during the simulation. The fraction that does convert is denoted by $n_{\beta\alpha}$; results are shown in Fig. 15. First one observes a dramatic difference between both temperatures. For $T = 0.041$ the transformation from $\beta$ to $\alpha$ is almost irrelevant, but for $T = 0.057$ a significant fraction of $\beta$ chains indeed become $\alpha$ chains. The presence of this growth channel thus turns out to be a key requirement for the total system to approach thermodynamic equilibrium. This mechanism is important for $F \lesssim 10^{-5}$. Recall that for the larger fluxes in Fig. 14, the yield $N_\beta/N_{\text{tot}}$ is reduced by reducing flux due to the mechanism discussed in the previous section. However, the conversion of $\beta$ to $\alpha$ clusters seems to counterbalance this effect when the flux gets small, leading to the minimum in Fig. 14 at $F \approx 2.5 \times 10^{-6}$.

The parameter range for which this new growth channel is relevant can be estimated on general grounds. For a lamellar $\beta$ cluster, the binding energy of the chain at the boundary is $U_\beta = -0.74$. This interaction energy takes into account the bond between head particles as well as the tail-tail interaction, (see Sec. 3 above). Thus, the time scale to leave the cluster is approximately $\exp(-U_\beta/T)$. Again, this time scale has to be compared with the inverse flux $1/F$, giving rise to the definition of a crossover flux $F_c(T) = \exp(U_\beta/T)$. For $F < F_c$ this chain has sufficient time to leave the cluster; in the opposite limit the cluster will grow due to the frequent advent of new chains. For $T = 0.057$ one finds $F_c \approx 10^{-5.6} = 2.510^{-6}$, which is very close to the value in Fig. 15 where $n_{\beta\alpha}$ starts to increase.

In the same spirit as in Sec. IV C the normal regime at high $T$ and low $F$ may be expected to depend on $F \exp(-U_\beta/T)$. This dependence should be most relevant for $n_{\beta\alpha}$, i.e., the probability that an initially formed $\beta$ chain finally ends as an $\alpha$ chain. In Fig. 16 $n_{\beta\alpha}$ is shown as a function of $\ln[F \exp(-U_\beta/T)]$. Qualitatively, the simulations, originating from variation of $T$ and $F$, respectively, display a significant decrease for low flux [normal regime where $F \exp(-U_\beta/T) < 1$] and become roughly constant (and small) in the opposite limit. Naturally, the final transition of a $\beta$ chain to an $\alpha$ chain is a highly complex process which, strictly speaking, will depend on flux and temperature individually. Nevertheless, the qualitative agreement in Fig. 16 suggests that the initial escape of $\beta$ chains from their respective cluster plays an important role in the equilibration process. In particular, this intimate relation between flux and temperature rationalizes why the nonmonotonous flux dependence translates into a nonmonotonous temperature dependence, as seen experimentally and numerically in Fig. 6.

V. DISCUSSION

Monte Carlo simulations are based on a simple model where substituted adenine derivatives are coarse grained by rigid head-tail chain molecules with five beads. Of course, the present model could be further optimized to become even closer to the experimental data. For example, entropic effects, reflecting the flexibility of the binding of two adjacent chains, might be included. However, since our goal was to find a (close to) minimum model to reproduce the experimental observations, we restricted ourselves to the consideration of the topological effects.
observed for $T \approx 330 \text{ K}$, corresponding to $T \approx 0.028$ in units of eV. In contrast, the transition temperature for the simulations is close to 0.05. Since the energy of the adenine chain has been estimated from DFT calculations, a semiquantitative comparison between experiment and simulation should be possible. Indeed, this difference can be (qualitatively) related to the different time scales. Since the transition is roughly governed by the relation $\exp(-U_\beta/T) \approx 1/F$ and using $U_\beta = -0.74$ we obtain $(F_{\text{sim}}/F_{\exp}) \approx 10^5$. Experimentally, the substrate is covered after approximately 20 min, which we approximate as $10^3 \text{s}$. Numerically, the corresponding coverage is reached after approximately $10^5$ Monte Carlo steps. One Monte Carlo step corresponds to the diffusive dynamics of the adenine molecule by one model unit, corresponding to about 5 carbon atoms, which we approximate as 1 nm. Unfortunately, the experimental diffusion constant is not known. For lipophilic molecules diffusion values are reported in the range $10^{-1} - 10^{-3} \text{nm}^2/\text{ns}$ [21]. Somewhat larger diffusion constants ($10^6 \text{nm}^2/\text{ns}$) are reported for the diffusion of small $n$-alkanes on surfaces [22]. Thus it may be consistent for our very rough approximation to choose $D = 10^{-3} \text{nm}^2/\text{ns}$, and the elementary time step is $10^{-8} \text{s}$. Thus the length of the simulation corresponds to $10^5 \times 10^{-8} \text{s} = 10^{-3} \text{s}$. This would differ by 6 orders of magnitude from the experimental time scale. This difference is not too far away from the 5 orders of magnitude estimated from the differences in temperature. Thus, on a qualitative level, the simulations and the experiments are fully consistent with respect to the different temperatures.

**B. Relation to other self-assembling systems**

Analyzing this molecular self-assembly process from a more abstract viewpoint (see, for example, Ref. [17]), the most important effect is that for small clusters of the $\alpha$ and $\beta$ phases, the lowest free energy state is the $\beta$ cluster. It is only for larger clusters that the lower bulk free energy of the $\alpha$ phase becomes apparent.

This scenario gives rise to different regimes of self-assembly and kinetic trapping. Starting from a very high flux, the initial clusters are formed randomly and naturally form kinetic traps in which the corresponding chains are trapped during the short time of the experiment or simulation. For intermediate flux the kinetic trapping becomes more complex. Now
the system has sufficient time to realize that for small clusters the \( \beta \) phase is thermodynamically more stable, particularly for very low flux. As a consequence, the formation of the \( \alpha \) phase is more and more suppressed with decreasing flux. Only if the flux is further decreased does the system have sufficient time to explore configuration space to arrive in the thermodynamically stable \( \alpha \) phase after starting from the \( \beta \) phase.

In self-assembly, similar observations have been recently made for the structure formation of one-patch colloids \cite{23,24}. For an appropriately chosen patch coverage, both tubelike and lamellar structures are observed, where the lamellar structure is thermodynamically stable. However, for low temperatures and low densities, tubelike structures are dominating the self-assembly process. As in the case considered here, quasi-one-dimensional structures tend to be associated with lower surface costs so they may be more stable for small clusters—both tubelike structures and the \( \beta \) phase considered here have this property. Analyzing our data for low but not too low coverage, e.g., \( \Theta = 0.20 \), the \( \beta \) phase does indeed dominate even at very low flux, due to this kinetic effect. Whereas in Refs. \cite{23,24} these metastable states are somewhat a nuisance for the determination of high-quality equilibrium phase diagrams, in the present work we are particularly interested in the nonequilibrium nature of deposition experiments and simulations and thus can analyze the complex approach to equilibrium in dependence of flux and temperature.

In the classical case of phase transitions, the idea that a state with low surface cost may nucleate in preference to the thermodynamically stable state is related to the conjecture of Stranski and Totomanow, since lower surface costs are associated with lower nucleation barriers (see, for example, Refs. \cite{25} and \cite{17}). The result is that metastable crystals may nucleate in preference to minimal free-energy structures. This analogy, and the link to one-patch colloids, both emphasize the generic nature of the nonequilibrium phenomena that are reported here in deposition experiments.
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