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Abstract

The density functional tight binding (DFTB) method is a fast, semi-empirical, total energy electronic structure method based upon and parameterized to density functional theory (DFT). The standard self-consistent charge (SCC) DFTB approximates the charge fluctuations in a system using a multipole expansion truncated to the monopole term. For systems with asymmetric charge distributions, such as might be induced by an applied external field, higher terms in the multipole expansion are likely to be important. We have extended the formalism to include dipoles (SCCD), have implemented the method computationally, and test it by calculating the response of various carbon nanotubes and fullerenes to an applied electric field. A comparison of polarizabilities with experimental data or more sophisticated DFT calculations indicates a substantial improvement over standard SCC-DFTB. We also discuss the issues surrounding parameterization of the new SCCD-DFTB scheme.
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1. Introduction

To accurately calculate the electronic structure of solid state materials, the density functional theory (DFT) has proven to be a trustworthy method if used appropriately. However, for large systems DFT is increasingly expensive. For these systems, a much faster semi-empirical method based upon the DFT framework, density func-
tional tight binding (DFTB) method \[1; 2\], can provide insight into the physical properties with a balance of accuracy and efficiency. First generation DFTB \[1\] approximates the total energy as a sum of the eigenvalues of all occupied states (also known as band structure energy) and a two-body repulsive energy, which is fitted to full DFT results. With careful parametrization, this method yields insightful structural and band structure results of various systems \[1\] possessing relatively small charge redistribution. Elstner et al. \[2\] extended the method to accommodate systems with considerable charge redistribution by introducing a charge fluctuation determined self-consistently to minimize the total energy. This method, self-consistent-charge-DFTB (SCC-DFTB), fundamentally enables the treatment of charge redistribution, and exhibits better results and transferability \[2; 3\]. Further extension of the DFTB framework are possible, e.g. as described in Ref \[4\].

Standard SCC-DFTB truncates the charge fluctuation around each atom to the monopole term. For systems with significantly asymmetrical charge distributions it is natural to consider achieving greater accuracy by extending the monopole approximation to higher terms. Bodrog and Aradi \[4\] have proposed using tabulated multipole interaction matrices and discussed formally some of the consequences for computation of the Hamiltonian and total energy. The specific method yielding the multipole interaction matrix and the parameterization have not been presented, nor implemented or applied. Motivated by a need to model with low cost large-scale graphene/graphitic films under the influence of external fields acting on the nanoscale, we develop the extension of the standard second-order DFTB framework to dipole terms proposed in \[4\]. We describe and implement a method to construct and tabulate the multipole interaction matrix, discuss parameterization issues, and validate and assess the dipole extension for carbon-based systems.

2. Self-consistent charge DFTB

First, we briefly summarize the theoretical background of SCC-DFTB. From DFT theory and the Kohn-Sham ansatz \[5\], the charge density \( n(r) \) in the SCC-DFTB scheme \[2\] is expressed as a superposition of a reference density \( n_0(r) \) and small
charge fluctuation $\delta n(r)$. The total energy is

$$
E[n] = \sum_k f_k \langle \Psi_k | \left( -\frac{\nabla^2}{2} + \hat{V}_{\text{ext}} + \int d\mathbf{r} \frac{n_0(\mathbf{r}') + \delta n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} + V_{\text{xc}}[n_0 + \delta n] \right) | \Psi_k \rangle 
- E_{\text{II}}[n_0 + \delta n] + E_{\text{xc}}[n_0 + \delta n] - \int d\mathbf{r} V_{\text{xc}}[n_0 + \delta n] (n_0(\mathbf{r}) + \delta n(\mathbf{r})) + E_{\text{II}},
$$

where $f_k$ is the Fermi-Dirac occupation function of the state $k$, and $\Psi_k$ is the corresponding single-particle wave function. $\hat{V}_{\text{ext}}$ describes the nuclear potential acting on the electrons, $\hat{V}_{\text{II}}[n]$ is the Hartree potential and $\hat{V}_{\text{xc}}[n]$ is the exchange-correlation potential. $E_{\text{II}}[n]$ is the Hartree energy, $E_{\text{II}}$ the nuclear-nuclear Coulomb energy and $E_{\text{xc}}[n]$ the exchange-correlation energy. Writing the Kohn-Sham Hamiltonian as

$$
\hat{H} = \hat{H}_0 + (\hat{H} - \hat{H}_0),
$$

where $\hat{H}_0$ refers to the system of reference charge density $n_0$, and expanding $E_{\text{xc}}[n_0 + \delta n]$ as a Taylor series gives the energy to second order in $\delta n(r)$

$$
E[n] = \sum_k f_k \langle \Psi_k | \hat{H}_0 | \Psi_k \rangle 
+ \frac{1}{2} \int d\mathbf{r} \int d\mathbf{r}' \left( \frac{1}{|\mathbf{r} - \mathbf{r}'|} + \frac{\delta^2 E_{\text{xc}}[n]}{\delta n(\mathbf{r}) \delta n(\mathbf{r}')} |_{n_0(\mathbf{r}), n_0(\mathbf{r}')}} \delta n(\mathbf{r}') \delta n(\mathbf{r}) \right) 
- \int d\mathbf{r} V_{\text{xc}}[n_0] n_0(\mathbf{r}) - \frac{1}{2} \int d\mathbf{r} \int d\mathbf{r}' \frac{n_0(\mathbf{r}) n_0(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} + E_{\text{xc}}[n_0] + E_{\text{II}}.

The total energy comprises band structure energy $E_{\text{BS}}$ (first term), second order energy $E_{\text{2nd}}$ (second term) and the repulsive energy $E_{\text{rep}}$ (remainder). The repulsive energy $E_{\text{rep}}$ is approximately expressed as a sum of pair potentials that are a function of the distance between atoms $i$ and $j$, $V^{i,j}_{\text{rep}}(R)$, the form of which is obtained by fitting to full DFT calculations \cite{1,2,6}

$$
E_{\text{rep}} = \sum_{i,j>i} V^{i,j}_{\text{rep}}(R) = \sum_{i,j>i} \left( E^{i,j}_{\text{DFT}}(R) - E^{i,j}_{\text{el}}(R) \right)
$$

where $E_{\text{el}}$ is the DFTB total energy without repulsive term. The band structure energy contains no contribution from charge fluctuations, with the Hamiltonian $\hat{H}_0$ determined by the reference charge density $n_0(\mathbf{r})$, which in the DFTB scheme is constructed as a sum of atomic charge densities. Correspondingly, single-particle wave
functions are expanded as linear combinations of atomic orbitals $\varphi_\mu(r)$,

$$
\Psi_k(r) = \sum_\mu c^k_\mu \varphi_\mu(r).
$$

(4)

where $\varphi_\mu(r) = \varphi_\alpha(r - \mathbf{R}_i)$ and composite index $\mu = (\alpha, i)$ distinguishes orbital $\alpha$ on atom $i$ at $\mathbf{R}_i$. The band structure energy is

$$
E_{BS} = \sum_k f_k \langle \Psi_k | \hat{H}_0 | \Psi_k \rangle = \sum_k f_k \sum_\mu \sum_\nu c^*_k \mu c^k_\nu \mathcal{H}_0^{\mu\nu}.
$$

(5)

Composite indices $\mu = (\alpha, i), \nu = (\beta, j)$ are used throughout the text below.

The atomic orbitals $\varphi_\mu(r)$ are determined by self-consistently solving modified Kohn-Sham equations for an isolated confined atom using DFT [5]:

$$
\left[ \hat{T}_s + V^{\text{eff}}_i[n](r) \right] \varphi_\mu(r) = \epsilon^{\text{eff}}_\mu \varphi_\mu(r), \quad \forall \mu
$$

(6)

where the effective potential $V^{\text{eff}}_i[n](r)$

$$
V^{\text{eff}}_i[n](r) = V_{\text{ext},i}(r) + V_{\text{H},i}[n](r) + V_{\text{SC},i}[n](r) + \left( \frac{r_i}{r_0} \right)^N,
$$

(7)

additionaly contains a confining potential introduced to improve performance [7]. $V_{\text{ext},i}(r)$ is the electrostatic potential from the ion $i$, and $r_i = |r_i| = |r - \mathbf{R}_i|$. Following Ref.[1], the Hamiltonian matrix elements $\mathcal{H}_0^{\mu\nu}$ are evaluated using the two-centre approximation

$$
\mathcal{H}_0^{\mu\nu} = \begin{cases} 
\epsilon^{\text{atom}}_\mu & \mu = \nu \\
\langle \varphi_\mu | \hat{T}_s + V_i + V_j | \varphi_\nu \rangle & i \neq j \\
0 & i = j, \mu \neq \nu.
\end{cases}
$$

(8)

$V_i$ is the effective free atom potential of atom $i$ given by the expression in Eq. [7] but without the confining potential. The diagonal term $\epsilon^{\text{atom}}_\mu$ is the energy eigenvalue obtained by solving Eq. [6] again omitting the confining potential.

Regarding the second order energy in Eq. [2] if the local density approximation
(LDA) is used for exchange-correlation contributions, then these vanish when \( r \neq r' \).

Ignoring the on-site term of the exchange-correlation contributions, then only the electrostatic interaction from charge fluctuations remain. The fluctuation \( \delta n(r) \) can be partitioned into atom-centred contributions \( \delta n_i(r) = \sum \delta n_i(r_i) \), each expressed as a superposition of multipole densities \( \delta n_i(r) = \sum \rho_i(r)[\Delta Q_\ell] \), where \( \ell \) is the number denoting the rank of the Cartesian multipole. The multipole densities themselves \( \rho_i(r)[\Delta Q_\ell] \) can be expressed in terms of a standard normalised isotropic density \( \rho_i^{iso}(r) \) scaled by the multipole moment \( \Delta Q_\ell \). For example, dipole densities can be constructed from \( \rho_i^{iso}(r) \) in an analogous manner to how a standard dipole can be constructed from opposing point charges.

Standard SCC-DFTB uses the monopole approximation, in which the expansion of the density fluctuation only includes the charge difference

\[
\delta n_i(r) \approx \rho_i(r)[\Delta q_i] = \Delta q_i \rho_i^{iso}(r).
\]  

Then \( E_{2nd} \) becomes

\[
E_{2nd} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \int \delta n_i(r_i) \delta n_j(r_j) \frac{drdr'}{|r-r'|} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Delta q_i \hat{\Gamma}_{ij}^{oo} \Delta q_j
\]

where

\[
\hat{\Gamma}_{ij}^{oo} = \int \frac{\rho_i^{iso}(r_i) \rho_j^{iso}(r_j)}{|r-r'|} drdr'.
\]

Analytical forms such as those based upon normalised Gaussian or exponential-decay distributions \( \rho_i^{iso}(r) = (\sigma_i)/\sqrt{\pi} e^{-\sigma_i r^2} \) and \( \rho_i^{iso}(r) = (\tau_i)/8\pi e^{-\tau_i r} \) respectively, are adopted for \( \rho_i^{iso}(r) \) to evaluate \( \hat{\Gamma}_{ij}^{oo} \), introducing a parameter (\( \sigma_i \) or \( \tau_i \) for

---

1For example, \( Q_1 \) denotes the dipole moment made from \( p_x \), \( p_y \) and \( p_z \) components.
each atom. Then

\[
\hat{\Gamma}_{i,j,\text{GAU}}^{00} = \begin{cases} 
\frac{1}{R_{ij}} \text{erf} \left( \frac{\sigma_i \sigma_j}{\sigma_i + \sigma_j} R_{ij} \right) & i \neq j \\
\sqrt{\frac{2\sigma_i}{\pi}} & i = j,
\end{cases}
\]

\[
\hat{\Gamma}_{i,j,\text{EXP}}^{00} = \begin{cases} 
\frac{1}{R_{ij}} - e^{-\tau_i R_{ij}} \left( \frac{\tau_i^4 R_{ij}}{2(\tau_i^2 - \tau_j^2)^2} \right) & i \neq j, \tau_i \neq \tau_j \\
-e^{-\tau_j R_{ij}} \left( \frac{\tau_j^4 R_{ij}}{2(\tau_j^2 - \tau_i^2)^2} \right) & i \neq j, \tau_i = \tau_j \\
\frac{1}{R_{ij}} - e^{-\tau_i R_{ij}} \left( \frac{1}{R_{ij}} + \frac{11}{16} \tau_i + \frac{3}{16} \tau_i^2 R_{ij} + \frac{1}{24} \tau_i^4 R_{ij}^2 \right) & i = j,
\end{cases}
\]

where \( R_{ij} = |\mathbf{r}_i - \mathbf{r}_j| \). The on-site value \( \hat{\Gamma}_{ii}^{00} \) is directly related to \( \sigma_i (\tau_i) \), meaning the parameter can be obtained from \( \hat{\Gamma}_{ii}^{00} \) which can be approximated by the difference of ionization energy \( I_i \) and electron affinity \( A_i \) of the atom, or the Hubbard \( U \) \[3\] :

\[
\hat{\Gamma}_{ii}^{00} = U_i \approx I_i - A_i.
\]

The charge difference \( \Delta q_i \), itself, is calculated as \( \Delta q_i = q_i - q_i^0 \), with \( q_i^0 \) the valence charge of the reference atom. Mulliken population analysis \[8\] is used in SCC-DFTB scheme \[2\] to determine charge \( q_i \) as

\[
q_i = e \frac{1}{2} \sum_k f_k \sum_a \sum_v \left( c_{\mu k}^k c_{\nu}^{k*} S_{\mu \nu} + c_{\nu}^{k*} c_{\mu}^k S_{\mu \nu}^{*} \right),
\]

with \( S_{\mu \nu} \) the orbital overlap

\[
S_{\mu \nu} = \int \varphi_{\mu}^{*}(r) \varphi_{\nu}(r) \, d\mathbf{r}.
\]
fixed particle number. This yields a set of Kohn-Sham like equations,

$$\sum_\nu \left( H_{\mu\nu}^0 + H_{\mu\nu}^1 - \epsilon_k S_{\mu\nu} \right) c_k^\nu = 0, \quad (17)$$

where the Hamiltonian elements shift $H_{\mu\nu}^1$ is introduced, and here defined as

$$H_{\mu\nu}^1 = e \frac{1}{2} \sum_{h=1}^N \left( S_{\mu\nu}^0 f_{ih}^0 + S_{\nu\mu}^0 f_{jh}^0 \right) \Delta q_h. \quad (18)$$

3. Dipole approximation

The monopole approximation used in SCC-DFTB has fundamentally improved the accuracy of the DFTB allowing for the incorporation of charge transfer effects. However, for highly polarised systems extending the approximation is desirable. At the next level of approximation the atomic charge density fluctuation $\delta n_i(r)$ can be expressed as a superposition of a density $\rho_i(r)[\Delta q_i]$ associated with charge difference $\Delta q_i$, and a density $\rho_i(r)[\Delta p_i]$ associated with dipole difference $\Delta p_i$:

$$\delta n_i(r) = \rho_i(r)[\Delta q_i] + \tilde{\rho}_i(r)[\Delta p_i]. \quad (19)$$

The charge part has been considered above. For the terms containing the influence of the dipole part of the density, we can consider this as resulting from two opposite signed charge densities displaced from atom center $R_i$ by $\pm d (\lim_{d \to 0})$ in the direction of dipole $\Delta p_i$. These charge densities are taken to have distribution $\tilde{\rho}_i^{iso}(r)$, and magnitude $|\Delta p_i|/d$:

$$\tilde{\rho}_i(r)[\Delta p_i] = \Delta p_i \cdot \nabla_{\mathbf{R}_i} \tilde{\rho}_i^{iso}(r_i) \quad (20)$$

where $\nabla_{\mathbf{R}_i}$ denotes that $\nabla$ operates which respect to the atomic center $\mathbf{R}_i$. Note that $\tilde{\rho}_i^{iso}(r)$ used to describe the dipole fluctuation density need not be the same as $\rho_i^{iso}(r)$ which describes the charge fluctuation density. Still using Gaussian or exponential-decay forms for $\tilde{\rho}_i$, this will lead to one more free parameter.
The second order energy is now

\[ E_{2nd} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \int \frac{\delta n_i(r_i) \delta n_j(r'_j)}{|r_i - r'_j|} dr dr' = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Delta q_i \hat{\Gamma}^{00}_{ij} \Delta q_j + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Delta p_i \cdot \hat{\Gamma}^{10}_{ij} \Delta q_j + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \Delta p_j \cdot \hat{\Gamma}^{11}_{ij} \Delta p_j, \quad (21) \]

representing charge-charge (qq), charge-dipole (pq) and dipole-dipole (pp) contributions. Expressions for \( \hat{\Gamma}^{10}_{ij} \) (vector) and \( \hat{\Gamma}^{11}_{ij} \) (tensor) can be obtained similarly to \( \hat{\Gamma}^{00}_{ij} \) (scalar), with the specific form dependent upon the choice of isotropic distributions.

As with \( \Delta q_i \), the dipole difference \( \Delta p_i \) can also be obtained by Mulliken population analysis. The total dipole of the system is

\[ p = \int \rho(r) dr = e \sum_k \sum_{\mu} \sum_{\nu} c_k^\mu c_k^\nu \left[ R_{\mu} \int \varphi_\nu^*(r) \varphi_\nu(r) dr + \int \varphi_\mu^*(r) \varphi_\nu(r) dr \right]. \quad (25) \]

Introducing dipole matrix elements \( P_{\mu \nu} \) as

\[ P_{\mu \nu} = \int \varphi_\mu^*(r) \varphi_\nu(r) dr \quad (26) \]
where the integral is over all space, then

$$p = e \sum_k \sum_{\mu} \sum_{\nu} c_k^* c_{\mu}^* R_{\mu\nu} + e \sum_k \sum_{\mu} \sum_{\nu} c_k^* c_{\mu}^* P_{\mu\nu}.$$  \hspace{1cm} (27)$$

The total dipole moment of the system is seen to be made up of two contributions, the first the macroscopic part $p_{\text{ext}}$ due to charges distributed on atoms throughout the system, and the second the atomic part $p_{\text{int}}$ due to the atomic dipole distributions. Similar to the way Mulliken charges are defined in Eq. 15, the dipole contribution can be decomposed into a sum over atomic contributions by defining

$$p_{\text{ext}} = \frac{1}{2} \sum_k \sum_{\mu} \sum_{\nu} \left( c_k^* c_{\mu}^* S_{\mu\nu} + c_k^* c_{\mu}^* c_{\nu}^* S_{\mu\nu} \right) = R_i q_i,$$

$$p_{\text{int}} = \frac{1}{2} \sum_k \sum_{\mu} \sum_{\nu} \left( c_k^* c_{\mu}^* P_{\mu\nu} + c_k^* c_{\mu}^* P^*_{\mu\nu} \right),$$

so that $p = \sum_i (p_{\text{ext}}^i + p_{\text{int}}^i)$, where $p_{\text{ext}}^i$ is the atomic contribution associated with the net charge on atom. Because the initial reference dipole of the free atom is zero, we can identify the atomic contribution from dipole distributions on each atom $p_{\text{int}}^i$ as the dipole difference on each atom, which is therefore to be used in Eq. 24.

In order to find $P_{\mu\nu}$ in Eq. 26, it is convenient to define artificial orbitals $\chi^{\xi}_{\mu}(r)$

$$\chi^{\xi}_{\mu}(r) = \hat{e}_\xi \cdot r_i \phi_{\mu}(r) \quad \xi = x, y, z$$

(29)

so that

$$r_i \phi_{\mu}(r) = \sum_\xi \hat{e}_\xi \chi^{\xi}_{\mu}(r).$$

(30)

Since we can write $r = \sum_\xi \hat{e}_\xi \sqrt{4\pi/3} Y_\xi(\theta, \phi)$, where $Y_\xi$ is a spherical harmonic, then

$$r_i \phi_{\mu}(r) = \sum_\xi \hat{e}_\xi \left( r_i \sqrt{\frac{4\pi}{3}} Y_\xi(\theta_i, \phi_i) \right) \left( R_{\mu}(r_i) Y_\alpha(\theta_i, \phi_i) \right)$$

$$= \sum_\xi \hat{e}_\xi \left( r_i R_{\mu}(r_i) \right) \sum_\omega C_{\alpha\omega}^\omega Y_\omega(\theta_i, \phi_i),$$

(31)
allowing the identification of

\[ \chi^\xi_{\mu}(\mathbf{r}) = r_i R_\mu(r_i) \sum_\omega C^\omega_{\alpha,\xi} Y_\omega(\theta_i, \phi_i). \] (32)

where the coefficients \( C^\omega_{\alpha,\xi} \) are given by integral over the spherical surface

\[ C^\omega_{\alpha,\xi} = \sqrt{\frac{4\pi}{3}} \int Y_\omega(\theta, \phi) Y_\alpha(\theta, \phi) Y_\xi(\theta, \phi) \sin \theta d\theta d\phi. \] (33)

In this way, Eq. 26 becomes

\[ \mathbf{P}_{\mu\nu} = \int r_i \rho^\mu_\nu(r_i) \rho^\nu_\mu(r_i) d\mathbf{r} = \sum_\xi \delta_\xi \int \chi^\xi_{\mu} (\mathbf{r}) \rho^\nu_\nu (\mathbf{r}) d\mathbf{r}, \] (34)

which have same form as the \( S_{\mu\nu} \), so similar techniques can be used to evaluate \( \mathbf{P}_{\mu\nu} \) numerically for each atom pair.

Finally, the same method as used to obtain Eq. 18 gives the Hamiltonian shift including dipole fluctuation as

\[
H^1_{\mu\nu} = e \frac{1}{2} \sum_{h=1}^{N} \left[ (S_{\mu\nu} \hat{f}^{i0}_{ij} + S_{\nu\mu}^* \hat{f}^{0i}_{ij}) \Delta q_h + \Delta p_h \cdot (\hat{f}^{10}_{hi} S_{\mu\nu} + \hat{f}^{10}_{hj} S_{\nu\mu}^*) + \Delta p_h \cdot (\hat{f}^{11}_{hi} S_{\mu\nu} + \hat{f}^{11}_{hj} S_{\nu\mu}^*) \right].
\] (35)

When an external electric field is present, the energy due to interaction with this field produces an additional contribution to the second order energy as

\[
E_{2nd} = E_{2nd}^{eq} + E_{2nd}^{pp} + E_{2nd}^{pq} + \sum_{i=1}^{N} \Delta q_i V^{ext}_i - \sum_{i=1}^{N} \Delta p_i \cdot \mathbf{E}^{ext}_i.
\] (36)

where \( \mathbf{E}^{ext}_i \) is the external field at the location of atom \( i \), and \( V^{ext}_i \) the corresponding external potential. This then results in an additional contribution \( H^\text{ext}_{\mu\nu} \) to be added to the Hamiltonian shift in Eq. 35, namely

\[
H^\text{ext}_{\mu\nu} = e \frac{1}{2} \left[ (S_{\mu\nu} V^{ext}_i + S_{\nu\mu}^* V^{ext}_j) - (\mathbf{p}_{\mu\nu} \cdot \mathbf{E}^{ext}_i + \mathbf{p}_{\nu\mu}^* \cdot \mathbf{E}^{ext}_j) \right].
\] (37)
and the total Hamiltonian matrix becomes

\[ H_{\mu\nu} = H_{\mu\nu}^0 + H_{\mu\nu}^1 + H_{\mu\nu}^{\text{ext}}. \]  (38)

The above equation represents our self-consistent charge and dipole DFTB scheme (SCCD-DFTB).

4. Applications to Carbon Based Systems

An implementation of the above SCCD-DFTB scheme has been made, based upon the existing SCC-DFTB code "DFTB+" [3; 9]. The Slater-Koster integrals for the dipole matrix \( P_{\mu\nu} \) have been generated separately based on the ‘pbc-0-1’ parametrization, and calculation of \( \hat{\Gamma}_{ij}^{10} / \hat{\Gamma}_{ij}^{11} \), Mulliken dipole difference \( \Delta p_i \) and inclusion of an external field \( E_{\text{ext}}^i \) are implemented along with the necessary modifications to the total energy and Hamiltonian shift.

We describe both the charge and dipole distribution using the same analytical forms, for which we use the exponential-decay profile \( \rho^{\text{iso}}(r) = (\tau^3/8\pi) e^{-\tau r} \), but note that the parameter \( \tau \) that enters need not be the same where describing both charge and dipole distributions. We use calculations performed on different fullerene molecules (C60, C70 and C84) and carbon nanotubes (CNT) ((6,6), (9,0) and (15,0)) to explore this parametrisation. All systems are treated as non-periodic clusters, with lengths greater than 40 Å used for the CNTs to ensure that edge effects are negligible. The geometries of the fullerenes are those obtained by relaxing atomic coordinates using SCC-DFTB, and the geometries of the CNTs are those used in Ref. [10]. Polarizabilities for each system have been calculated as the value of the parameter \( \tau \) for the dipole distribution \( (\tau_p) \) is varied, while holding that for the charge \( (\tau_q) \) fixed. The standard value for charge parameter \( \tau_q = 1.16 \) obtained using Eq. [14] is used. The polarizability \( \alpha \) is acquired using the relation \( P = \alpha E \), where \( E \) is the applied electric field and \( P \) the resulting static dipole, and we present results for the mean polarizability for fullerenes or lateral polarizability per unit length \( (\alpha_{\perp}) \) for CNTs. Note that the dipole \( P \) here is the total dipole of the system, a combination of the atomic
dipole on each atom and the dipole due to the distribution of the charges. We observe a sudden band gap closing and total energy jump for fullerenes when \( \tau_p \) is too small (0.64, 0.672, 0.768 for C60, C70, C84), indicating that \( \tau_p \) smaller than those values is not physical. Instead we limit the range of value \( \tau_p \) to within \( \pm 30\% \) of the standard charge parameter, so between 0.832 and 1.472. Fig. 1 shows that all systems exhibit similar trends: smaller \( \tau_p \) results in larger polarizability. The set of fullerenes (left panel in Fig. 1) and the set of CNTs (right panel in Fig. 1) also show similar variations.

Table I gives the polarizabilities of selected fullerenes and CNTs calculated from SCC-DFTB and two sets of results from SCCD-DFTB using for the dipole parameter either \( \tau_p = \tau_q \) or \( \tau_p = 0.832 \), along with other experimental and theoretical results from references [10–13; 16–18]. Results obtained using \( \tau_p = 0.832 \) are presented as this value of the parameter yields the maximum polarizabilities for all systems with \( \tau_p \) in the range considered. With \( \tau_p = \tau_q \), the results obtained using SCCD-DFTB
Table 1: Calculated polarizabilities ($\alpha$ or $\alpha_\perp$) of various carbon-based systems using self-consistent charge (SCC) and dipole extension (SCCD) DFTB with different parameters $\tau_p$, compared with previous calculated and experimental results.

<table>
<thead>
<tr>
<th></th>
<th>C60 (Å$^3$)</th>
<th>C70 (Å$^3$)</th>
<th>C84 (Å$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCC-DFTB</td>
<td>58.0</td>
<td>77.7</td>
<td>93.2</td>
</tr>
<tr>
<td>SCC-DFTB ($\tau_p = \tau_q$)</td>
<td>63.9</td>
<td>84.6</td>
<td>100.7</td>
</tr>
<tr>
<td>SCC-DFTB ($\tau_p = 0.832$)</td>
<td>68.1</td>
<td>90.6</td>
<td>105.3</td>
</tr>
<tr>
<td>MCSCF$^a$</td>
<td>75.1</td>
<td>89.8</td>
<td>109.4</td>
</tr>
<tr>
<td>charge-dipole$^b$</td>
<td>75.1</td>
<td>91.5</td>
<td>115.9</td>
</tr>
<tr>
<td>DFT-LDA$^c$</td>
<td>86.1</td>
<td>104.8</td>
<td></td>
</tr>
<tr>
<td>DFT-PBE$^d$</td>
<td>82.9</td>
<td>102.8</td>
<td></td>
</tr>
<tr>
<td>exp$^f$</td>
<td>83.0</td>
<td>103.5</td>
<td></td>
</tr>
<tr>
<td>exp$^g$</td>
<td>76.5±8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp$^h$</td>
<td></td>
<td></td>
<td>102±14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>CNT(6,6) (Å$^2$)</th>
<th>CNT(9,0) (Å$^2$)</th>
<th>CNT(15,0) (Å$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCC-DFTB</td>
<td>10.7</td>
<td>8.0</td>
<td>23.1</td>
</tr>
<tr>
<td>SCC-DFTB ($\tau_p = \tau_q$)</td>
<td>11.4</td>
<td>8.7</td>
<td>24.9</td>
</tr>
<tr>
<td>SCC-DFTB ($\tau_p = 0.832$)</td>
<td>11.5</td>
<td>8.9</td>
<td>25.2</td>
</tr>
<tr>
<td>MCSCF$^a$</td>
<td>11.0</td>
<td>8.9</td>
<td>20.1</td>
</tr>
<tr>
<td>charge-dipole$^b$</td>
<td>11.3</td>
<td>8.9</td>
<td>21.5</td>
</tr>
<tr>
<td>DFT-PBE$^e$</td>
<td>11.6</td>
<td>9.3</td>
<td>20.3</td>
</tr>
</tbody>
</table>

$^a$ Multi-Configurational Self-Consistent Field
$^b$ Classical charge-dipole
$^c$ DFT-LDA
$^d$ DFT-PBE
$^e$ DFT-PBE
$^f$ Experimental method (electron energy loss spectroscopy)
$^g$ Experimental method (molecular beam deflection)
$^h$ Experimental method (gas phase)

show a ~ 9% enhancement in polarizabilities over charge only SCC-DFTB for both fullerenes and CNTs, while with $\tau_p = 0.832$, the polarizabilities are enhanced over the SCC-DFTB value by ~ 16% for fullerenes and ~ 9% for CNTs. Further analysis of the parameter sensitivity of the two sets of systems (see Appendix B) shows that the observed differences are mainly due to the different nature of their polarizability, namely that polarizability of the fullerenes is the mean value for the molecule (Å$^3$) and that of CNTs is the lateral polarizability per unit length (Å$^2$).

The above results for a set of 3 CNTs shows little enhancement in the calculated polarizabilities when using $\tau_p = 0.832$, which gives the maximum calculated polar-
izabilities, when compared to those obtained using $\tau_p = \tau_q$. Additional calculations on 12 CNTs ((3,3), (4,4), (5,5), (6,6), (7,0), (8,0), (9,0), (10,0), (11,0), (6,2), (6,4) and (8,4)) with the dipole charge distribution parameter $\tau_p = \tau_q$ and $\tau_p = 0.832$ have also been performed, and give average lateral polarizability enhancements of 9.3 % and 10.2 % respectively over charge only SCC-DFTB results, confirming that CNT systems are not particularly sensitive to the parameter $\tau_p$.

As Refs. [19–24] have suggested, the lateral polarizability of CNTs shows a linear dependence on the square of their radius. Fig. 2 shows a comparison of calculated polarizabilities of these 12 CNT systems presented so as to show this, and as obtained from SCC-DFTB, SCCD-DFTB using $\tau_p = \tau_q$, and DFT results using the PBE functional reported in Ref. [14]. DFT-PBE results are chosen for comparison because Table 1 shows that among other simulation methods, DFT calculation results and experimental measurements agree best and because the set of DFTB parameters used in this paper have been derived by fitting to the results of DFT calculations that used the PBE functional. Fig. 2 shows that there is a systematic enhancement of the polarizabilities moving from SCC-DFTB to SCCD-DFTB, the latter mostly showing a $8\sim 12\%$ improvement comparing to DFT-PBE values.

Although the above results on fullerenes and CNTs indicate that the SCCD-DFTB method shows systematic improvement over SCC-DFTB, there still remain difference with values derived from experiment or calculations using ab-initio DFT methods. In this regard, firstly, differences between some calculated values may reflect slight differences in geometries used, with a 0.04 Å variation in bond length in fullerenes and CNTs changing polarizabilities by $\sim 4\%$. Secondly, we note that the basis sets used in standard DFTB are minimal basis sets, restricting the variational freedom to describe charge redistribution. Taking monolayer graphene as an example, we find a perpendicular static dipole moment of $\simeq 0.3$ Å$^3$ per unit cell using SCCD-DFTB with a minimal basis set, the precise value depending upon the parameterisation. This is a significant improvement over the vanishing value found with standard charge-only SCC-DFTB, but below ab-initio DFT values (see Appendix C), and consistent with the trend that sees $\alpha_\perp$ increase with basis set size. While preparing this manuscript, Boleininger et al. [25] have reported a study using DFTB that
shows that both an increased basis set along with dipole corrections improves the
description of the polarizabilities of hydrocarbon molecules. Their approach incor-
porates self-consistent polarized charges and polarization orbitals, with multipole
interactions calculated "on-the-fly", reported as contributing a notable computa-
tional overhead. This is avoided in the approach adopted here. We also note that
whereas the approach considered here considers multipole contributions as a cou-
pled self-consistent charge process, alternative methods have been proposed to ad-
dress polarization within the DFTB framework that considering dipole interactions
independently of the self-consistent charge, such as the chemical potential equal-
ization method [26–28] and SCC-DFTB with force field method [29]. Finally, both
SCC- and this SCCD-DFTB extension are based upon the second-order approxima-
tion, with higher order terms in the density fluctuation expansion of the total en-
ergy ignored, while Gaus et al. [30] have argued that third-order terms are particu-
larly important for the description of systems with localized charges. Nevertheless,
when future improvements in basis set, higher-order corrections and other possible
improvement have been made, the dipole extension discussed here can be easily
adapted accordingly, providing further accuracy with little extra cost.

5. Conclusion

In conclusion, we have extended the standard SCC-DFTB method from monopole
to dipole approximation. Implementing the extension within the "DFTB+" code, we
have applied it to various carbon systems and discussed the parametrization of the
dipole extension. Comparing with ab-initio DFT calculations, we find calculated po-
larizabilities of a set of 12 CNTs, are improved using our SCCD-DFTB scheme over
those obtained from charge only SCC-DFTB. We expect more generally that SCCD-
DFTB method increases accuracy for systems with significant charge asymmetry,
while preserving the low cost of the computational approach.
Figure 2: Calculated lateral polarizability with respect to radius squared of a set of CNTs using SCC- and SCCD-DFTB, and for comparison results using DFT-PBE from Ref. [14].
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Appendix A. Charge-charge, charge-dipole and dipole-dipole interaction matrices.

$\hat{f}_{ij}^{10}$, as defined in Eq. [22]

$$
\hat{f}_{ij}^{10} = \nabla_{R_i} \int \int \frac{\rho_{i}^{iso}(r_i)\rho_{j}^{iso}(r_j)}{|r-r'|}drdr' = \nabla_{R_i} \hat{f}_{ij}^{00}.
$$

(A.1)
Because of symmetry, the on-site values for $\hat{\Gamma}^{10}_{i,j,\text{GAU}}$ and $\hat{\Gamma}^{10}_{i,j,\text{EXP}}$ are both 0.

$\hat{\Gamma}^{11}_{i,j}$. As defined in Eq. 23

\[
\hat{\Gamma}^{11}_{i,j} = \nabla R_i \otimes \nabla R_i \int \int \rho_i^{iso}(r_i)\rho_j^{iso}(r_j) \frac{dr d\mathbf{r}'}{|\mathbf{r} - \mathbf{r}'|} \mathbf{r} d\mathbf{r}'
\]

\[
= \nabla R_i \otimes \nabla R_i \hat{\Gamma}^{10}_{i,j}
\]

\[
= \nabla R_i \otimes \hat{\Gamma}^{11}_{i,j} = -\nabla R_i \otimes \hat{\Gamma}^{10}_{i,j}
\]

In this case, $\nabla R_i$ is differentiation with respect to the same vector as in $\hat{\Gamma}^{10}_{i,j}$.

For both Gaussian distribution and exponential-decay distribution cases, $\hat{\Gamma}^{10}_{i,j}$ has the form $\hat{\Gamma}^{10}_{i,j} = R_i F(R_i)$. For vector $\mathbf{a} = \mathbf{r} F(r)$,

\[
\nabla \otimes \mathbf{a} = FI + \frac{1}{r} \frac{\partial F}{\partial r} \mathbf{r} \otimes \mathbf{r},
\]

where $\mathbf{I}$ is the $3 \times 3$ identity matrix. Therefore, for the Gaussian distribution becomes

\[
\hat{\Gamma}^{11}_{i,j,\text{GAU}} = \frac{3R_i \otimes R_i - R_i^2 \mathbf{I}}{R_i^5} \left[ -\text{erf} \left( \sqrt{\frac{\sigma_i \sigma_j}{\sigma_j + \sigma_j}} R_{ij} \right) + \sqrt{\frac{4\sigma_i \sigma_j}{\pi(\sigma_j + \sigma_j)} R_{ij} e^{-\frac{\sigma_i \sigma_j}{\sigma_j + \sigma_j} R_{ij}^2}} \right]
\]

\[
+ \frac{1}{R_i^6} \sqrt{\frac{16\sigma_i^2 \sigma_j^3}{\pi(\sigma_j + \sigma_j)^3}} e^{-\frac{\sigma_i \sigma_j}{\sigma_j + \sigma_j} R_{ij}^2} R_{ij} \otimes R_i
\]

(A.6)
The on-site $\hat{f}_{ij,\text{GAU}}^{11}$ is the limit of Eq. A.6 as $R_{ij}$ approaches 0, namely

$$\hat{f}_{ij,\text{GAU}}^{11} = \lim_{R_{ij} \to 0} \hat{f}_{ij,\text{GAU}}^{11} = \frac{1}{3} \sqrt{\frac{2}{\pi}} \theta_i^{3/2}. \tag{A.7}$$

For the exponential-decay distribution, a similar analysis yields

$$\hat{f}_{ij,\text{EXP}}^{11} = \frac{-3R_{ij} \otimes R_{ij} + R_{ij}^2 I}{R_{ij}^2} + M_{ij} I + N_{ij} R_{ij} \otimes R_{ij}, \tag{A.8}$$

where

$$M_{ij} = \begin{cases} e^{-\tau_j R_{ij}} \left[ -\frac{\tau_i R_{ij}}{2(R_{ij}^2 - r_{ij}^4)^2} \frac{R_{ij}}{R_{ij}^2} + \frac{\tau_i^3 - 3\tau_i^4 R_{ij}}{(r_{ij}^4 - r_{ij}^2)^3} \frac{R_{ij}}{R_{ij}^2} \right], & i \neq j, \tau_i \neq \tau_j \\ -e^{-\tau_j R_{ij}} \left( \frac{\tau_i R_{ij}}{R_{ij}^2} + \frac{\tau_i^3 - 3\tau_i^4 R_{ij}}{(r_{ij}^4 - r_{ij}^2)^3} \right), & i \neq j, \tau_i = \tau_j \end{cases} \tag{A.9}$$

and

$$N_{ij} = \begin{cases} e^{-\tau_j R_{ij}} \left[ -\frac{\tau_i R_{ij}}{2(R_{ij}^2 - r_{ij}^4)^2} \frac{R_{ij}}{R_{ij}^2} + \frac{\tau_i^3 - 3\tau_i^4 R_{ij}}{(r_{ij}^4 - r_{ij}^2)^3} \frac{R_{ij}}{R_{ij}^2} \right], & i \neq j, \tau_i \neq \tau_j \\ e^{-\tau_j R_{ij}} \left( \frac{3}{R_{ij}^2} \frac{R_{ij}^3}{R_{ij}^2} + \frac{3}{R_{ij}^2} \frac{R_{ij}^3}{R_{ij}^2} + \frac{3}{R_{ij}^2} \right), & i \neq j, \tau_i = \tau_j. \tag{A.10} \end{cases}$$

In this case,

$$\hat{f}_{ij,\text{EXP}}^{11} = \lim_{R_{ij} \to 0} \hat{f}_{ij,\text{EXP}}^{11} = \frac{1}{48} \theta_i^3. \tag{A.11}$$

**Appendix B. Parametrization comparison.**

Fig. 3 shows a comparison of the sensitivity of calculated polarizabilities for sets of fullerenes and CNIs to the dipole distribution parameter $\tau_\mu$. In order to bet-
ter compare these two family of systems, the calculated polarizabilities are rooted (cube rooted for fullerenes and square rooted for CNTs), so that $1/\tau_p$ and the rooted polarizabilities both have unit of a length. The CNTs then exhibit a consistent linear dependence with $1/\tau_p$ and fullerenes also exhibit a consistent but weakly nonlinear dependence of $1/\tau_p$, and these two sets show similar sensitivity towards the parameter $\tau_p$.

Appendix C. Polarizabilities of monolayer graphene calculated using DFT.

Table C.2 gives polarizabilities of monolayer graphene calculated using the ab-initio DFT with CRYSTAL14[32], obtained using several different standard linear combination of atomic orbital basis sets. All calculations use a C-C bond length of 2.461 Å and 61 k points in the hexagonal Brillouin zone.
Table C.2: Perpendicular polarizability per unit cell ($\text{Å}^3$) of monolayer graphene using DFT calculated with different standard basis sets.

<table>
<thead>
<tr>
<th>basis set</th>
<th>LDA</th>
<th>PBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-21G</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>6-21G*</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td>6-31d1G</td>
<td>0.59</td>
<td>0.60</td>
</tr>
<tr>
<td>TZVP</td>
<td>0.63</td>
<td>0.63</td>
</tr>
</tbody>
</table>
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