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Abstract

In recent years, there has been rapid development in processing of quantum information using quantum states of light. The focus is now turning towards developing real-world implementations of technologies such as all-optical quantum computing and cryptography. The ability to consistently create and control the required single photon states of light is crucial for successful operation. Therefore, high performance single photon sources are very much in demand.

The most common approach of generating the required nonclassical states of light is through spontaneous photon pair generation in a nonlinear medium. One photon in the pair is detected to “herald” the presence of the remaining single photon. For many applications the photons are required to be in pure indistinguishable states. However, photon pairs generated in this manner typically suffer from spectral correlations, which can lead to the production of mixed, distinguishable states. Additionally, these sources are probabilistic in nature, which fundamentally limits the number of photons that can be delivered simultaneously by independent sources and hence the scalability of these future technologies.

One route to deterministic operation is by actively multiplexing several independent sources together to increase the probability of delivering a single photon from the system. This thesis presents the development and analysis of a multiplexing scheme of heralded single photons in high-purity indistinguishable states within an integrated optical fibre system. The spectral correlations present between the two photons in the pair were minimised by spectrally engineering each photonic crystal fibre source. A novel, in-fibre, broadband filtering scheme was implemented using photonic bandgap fibres. In total, two sources were multiplexed using a fast optical switch, yielding an 86% increase in the heralded count rate from the system.
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## Mathematical Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{eff}$</td>
<td>Effective area of the waveguide mode.</td>
</tr>
<tr>
<td>$F$</td>
<td>Fidelity of the heralded single photon state.</td>
</tr>
<tr>
<td>$H_I$</td>
<td>FWM interaction Hamiltonian.</td>
</tr>
<tr>
<td>$K$</td>
<td>Schmidt number or cooperativity parameter.</td>
</tr>
<tr>
<td>$L$</td>
<td>Fibre length.</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of modes in a pseudo photon number resolving detector.</td>
</tr>
<tr>
<td>$N_m$</td>
<td>Number of spectral modes present.</td>
</tr>
<tr>
<td>$N_p$</td>
<td>Number of independent heralded single photons.</td>
</tr>
<tr>
<td>$N_s$</td>
<td>Number of switches in “log-tree” scheme.</td>
</tr>
<tr>
<td>$P$</td>
<td>Reduced state purity.</td>
</tr>
<tr>
<td>$P(n)$</td>
<td>Probability per pulse of delivering $n$ photons.</td>
</tr>
<tr>
<td>$P_p$</td>
<td>Pump field peak power.</td>
</tr>
<tr>
<td>$R_p$</td>
<td>Pump laser repetition rate.</td>
</tr>
<tr>
<td>$\Delta \beta$</td>
<td>Propagation constant phase mismatch.</td>
</tr>
<tr>
<td>$\Delta \omega_{FWHM}$</td>
<td>Full width half maximum pump bandwidth.</td>
</tr>
<tr>
<td>$\Delta k$</td>
<td>Phase mismatch.</td>
</tr>
<tr>
<td>$\Delta n$</td>
<td>Standard deviation of photon number.</td>
</tr>
<tr>
<td>$\Delta p$</td>
<td>Difference between $p$(success) for the analytical model of temporal multiplexing and a full numerical calculation using the density matrix.</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Pitch of PCF cladding.</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Phonon frequency.</td>
</tr>
<tr>
<td>$\hat{a}_j$</td>
<td>Annihilation operator for the $j$'th field.</td>
</tr>
<tr>
<td>Variable</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\bar{I}$</td>
<td>Time averaged intensity.</td>
</tr>
<tr>
<td>$\bar{A}$</td>
<td>Mean value of the PCF pitch.</td>
</tr>
<tr>
<td>$\bar{n}$</td>
<td>Mean photon number.</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Propagation constant of the fundamental waveguide mode.</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Inverse group velocity.</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>Group velocity dispersion.</td>
</tr>
<tr>
<td>$\mathbf{E}$</td>
<td>Electric field vector.</td>
</tr>
<tr>
<td>$\mathbf{P}$</td>
<td>Material polarisation.</td>
</tr>
<tr>
<td>$\chi^{(i)}$</td>
<td>$i$'th order dielectric susceptibility.</td>
</tr>
<tr>
<td>$\hat{a}_j^\dagger$</td>
<td>Creation operator for the $j$'th field.</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>Permittivity of vacuum.</td>
</tr>
<tr>
<td>$\eta$</td>
<td>FWM efficiency parameter.</td>
</tr>
<tr>
<td>$\eta_L$</td>
<td>Storage loop efficiency.</td>
</tr>
<tr>
<td>$\eta_r$</td>
<td>Delay line efficiency.</td>
</tr>
<tr>
<td>$\eta_d$</td>
<td>Detector efficiency.</td>
</tr>
<tr>
<td>$\eta_s$</td>
<td>Switch efficiency.</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Optical nonlinearity.</td>
</tr>
<tr>
<td>$\hat{E}_j^{(+)}$</td>
<td>Positive frequency component of the quantised electric field of the $j$'th field.</td>
</tr>
<tr>
<td>$\hat{E}_j^{(-)}$</td>
<td>Negative frequency component of the quantised electric field of the $j$'th field.</td>
</tr>
<tr>
<td>$\hat{\Pi}(n)$</td>
<td>POVM for a detection outcome of `$n$'.</td>
</tr>
<tr>
<td>$\hat{\gamma}^{(2)}_\text{multi}(0)$</td>
<td>Experimental heralded second order coherence function for the multiplexed device.</td>
</tr>
<tr>
<td>$\hat{\gamma}^{(2)}_S_j(0)$</td>
<td>Experimental heralded second order coherence function for source $j$.</td>
</tr>
<tr>
<td>$\hat{\gamma}^{(2)}_\text{marg.}(0)$</td>
<td>Experimental marginal second order coherence function.</td>
</tr>
<tr>
<td>$\hat{\rho}$</td>
<td>Two-photon state density matrix.</td>
</tr>
<tr>
<td>$\hat{\rho}_i$</td>
<td>Reduced density matrix of the idler photon.</td>
</tr>
<tr>
<td>$\hat{\rho}_s$</td>
<td>Reduced density matrix of the signal photon.</td>
</tr>
</tbody>
</table>
Mathematical Variables

$\hat{g}^{(2)}(0)$ Degree of heralded second order coherence function.

$\hat{n}$ Photon number occupation operator.

$\hbar$ Planck’s constant.

$f(\omega_s, \omega_i)$ Joint spectral amplitude.

$|f(\omega_s, \omega_i)|^2$ Joint spectral intensity.

$|0\rangle$ Vacuum fock state.

$|\Psi\rangle$ Two-photon state vector.

$|\theta(\omega_i)\rangle$ Schmidt mode basis of Signal Arm.

$|\zeta(\omega_i)\rangle$ Schmidt mode basis of Idler Arm.

$|n\rangle$ Fock state containing exactly $n$ photons.

$\lambda$ Free space wavelength.

$\lambda_j$ Schmidt mode weighting for the $j$'th pair of modes.

$\mathcal{F}$ Minimisation function.

$\mathcal{H}$ Two-photon state Hilbert Space.

$\mathcal{H}_i$ Idler photon Hilbert Space.

$\mathcal{H}_s$ Signal photon Hilbert Space.

$\mathcal{R}$ Reflection probability amplitude coefficient.

$\mathcal{T}$ Transmission probability amplitude coefficient.

$\nu_j$ Group velocity of $j$'th field.

$\omega$ Angular frequency.

$\omega_{j0}$ Central frequency of the $j$'th field.

$\phi_j$ Detuning from perfectly phasematched frequencies.

$\phi(\omega_s, \omega_i)$ Phasematching function.

$\alpha(\omega_s + \omega_i)$ Pump envelope function.

$\sigma_p$ $1/e$ pump bandwidth.

$\sigma_p^{RMS}$ Root mean square pump bandwidth.

$\tau$ Time delay.

$\tau_j$ Group velocity mismatch between the pump and field $j$.

$\theta_{pmf}$ Phasematching function orientation angle.
\( \tilde{\alpha}(t) \)  Temporal profile of the pump pulse.
\( \vec{p} \)  Heralding probability vector.
\( r_\tau \)  Transverse position coordinate.
\( \vec{r} \)  Position coordinate.
\( a_n \)  Probability amplitude coefficient for the generation of \( n \) photon pairs.
\( c \)  Speed of light in vacuum.
\( d \)  Hole diameter in PCF cladding.
\( f(\omega_j) \)  Spectral distribution function for the \( j \)’th field.
\( g^{(2)}(0) \)  Degree of second order coherence at zero time delay.
\( g_{cd}^{(2)}(0) \)  Classical degree of second order coherence at zero time delay.
\( g_{mn}^{(2)}(0) \)  Marginal degree of second order coherence at zero time delay.
\( g_{qu}^{(2)}(0) \)  Quantum degree of second order coherence at zero time delay.
\( k_j \)  Wavevector of the \( j \)’th field.
\( n \)  Photon number.
\( n_2 \)  Kerr-coefficient of fused silica.
\( n_{eff} \)  Effective refractive index of the waveguide mode.
\( p(N_p) \)  Probability of delivering \( N_p \) photons.
\( p(\text{herald}) \)  Probability of a successful heralding event.
\( p(\text{noise}) \)  Probability of delivering more than one photon from a successful heralding signal.
\( p(\text{success}) \)  Probability of successfully delivering a single Photon.
\( p_{\text{acc}} \)  Probability per pulse of an accidental coincidence detection event between the signal and idler arms.
\( p_{\text{det}}(n|N) \)  Conditional probability of the detector recording ‘\( n \)’ from ‘\( N \)’ photons at the input.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{idl}$</td>
<td>Probability per pulse of a detection event in the idler arm.</td>
</tr>
<tr>
<td>$p_{sig}$</td>
<td>Probability per pulse of a detection event in the signal arm.</td>
</tr>
<tr>
<td>$p_{th}$</td>
<td>Thermal photon number probability distribution.</td>
</tr>
<tr>
<td>$t$</td>
<td>Time coordinate.</td>
</tr>
<tr>
<td>$t_{\text{wait}}$</td>
<td>Waiting time.</td>
</tr>
<tr>
<td>$z$</td>
<td>Longitudinal position coordinate.</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Overview and Motivation

Historically single photons and sources of single photons have been instrumental in helping to explore, understand and develop new theories and devices across a range of topics in quantum mechanics and quantum information science. In 1974 Clauser et al. demonstrated the first source of single photon emission from a cascade transition in calcium atoms\cite{1}. Whilst it was commonly accepted at the time that a single photon was indivisible, and that if one were to send a single photon to a half-silvered mirror one would never measure a correlated detection signal between detectors placed in the transmitted and reflected arms, the experiments of Clauser were the first conclusive demonstration of such an effect.

This photon antibunching was also subsequently observed in the fluorescence from a sodium atomic beam by Kimble et al.\cite{2} and Walls\cite{3}. The atomic cascade sources provided access to states of light that had previously been inaccessible. Using these sources, Clauser and Shimony\cite{4} and Aspect et al.\cite{5} demonstrated the first violation of Bell’s inequalities a test of local realism which was shown to be inconsistent with the developing theories
of quantum mechanics. Although these sources were instrumental in several truly ground
breaking experiments in quantum mechanics, the emission rates were low and the complexity
of the apparatus high.

The advent of the laser by Maiman\cite{6} in 1960 revolutionised the field of quantum optics.
With the high-power and coherent beams from a laser it became possible to explore the
non-linear optical properties of materials and in doing so the first sources of correlated
photon pairs were produced by Burnham and Weinberg\cite{7}. These photon pairs generated
by parametric downconversion in non-linear crystals were produced at much higher rates
compared to the previous atomic cascade sources. A single photon state could be realised
from the pair by first separating the two photons and detecting one of them, such as in
the experiments of Hong and Mandel\cite{8}. The number correlation between the photons in
the pair meant that whenever this detector fired the presence of the remaining photon was
“heralded”.

These new and improved sources were put to great effect and further advances in the field
of quantum optics were made. Notably by Hong, Ou and Mandel who in 1987 demonstrated
the now ubiquitous two-photon interference effect at a beam splitter that was subsequently
named after them\cite{9}. This effect and measurement technique has become one of the gold
standards by which the quality of the output from a single photon source is judged. Addi-
tionally, it is key to operation of many optical implementations of quantum logic gates as it
provides a means by which two photons can be easily entangled.

Parametric downconversion sources of single photons have become the workhorses of the
quantum optics community, as they are relatively simple to construct and are capable of
producing single photons at high rates, the only downside is that the generation mechanism
is not deterministic. This makes it difficult to generate multiple photons from multiple
independent sources simultaneously, although there are potential solutions on the horizon
such as active multiplexing\textsuperscript{[10]}. Nevertheless, Yao et al. have produced an eight photon entangled state by using four parametric downconversion sources pump simultaneously by a common laser system, albeit with a low eight-photon count rate\textsuperscript{[11]}.

Because of the relative ease with which photons can be generated (with engineered properties) in these schemes, quantum photonics is a promising candidate for the development of new technologies that make use of quantum mechanical effects to achieve some performance enhancement, such as in quantum computing, quantum cryptography and quantum metrology\textsuperscript{[12]}. In the optical implementation of these schemes, photons are used as the information carriers required to encode and process quantum information\textsuperscript{[13]}. Photons are particularly appealing as information carriers, as they interact only very weakly with the surrounding environment making them relatively robust to decoherence, and therefore any information encoded in the quantum state of the photon is not corrupted or lost.

Optical implementations of quantum computing such as linear optics quantum computing (LOQC)\textsuperscript{[14]} or cluster state quantum computing\textsuperscript{[15]} make use of photons in precisely controlled states\textsuperscript{[16]}. Information may be encoded in the polarisation state of the photon, but also in superposition of paths taken, with conversion between the two made possible using only simple optics. Even if the photon is not used for information processing, a photonic “flying” qubit is unparalleled in its ability to transfer information over long distances. This is especially true when the wavelength of the photon lies in one of the low loss telecommunications bands of the existing optical fibre network that supports the current information technology infrastructure. This opens the possibility for using photonic qubits for encryption keys in quantum cryptography, allowing provably secure communication between different locations\textsuperscript{[17,18]}, or as optical interconnects between quantum “processors” in a distributed quantum processor\textsuperscript{[19]}.

The uses of photons are not just limited to emerging technologies, but also allow fun-
damental tests into the nature of quantum mechanics such as through the violation of Bell inequalities\cite{20-24}. In order to access these groundbreaking techniques an understanding of the method of generating non-classical states of light is required, such as entangled-pairs and indistinguishable single photons. The most widespread sources in use today are those based around nonlinear photon pair generation, but these sources are probabilistic. A photon-pair may only be generated within the medium with a given probability, determined in part by the strengths of the pump laser and the optical nonlinearity of the material. This is typically kept small in an effort to reduce the level of noise from other competing nonlinear processes. Thus, there is no prior knowledge of when a generation event will occur and the majority of pump pulses result in no pair generation at all. To fully realise the potential of these quantum technologies deterministic sources of well-controlled single photons will be required. This thesis explores how this may be achieved using active multiplexing.

1.1 What is a photon?

The term photon is used to describe a single excitation of the electromagnetic field\cite{25}. A single photon state can be written in terms of the creation and annihilation operators of the $j$'th mode of the field\cite{26}:

\begin{align}
|1\rangle &= \hat{a}_j^\dagger |0\rangle, \tag{1.1} \\
|0\rangle &= \hat{a}_j |1\rangle, \tag{1.2}
\end{align}

where $|1\rangle$ is the state vector describing a mode containing only one photon, and $|0\rangle$ represents the mode containing no photons, also called the vacuum state. This state is not occupied, but the expectation value of the energy in the mode is non-zero due to vacuum fluctuation. This gives rise to the “zero-point” energy, so no mode of the quantised field is every truly
empty but is occupied by $\hbar \omega/2^{[27]}$. It is this zero-point energy that allows the spontaneous generation of photon pairs in a parametric interaction within a medium, as will be seen later in this thesis.

Whilst convenient to write down, this description of a single photon state is incomplete. It does not describe any of the properties that are required of a single photon such as its frequency. This can be incorporated, by including the frequency dependence (or labelling) of the creation and annihilation operators for the spectral mode which the photon occupies$^{[26]}$:

$$|\omega_j\rangle = \hat{a}^+_j(\omega_j)|0\rangle. \quad (1.3)$$

This describes a single photon in the $j$’th spectral mode with a well-defined single frequency $\omega_j$.

However, this leads to a second new problem. Photons do not have a single well-defined frequency. A single frequency dictates that the photon has an infinite temporal duration, this is at odds with the traditional particle-like view of a photon as an individual wavepacket$^{[26,27]}$. The photon must therefore have some degree of spectral structure. This is incorporated by performing a weighted sum over a number of spectral modes of the quantised field, using the spectral distribution function $f(\omega_j)^{[28,29]}$,

$$|\psi(\omega_j)\rangle = \int d\omega_j f(\omega_j)\hat{a}^+_j(\omega_j)|0\rangle. \quad (1.4)$$

But this still only defines the spectral (and temporal) degrees of freedom. This discussion can be extended to also include the momentum and polarisation distribution$^{[27]}$. It is the description of the photon in Eq. 1.4, that will be used throughout the remainder of this thesis.

The formalism developed above shows that despite its quantised particle-like nature, a
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A photon possesses neither a localised position in time or space, but is rather distributed over, a potentially broad, range of both\cite{27}. However, the photon is indivisible and so on detection will collapse into a single field excitation at one location.

The properties of the ideal source of single photons may vary depending on the final application of these states of light. In this thesis, single photon states that have potential uses in quantum information processing tasks are the primary focus. For this role, the single photons must be generated in an indistinguishable, pure state. This places quite stringent demands on the source itself.

Firstly, photons produced by independent sources, and indeed two or more photons generated successively by the same source, must be completely indistinguishable. To do this, one must be able to exercise absolute control over the degrees of freedom available to the photon at the point of generation, namely spectral and temporal distribution, spatial profile, momentum and polarisation. Secondly, the photons must be emitted into a pure quantum state, rather than an incoherent mixture of different modes. Finally, the photons should be produced on demand. When a photon is requested from the source, one and only one should be delivered from the output with unit probability, i.e. it should be deterministic. In reality there are a number of hurdles to overcome to achieve the three above criteria from a single source.

1.1.1 Indistinguishability and Hong-Ou-Mandel Interference

The lack of interaction with the environment that makes photons suitable for information transfer over large distances, is a limiting factor in the development of an all-optical quantum computer\cite{13}. Interactions between the photonic qubits are too weak at the single photon level\cite{13}. In 2001, Knill, Laflamme and Milburn (KLM)\cite{14} showed, in what became known as the KLM implementation of linear optics quantum computing, that a scalable photonic
1.1 What is a photon?

quantum computer is possible using only single-photon sources, linear optical circuits and single photon detectors. The KLM scheme is dependent on the Hong-Ou-Mandel (HOM) effect of quantum interference between two single photons at a beamsplitter.

The beamsplitter is a partially reflecting mirror, with two input ports and two output ports, illustrated schematically in Fig. 1.1. For a balanced or 50 : 50 beamsplitter, a photon incident into one of the input ports has a probability of 0.5 of exiting in either output port. In classical optics, the light impinging on the beamsplitter is redirected into the two output modes with the power split evenly between them. This effect underlays the second order coherence measurements in Chapter 6.

In general, the beamsplitter can be described by a reflection coefficient $R^2$ and transmission coefficient $T^2$. The beamsplitter operation acting on the input modes 1 and 2, transforming them to modes 3 and 4 is given by\cite{26}

$$\hat{a}_3 = R \hat{a}_1 + T \hat{a}_2,$$  \hspace{1cm} (1.5)

$$\hat{a}_4 = T \hat{a}_1 - R \hat{a}_2,$$  \hspace{1cm} (1.6)
where $\hat{a}_j$ is the annihilation operator for the $j$'th mode of the beamsplitter\cite{26}. The minus sign in Eq. 1.6 arises due to energy conservation ($R^2 + T^2 = 1$) and the $\pi$-phase shift acquired on reflection. From this the creation operators for the input modes 1 and 2 are:

$$\hat{a}^\dagger_1 = R\hat{a}^\dagger_3 + T\hat{a}^\dagger_4, \quad (1.7)$$

$$\hat{a}^\dagger_2 = T\hat{a}^\dagger_3 - R\hat{a}^\dagger_4. \quad (1.8)$$

The output state following the beamsplitter transformation is found by applying the creation operator of one of the input modes to the vacuum state $|0\rangle$,

$$|\psi\rangle = \hat{a}^\dagger_1|0\rangle = (R\hat{a}^\dagger_3 + T\hat{a}^\dagger_4)|0\rangle, \quad (1.9)$$

$$|\psi\rangle = \hat{a}^\dagger_2|0\rangle = (T\hat{a}^\dagger_3 - R\hat{a}^\dagger_4)|0\rangle. \quad (1.10)$$

If two single photons are input to the beamsplitter, one in each input mode, the output state is formed as:

$$|\psi\rangle = \hat{a}^\dagger_1\hat{a}^\dagger_2|0\rangle, \quad (1.11)$$

$$= (R\hat{a}^\dagger_3 + T\hat{a}^\dagger_4)(T\hat{a}^\dagger_3 - R\hat{a}^\dagger_4)|0\rangle. \quad (1.12)$$

$$= R\hat{T}\hat{a}^\dagger_3\hat{a}^\dagger_3 + T\hat{T}\hat{a}^\dagger_4\hat{a}^\dagger_4 - R^2\hat{a}^\dagger_3\hat{a}^\dagger_4 - R\hat{T}\hat{a}^\dagger_4\hat{a}^\dagger_4|0\rangle. \quad (1.13)$$

For the balanced beamsplitter $R = T = 1/\sqrt{2}$, and as the operators $\hat{a}^\dagger_3$ and $\hat{a}^\dagger_4$ commute $\left([\hat{a}^\dagger_3, \hat{a}^\dagger_4] = 0\right)$, the resulting output state is,

$$|\psi\rangle = R\hat{T}\left(\hat{a}^\dagger_3\hat{a}^\dagger_3 - \hat{a}^\dagger_4\hat{a}^\dagger_4\right)|0\rangle. \quad (1.14)$$
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Figure 1.2 Illustration of the four superposed terms of Eq. 1.13 corresponding to the interference of two single photons at a 50:50 beamsplitter. Top panel: Both photons output the beam-splitter in the same mode, these two output states are distinguishable from one another. Bottom panel: Either both photons are transmitted or reflected, if the photons themselves are indistinguishable then both of these two results are indistinguishable up to a global phase factor acquired by reflection. This results in destructive interference between these two states, leading to a superposition of only the two states in the top panel.

Using $R^2 - T^2 = 0$, $|\psi\rangle$ can be renormalised as,

$$|\psi\rangle = \frac{1}{\sqrt{2}} \left( \hat{a}_3^{\dagger} \hat{a}_3^{\dagger} - \hat{a}_4^{\dagger} \hat{a}_4^{\dagger} \right) |0\rangle. \tag{1.15}$$

The output state is still a linear superposition, but now the only terms remaining are those in which both photons exit in the same spatial mode. This is known as Hong-Ou-Mandel interference, and will only occur if the two input photons are in pure indistinguishable states$^{[9,26]}$. For indistinguishable inputs the terms corresponding to either both photons transmitted or reflected destructively interfere due to the $\pi$-phase difference acquired on reflection, as shown in Fig. 1.2.
HOM interference is a purely quantum mechanical effect and is key to the operation of quantum logic gates in the KLM implementation of LOQC as well as schemes for generating photonic cluster states\textsuperscript{[30,31]}. Additionally it is also an incredibly useful technique for experimentally determining the indistinguishability of two single photon states\textsuperscript{[32–34]}. A controlled amount of distinguishing information can be introduced, for example in the temporal \textsuperscript{[9,32,35]} or polarisation domain, which is then varied whilst monitoring the output modes of the beamsplitter. Only for identical initial states will photons always exit in the same mode. This technique provides a complete indication of the suitability of photons for quantum information tasks.

1.2 Methods of Single Photon Generation

There are two broad classes of single photon generation, single emitters consisting of one and only one source of emission such as an atom or ion, and multiple emitter sources which are most commonly based on non-linear optical processes. In the latter, emission occurs due to the coherent action of a number emitters which must be summed in phase to achieve a non-zero output. These sources based on non-linear optics produce photons in pairs, one of these photons can then detected to herald the presence of the remaining photon. Hence, these sources are termed heralded single photon sources.

1.2.1 Single Emitter Sources

The first of the two broad classes of single photon sources are those termed single emitter sources. In this class of source, single photons are emitted from a single discrete quantum system such as an atom, ion or quantum dot. As there is only a single emitter present, upon excitation by an external driving field, only a single photon will be emitted on de-
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excitation\textsuperscript{[30]}. In order to ensure that the properties of photons emitted consecutively are identical (frequency, spatial distribution etc.), the environment surrounding the emitter must be carefully controlled. This is typically accomplished through the use of a cavity.

These systems can approach deterministic operation, provided that excitation mechanism has a high probability of success (optical pumping with a narrow linewidth laser), but are commonly limited by the collection efficiency as photons are emitted on a spherical surface centred on the emitter. This can be alleviated by using a cavity, in which case by coupling the emitter to a cavity mode, photons are then emitted into a well-defined spatial mode that is easier to collect. However, this is technically challenging. In addition to this, the vast majority of single emitter based sources require the use of vacuum systems, cryogenic equipment to reduce the coupling between the emitter and surrounding environment and prevent decoherence and laser cooling schemes requiring multiple carefully aligned laser systems. As a result of this, these systems are not user friendly or readily scalable and therefore limit their application for preparing a large number of photons simultaneously.

Trapped atoms are a natural choice for a single emitter source and there are a number of different atomic species with easily accessible electronic energy levels. When this atom is excited by the external driving field, one and only one photon will be emitted (provided that the energy level structure is chosen correctly) on de-excitation. The external driving field can then be pulsed to realise a steady stream of single photons from the system\textsuperscript{[37]}. As there is little uncertainty in the energy of the electronic levels and the allowed cavity resonances, the linewidth of the emitted photons can be extremely narrow on the order of 10 MHz. This gives good coupling of the photons to other atomic transitions, such as in photonic storage schemes\textsuperscript{[38]}, but poor temporal purity.

The cavity trapped atom schemes can be realised in a number of different ways, such as using a magneto-optical trap to drop atoms one at a time through the cavity\textsuperscript{[39]}, trapping
in an optical cavity mode\cite{37} and optical lattice traps\cite{40}. Alternatively, the atom can be replaced by an ion. The trapping is more stable and easier to achieve using radio-frequency dipole traps\cite{41,42}.

A second approach is to engineer an artificial atomic system such as a quantum dot. Single photons are emitted from the recombination of electron-hole pairs that are produced when the dot is optically excited\cite{43}. These sources suffer from some of the same problems as atomic base sources, in that photons are not emitted with a well-defined wavevector. Similarly, quantum dots can be constructed within micro-cavities formed using Bragg mirrors, to preferentially emit photons into a useful direction and constrain the optical frequency\cite{44}. However, one of the largest problems associated with these sources is again scalability as these experiments must be carried out at cryogenic temperatures. It is difficult to achieve a high degree of spectral indistinguishability from two individual dots as the fabrication procedure often results in a series of dots with a distribution of transition energies. It has however been shown to be possible to tune the energy levels of the dots using an applied voltage to achieve sufficient spectral overlap to observe HOM interference\cite{45}.

The final implementation of single emitter sources consists of lattice defects in inorganic crystals, the most common being the nitrogen vacancy (NV) centre in diamond. The NV centre consists of a nitrogen atom substitution for one carbon atom and a neighbouring vacancy in the diamond lattice. The vacancy has an overall charge of -1 corresponding to the trapping of an electron within the defect. This electron can then be excited and de-excited to produce a stream of single photons\cite{46,47}. Unlike quantum dot sources, NV centres can be operated at room temperature, but the photons can be hard to extract due to the high refractive index of diamond, this can be improved by using diamond nanocrystals instead\cite{48}. Whilst many of the single emitter sources can be operated at near deterministic performance, they are often limited by the inherent experimental complexity required to
extract this performance. In contrast, heralded single photon sources are often easier to
construct and maintain but at the disadvantage that they cannot naturally be operated
deterministically.

1.2.2 Heralded Single Photon Sources

Amongst the most common single photon sources are those based on parametric photon pair
generation, where one photon in the pair can be detected, and used to “herald” the presence
of the remaining photon[8]. When an intense pump laser propagates through an optical
medium, the nonlinear response ($\chi^{(2)}$ or $\chi^{(3)}$) leads to three-wave- and four-wave-mixing
processes[49], through which pairs of photons are generated into two modes termed the
signal and idler. For $\chi^{(2)}$ media this is called parametric downconversion (PDC)[50,51], and
for $\chi^{(3)}$ media four-wave mixing (FWM)[49,52], the generated frequencies being determined
by energy and momentum conservation.

The process is spontaneous and hence probabilistic, so there is no prior knowledge of
when a generation event will occur[10]. But by using a pulsed pump, photon pairs can only
be generated within certain time bins. However, in addition to producing a single pair,
there is also the possibility of generating multiple pairs, which increases with the single
pair probability. To limit the contribution of these multi-pair events, the source must be
operated at a low probability of generating a single pair. As a result of this photon pairs
can only be generated within specific time bins but the majority of these bins are empty[10].
Nevertheless, high brightness (photon counts per second) heralded single photon sources
have been produced, most notably through PDC in $\chi^{(2)}$ crystals[53–55]. However, as a result
of momentum conservation photons are emitted spatially around a ring centred on the pump
wavevector. Pairs of photons must be spatially filtered to ensure collection in a single spatial
mode. As a result of this, these photons can be hard to collect as the spatial emission pattern
is not well matched to optical fibres\textsuperscript{[56]}. These sources, whilst composed of relatively simple components, require careful alignment to maintain high performance operation.

An alternative approach is to make use of the FWM interaction in $\chi^{(3)}$ optical fibres\textsuperscript{[49]}. The generation, collection, delivery and detection (fibre coupled detectors) can all be achieved in optical fibre, allowing for a truly integrated device in which the photons are emitted into a well-defined spatial mode and which is significantly easier to maintain for the end user\textsuperscript{[33,57]}. A number of similar approaches have been made using waveguide sources, for both PDC\textsuperscript{[58,59]} and FWM in optical fibres\textsuperscript{[52,60–62]}, and in recent years FWM in chip-based waveguides such as silicon photonic crystal waveguides\textsuperscript{[63,64]}, chalcogenide waveguide\textsuperscript{[65]}, and UV-written fused silica waveguides\textsuperscript{[66]}. Although only the fibre-based source of McMillan et. al\textsuperscript{[57]} could be described as a true integrated device.

An added complication of parametric photon pair generation is that due to energy and momentum conservation photon pairs are typically generated into a number of correlated spectral modes, rather than the ideal single spectral mode\textsuperscript{[67,68]}. This leads to a mixed state on heralding, which subsequently must be filtered to approach a single spectral mode, resulting in a reduced brightness from the source. However, generation into a single spectral mode has been demonstrated, for both PDC\textsuperscript{[32,35]} and FWM\textsuperscript{[69,70]} by exploiting the dispersion of the medium to match the group velocities of the pump, signal and idler fields, this is discussed in more detail in Section 2.3.

Typically in both PDC and FWM, the dispersion of the medium is dominated by the material. This places limits on the frequencies of the generated photon pairs. FWM in photonic crystal fibres (PCF)\textsuperscript{[57,60,61]}, where the waveguiding structure is formed from an array of low-index inclusions in the cladding, allows unprecedented control over the waveguide contribution of the dispersion. By tailoring the parameters of the cladding, the dispersion and propagation constants can be controlled, producing photon pairs at desired wavelengths,
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such as 800nm/1550nm, in a single spectral mode\[^{57,71,72}\].

FWM in optical fibres does have some limitations itself. The $\chi^{(3)}$ nonlinearity is several orders of magnitude smaller than $\chi^{(2)}$, resulting in lower overall count rates. However, the guided mode nature of the FWM process means a long interaction length can be used to compensate. The largest deficiency of FWM based sources is the often high levels of noise due to other nonlinear processes generating uncorrelated photons into similar spectral modes as the heralded idler photon. Again, thanks to the dispersion of the medium, these effects can be reduced by generating photon pairs far detuned from the pump wavelength where the majority of the noise is located. Alternatively, in birefringent optical fibres, cross-polarised FWM can be used to generate photons with an orthogonal polarisation state to the pump. Much of the noise will be generated co-polarised with the pump field and so polarisation filtering can be used to recover the photon pairs\[^{73}\]. To date there have been a large number of sources utilising both PDC and FWM, where the heralded single photons display high levels of purity and indistinguishability, they are however all still probabilistic in nature.

1.3 Multiplexing: A Route to Deterministic Operation

As discussed, sources of heralded single photons based on PDC and FWM suffer from a fundamental limitation: The mechanism is spontaneous. One can only say that a single photon pair will be generated with some probability per pulse of the laser, $P(1)$. In order to limit detrimental multi-pair emission from the source, $P(1)$ is typically constrained to around $P(1) = 0.01$. Hence the performance of the source is far from ideal deterministic operation. As a result of this, in order to deliver $N_p$ heralded independent photons from $N_p$ independent sources, requires waiting for all sources to fire simultaneously, the probability
of which scales exponentially with the number of photons requested,

\[ p(N_p) = P(1)^{N_p}, \quad (1.16) \]

where \( p(N_p) \) is the probability of delivering \( N_p \) photons simultaneously. This translates into a long waiting time for the delivery of \( N_p \) photons simultaneously. Consider a typical photon pair source pumped by a 76 MHz Titanium:Sapphire laser. The approximate waiting time \( t_{\text{wait}} \) for all \( N_p \) sources to fire simultaneously is,

\[ t_{\text{wait}} = \left( \frac{1}{p(N_p) \cdot R_p} \right), \quad (1.17) \]

where \( R_p \) is the repetition rate of the laser train, this is illustrated in Fig. 1.3.

Even for a modest number of heralded photons (\( N_p = 8 \)), the waiting time is on the order of 400 years. Ultimately, many more than 8 single photon qubits may be required by a future device. Developing a source that is capable of delivering single photons in a deterministic manner is therefore a key research task.

To overcome the fundamental limit of probabilistic photon pair sources, Migdall et al.\(^{10}\) proposed that an array of PDC sources could be combined within an active optical switching network. In doing so, a photon generated by any one of the sources may be routed to a common output port. Heralded photon pair sources are particularly suited to this scheme as the results of any heralding detection event can be used to feed forward to set the state of the switches to route the corresponding photon to the output. With a sufficient number of individual sources, a deterministic multiplexed system can be constructed, where each source can be operated at a level where the multi-pair emission is low.

A number of different multiplexing schemes have been proposed in the spatial\(^{10,74}\), temporal\(^{75–80}\) and spectral domains\(^{81}\). In the spatial domain, as considered by Migdall et
Figure 1.3  Approximate waiting times to deliver $N_p$ independent photons from $N_p$ independent probabilistic sources. A single source pumped with $P(1) = 0.01$ at 76 MHz (blue). For even modest numbers of photons the waiting time extends towards the age of universe. Where as for a deterministic source (green), every one fires on every laser pulse and the waiting time does not scale with $N_p$ but remains fixed at the time period of the laser pulse train. Example of eight-photon state generation using 4 PDC sources (red) with $P(1) = 0.058$ per source at 76 MHz [1].
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al. a number of individual PDC sources can be used or multiple passes through the same pair-generation medium, in an effort to reduce the amount of components required. Alternatively, in bulk crystal PDC pairs of photons can be collected from different spatial modes allowing a single crystal to be used instead of a number of distinct sources\textsuperscript{[10]}. Collection is however difficult and potentially lossy.

In the temporal domain, several different procedures have been explored including the use of storage loops or optical cavities and delay lines. In the foremost case using storage loops or optical cavities, when a photon pair is heralded, the heralding signal is used to activate a switch which routes the heralded photon into an optical storage loop. The photon can be held in the loop until it is required at a later time. This scheme was extended by Jeffery et al.\textsuperscript{[76]}, by dividing the pump pulse into a number of time bins, such that a short burst of pump pulses, with each burst separated by the repetition rate of the laser, are used to pump the medium. The time stamping of the heralding signal allows photons from specific sub-pulses within the burst to be routed into the storage loop\textsuperscript{[76]}. Other schemes in the temporal domain include generating photon pairs and then routing the heralded photon through a number of delay lines, whose lengths are binary multiples of each other\textsuperscript{[79]}. By comparing the heralding time-stamp to an external oscillator, a binary combination of delay can be inserted in the heralded arm with fast optical switches, such that the heralded photon is delivered at a specific point in time relative to the external clock forming a pseudo-on-demand single photon source.

The initial storage loop studies described above only ever considered switching in one event per series of pulses. However due to loss in the components, the stored photon may be lost. Jeffery et al.\textsuperscript{[76]} demonstrated that allowing the cavity to be replenished up to two times within a burst of pump pulses produce a significant improvement. The number of times the cavity can be refilled is determined by the switching speed of the optical switches.
Rohde et al.\cite{80} and work undertaken by myself in the course of this thesis (see Section 3.4), have numerically demonstrated that if the storage loop is continually replenished whenever a new photon is heralded, the probability of success is greatly improved. This can be achieved by not using a burst of pulses as in the work of Jeffery et. al\cite{76}, but rather just using a series of pulses from the laser train. Provided that both the heralding detector dead time is less than the laser repetition rate, and also that the repetition rate of the laser is less than the switching time then the most recent photon can be captured. After every $m$ pulses, the loop is either emptied extracting the stored photon if there was no pair generation of the $m^{th}$ pulse or the heralded photon from the $m^{th}$ pulse is used.

In all of the temporal schemes discussed above, an increase in the probability of delivering a heralded single photon can be achieved, but at the expense of the rate at which photons can be delivered. An alternative avenue, albeit similar in principle to some of the storage loop procedures, is to store the heralded single photon in a quantum memory with controllable read-out and delay\cite{38}. This would allow many individual sources to be synchronised, so that when several photons are requested the memories can be read out delivering the required single photons to the experiment or device.

A passive temporal multiplexing scheme has been discussed by Broome et al.\cite{82} whereby working at a high repetition rate, the effect of multi-photon emission from the source can be reduced. This allows the signal-to-noise of heralded single photons to be increased without affecting the brightness of the source. A number of groups have recently demonstrated high repetition rate photon pair sources\cite{83–85} where this effect has been successfully measured through the degree of second order coherence\cite{85}.

Previous theoretical considerations of spatial multiplexing schemes utilising PDC have shown that by multiplexing several non-deterministic sources together, deterministic operation can be approached\cite{86}. Christ and Silberhorn\cite{86} examined the impact of multi-photon
emission and multiple spectral modes on the performance of spatially multiplexed systems. They found that for a system composed of 17 identical PDC sources, utilising perfect photon-number resolving detectors (PNR), a single photon per pulse delivery probability of $> 99.9\%$ could be achieved. In this ideal case of lossless components, the overall probability of successfully delivering a single photon from the multiplexed system, $p(\text{success})$, is just the probability that all the sources do not fail to generate a photon pair, i.e.,

$$p(\text{success}) = 1 - (1 - P_1)^{N_s},$$

(1.18)

where $N_s$ is the number of individual sources multiplexed together. For a photon pair state described by Bose-Einstein (thermal) statistics the maximum value of $P_1 = 0.25$, at a mean photon number per pulse $\bar{n} = 1$. Therefore to achieve $p(\text{success}) > 99.9\%$, requires $N_s \geq 17$.

However this is for an idealised set of circumstances. Commercially available single photon detectors and optical switches will have some inherent inefficiency. Current silicon single-photon avalanche photo-diodes (APD) have peak efficiencies in the region of 70\% and are binary in operation, providing no information about the number of photons that strike the detector element. Photon-number resolving detectors with high detection efficiency around 800 nm are available, but the timing jitter is often large and the speed slow. Commercial fibre coupled optical switches from the telecommunications industry operating at 1550 nm have efficiencies in the range of 70 – 80\% with repetition rates around 1 MHz. The switch bandwidth and detector response time limit the laser repetition rate that can be used and therefore the maximum rate at which photons can be heralded and routed through the switching network. Ultimately, multiplexed sources will be limited by the speed and efficiency of both the heralding detectors and switches.

To date there have been relatively few implementations of multiplexed systems, the
performance of these systems is compared in Table 1.1, although the field is now growing rapidly. The first implementations of these multiplexing schemes were based on PDC in a free space set-up, using electro-optic modulators (EOM) as switches. The cost and experimental complexity of these schemes limit their scalability, although high repetition rates can be achieved due to the fast switching speeds of the EOMs. The more recent developments of multiplexed systems (2013-2015) have moved towards a fibre integrated switching network. These switches are significantly cheaper, easier to operate, require no alignment with a small footprint, and are therefore more suitable to being scaled up. A fibre based scheme also benefits from the ability to easily incorporate low loss optical delays of a chosen length using inexpensive commercial optical fibres. The cost of this however is slower switching times and hence lower repetition rates and also loss in the switch.

All of the multiplexed systems outline in Table 1.1 are not truly integrated devices. Whilst the pair generation is generally accomplished in one architecture, the photons are then extracted into the fibre switch network, with no permanent bridge between the two. Additionally no system has been demonstrated that is capable of generating and then multiplexing heralded single photons in spectrally engineered pure states.

An all-optical fibre based multiplexed system is an attractive prospect, as it should be easier to maintain and could be packaged and made portable. The use of PCF also allows the possibility of spectrally engineering the heralded single photons such that they are in a pure state, whilst also maintaining the benefits of a fibre based system. These fibre based sources are well suited for multiplexing schemes as photons can be extracted from the source into the switching network with lower losses, with a permanent mechanical link between the two. Additionally, the wealth of technology from the telecommunications industry can be translated across into these systems. This thesis presents the design, fabrication and characterisation of a multiplexed source of spectrally engineered heralded single photons in
<table>
<thead>
<tr>
<th>Year</th>
<th>Paper</th>
<th>Medium</th>
<th>Multiplexed</th>
<th>Depth</th>
<th>$g^{(2)}(0)$</th>
<th>C.R.</th>
<th>Rep. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>Pittman$^{[75]}$</td>
<td>PDC in BBO</td>
<td>Storage Loop (T)</td>
<td>5</td>
<td>-</td>
<td>2 C/s</td>
<td>75 MHz</td>
</tr>
<tr>
<td>2004</td>
<td>Jeffery$^{[76]}$</td>
<td>PDC in BBO</td>
<td>Storage Loop (T)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10-50 kHz</td>
</tr>
<tr>
<td>2011</td>
<td>Ma$^{[88]}$</td>
<td>PDC in BBO</td>
<td>Log-Tree (S)</td>
<td>4</td>
<td>0.08</td>
<td>714 C/s</td>
<td>$\sim 15$ MHz</td>
</tr>
<tr>
<td>2011</td>
<td>Broome$^{[82]}$</td>
<td>PDC in BBO</td>
<td>Pulse Doubling (T)</td>
<td>2</td>
<td>-</td>
<td>40 C/s/mW</td>
<td>152 MHz</td>
</tr>
<tr>
<td>2013</td>
<td>Collins$^{[89]}$</td>
<td>FWM in PhCW</td>
<td>Log-Tree (S)</td>
<td>2</td>
<td>$\sim 0.19$</td>
<td>1-5 C/s</td>
<td>1 MHz</td>
</tr>
<tr>
<td>2014</td>
<td>Meany$^{[90]}$</td>
<td>PDC in PPLNW</td>
<td>Log-Tree (S)</td>
<td>4</td>
<td>-</td>
<td>60-70 C/s</td>
<td>1 MHz</td>
</tr>
<tr>
<td>2015</td>
<td>Kaneda$^{[91]}$</td>
<td>PDC in BiBO</td>
<td>Storage Loop (T)</td>
<td>35</td>
<td>0.479</td>
<td>19.3 kC/s</td>
<td>50 kHz</td>
</tr>
<tr>
<td>2016</td>
<td>Mendoza$^{[92]}$</td>
<td>PDC in PPLN</td>
<td>Tree + Delay (S &amp; T)</td>
<td>2 &amp; 4</td>
<td>-</td>
<td>140 C/s</td>
<td>500 KHz</td>
</tr>
<tr>
<td>2016</td>
<td>Xiong$^{[93]}$</td>
<td>FWM in Silicon Nanowire</td>
<td>Delay Lines (T)</td>
<td>4</td>
<td>-</td>
<td>600 C/s</td>
<td>10 MHz</td>
</tr>
</tbody>
</table>

Table 1.1 Multiplexing scheme performance comparison. Medium = pair generation process and nonlinear material. Multiplexed = implemented multiplexing scheme (S = spatial, T = temporal). Depth = number of multiplexed bins, or stages used. Pure State = spectral engineering carried out. $g^{(2)}(0)$ = second order coherence measurement. C.R. = count rate or brightness. Rep. rate = maximum switching rate.
1.4 Thesis Outline

This thesis is presented in seven chapters. Following this introduction, in Chapter 2, the quantum theory of FWM in PCF is laid out, and the ability to herald single photons in pure states is discussed. Chapter 3 develops a numerical modelling technique by which these multiplexed systems can be optimised given the inevitable loss in the constituent components. Chapter four provides an overview of the design, fabrication and classical characterisation of the PCF used for pair generation. The fifth chapter extends the characterisation by measuring the joint spectral probability distribution of the two-photon state via the technique of stimulated emission tomography. Also in Chapter 5, variations in the PCF due to fabrication tolerances and their effect on the purity of the heralded state are investigated. Chapter 6 provides an in-depth discussion of the characterisation of the generated photons, including measurements of the degree of second order coherence to determine the purity of the heralded state. Finally in Chapter 7, the conclusions of this passage of work are laid out and an outlook on future work presented.
Chapter 2

Photon Pair Generation via

Four-Wave Mixing in Photonic

Crystal Fibres

2.1 Overview

The four-wave mixing process is well known in classical non-linear optics but has also been studied extensively within the framework of quantum theory, due to its usefulness as a source of heralded single photons. A short consideration of the theory is made here, as knowledge of the form of the two-photon state is required to allow us to engineer particularly useful quantum states from the interaction. In this thesis we are primarily concerned with the generation of single, indistinguishable photons in pure quantum states.

FWM is a third-order nonlinear optical process that occurs in all optical materials in which an intense pump field propagates, generating new frequencies of light in the process.
Due to the electric field component, \( \mathbf{E}(\vec{r}, t) \) of the pump, driving the bound electrons, the material acquires a polarisation \( \mathbf{P}(\vec{r}, t) \) given by:

\[
\mathbf{P} = \varepsilon_0 (\chi^{(1)} \mathbf{E} + \chi^{(2)} \mathbf{E} \mathbf{E} + \chi^{(3)} \mathbf{E} \mathbf{E} \mathbf{E} + \cdots) \tag{2.1}
\]

where \( \chi^{(i)} \) is the \( i \)th order dielectric susceptibility coefficient. In an optical fibre, due to the isotropic nature of the silica glass, there is no \( \chi^{(2)} \) non-linearity present, and so the dominant non-linear processes arise through the \( \chi^{(3)} \) non-linearity.

FWM is one of the resulting processes due to the 3rd order, \( \chi^{(3)} \), dielectric susceptibility, which in general allows the coupling of four fields via the polarisation of the medium. This allows two pump fields at frequency \( \omega_p \) to lose energy, which is re-distributed into two fields termed the signal at a higher frequency, \( \omega_s \), and the idler at lower frequency \( \omega_i \). In general the pump fields may be non-degenerate in frequency, however within the context of this thesis only degenerate pump fields produced by the same intense pump laser are considered.

Two different forms of the FWM interaction may occur, either stimulated or spontaneous FWM, both of which are used within this thesis. In the stimulated form of FWM, a seed beam is also injected into the material at either of the signal or idler frequencies. This seed field is amplified, along with the generation of the light in the other mode. If there is no seed present, then spontaneous FWM may occur, in which both the signal and idler modes are initially in the vacuum state, in this case the process is seeded by quantum vacuum fluctuations. In Chapter 4 stimulated FWM is used a diagnostic tool to determine the spectral distribution of the light generated in the signal mode. Whereas in Chapter 6, the spontaneous form is used for photon pair generation from which heralded single photons are produced.

For either stimulated or spontaneous FWM, the frequencies of the generated light are
2.1 Overview

constrained by energy conservation,

\[ 2\omega_p = \omega_s + \omega_i, \]  

(2.2)

and momentum conservation also known as phasematching,

\[ \Delta k = 2k_p(\omega_p) - k_s(\omega_s) - k_i(\omega_i) - 2\gamma P, \]  

(2.3)

where \( k_j(\omega_j) \) are the propagation constants of the pump, signal and idler fields, and \( 2\gamma P \) is the phase shift of the pump due to self-phase modulation (SPM). Self-phase modulation is another \( \chi^{(3)} \) nonlinear process in which due to the intense pump envelope, the pulse experiences an intensity-dependent phase shift. This results in the generation of new spectral components at the leading and trailing edges of the pulse envelope producing a chirped pulse. It can be shown that only if \( \Delta k \approx 0 \) will there be an appreciable probability of generating a photon pair. However due to the dispersion of the medium this condition can only be satisfied for certain frequencies.

This phasematching condition arises as a result of considering the propagation of the three fields at their respective phase velocities through the non-linear medium. As the pump propagates, the signal and idler fields are generated in phase with pump at that point in the medium. These fields then propagate to the output at their own phase velocity. Only if there is a fixed phase relationship between the pump, signal and idler, will the daughter fields generated at different points in the material constructively interfere, producing a non-zero output.

The propagation constants in Eq. 2.3 are frequency dependent and therefore the frequencies for which Eq. 2.3 is satisfied is dependent on the dispersion. For a waveguide the total dispersion has two defining contributions. Firstly, the intrinsic material dispersion and
secondly the waveguide dispersion. In standard optical fibres, there is little flexibility in the waveguide contribution to the dispersion, which can only be controlled through the core size and the refractive index step. The ability to control the waveguide dispersion of PCF allows the phasematching condition to be satisfied for a set of target wavelengths through careful selection of the structural parameters of the fibre.

2.2 Photon Pair Generation in Photonic Crystal Fibres

In this section, a brief consideration of the quantum theory of FWM is made. Previously Alibart et al.\cite{94} and others\cite{95,96} have presented similar calculations, in which the FWM process is studied in the interaction picture. In the framework of quantum theory, FWM can be described as the spontaneous annihilation of two pump photons, and the creation of two daughter photons, the signal and idler, spaced equally about the degenerate pump in frequency. As the photons are always generated in pairs, due to energy conservation, detection of one photon can be used to herald the presence of the remaining twin.

In this thesis, the discussion is limited to the case of co-polarised, degenerate four-wave mixing within the core of an optical fibre (specifically a photonic crystal fibre) along the z-direction. It is assumed that the fibre is single mode over the entire wavelength range of interest (which is justified for certain types of PCF\cite{97}). Generation of the signal and idler modes is therefore made into a single well-defined spatial mode determined by the geometry of the waveguide. The z-component of the wavevectors for the pump, signal and idler fields are given by the propagation constants for the fundamental mode of the fibre as \( \beta_p, \beta_s, \) and \( \beta_i, \)

\[
\beta_j(\omega_j) = n_{\text{eff}}(\omega_j)k_j(\omega_j), \tag{2.4}
\]

where \( \omega_j, \) with \( j = p, s, i \) is the frequency of the field, \( n_{\text{eff}} \) is the effective index of the
waveguide mode, and \( k_j \) is the free space wavevector.

The generation of the two-photon state can be found by calculating the evolution of the initial state of the signal and idler modes \( |\Psi(t' = 0)\rangle = |0_s, 0_i\rangle \), into the final state at time \( t' = t \), \( |\Psi(t' = t)\rangle \) under the action of the interaction Hamiltonian,

\[
|\Psi(t)\rangle = \exp \left( \frac{1}{i\hbar} \int_0^t dt' H_I(t') \right) |\Psi(0)\rangle. \tag{2.5}
\]

The FWM interaction Hamiltonian can be expressed as,

\[
H_I(t') = \varepsilon_0 \chi^{(3)} \int_V dV \hat{E}_p(\vec{r}, t') \hat{E}_p(\vec{r}, t') \hat{E}_s(\vec{r}, t') \hat{E}_i(\vec{r}, t'), \tag{2.6}
\]

where \( \hat{E}_j \) are the quantised field operators for the pump, signal and idler respectively. Each of the field operators can be decomposed into positive and negative frequency components,

\[
\hat{E}_j(\vec{r}, t') = \hat{E}_j^{(+)}(\vec{r}, t') + \hat{E}_j^{(-)}(\vec{r}, t') \tag{2.7}
\]

corresponding to the annihilation (\( \hat{a}_j \)) and creation (\( \hat{a}_j^\dagger \)) operators respectively\(^{[67]}\), where

\[
\hat{E}_j^{(+)}(\vec{r}, t') = E_j(\vec{r}_T) \int_0^\infty d\omega j A_j(\omega j) \hat{a}_j(\omega j) \exp(i(\beta_j(\omega j)z - \omega_j t')) = \left( \hat{E}_j^{(-)}(\vec{r}, t') \right)^\dagger, \tag{2.8}
\]

with \( E_j(\vec{r}_T) \) is the transverse field profile of the guided mode and \( A_j(\omega j) = i \sqrt{\hbar \omega j/2\varepsilon_0 n^2(\omega j)} \).

As the FWM process is weak, a relatively intense pump field is required. This allows the electric field operator of the pump to be described using a classical field\(^{[94,95]}\), where the positive frequency component is given by

\[
\hat{E}_p^{(+)}(\vec{r}, t') = E_p(\vec{r}, t') = \tilde{\alpha}(t') E_p(\vec{r}_T) \exp(i(\beta_p(\omega_p) - \gamma P_p)z), \tag{2.9}
\]
where $\tilde{a}(t')$ is the temporal profile of the pulse and $E_p(r_i')$ is the transverse mode profile of pump. The self-phase modulation of the pump pulse is included by the factor $\exp(-i\gamma P_p z)$, where $P_p$ is the peak power and $\gamma$ is the optical nonlinearity,

$$\gamma(\omega_p) = \frac{n_2(\omega_p)\omega_p}{cA_{eff}}$$

where $n_2(\omega_p)$ is the Kerr-coefficient of fused silica, $c$ is the speed of light and $A_{eff}$ is the effective area of the mode. The frequency dependence of $\gamma$ can be neglected as it is slowly varying across the bandwidth of pump envelope.

The exponential in Eq. 2.5, can be expanded as,

$$|\Psi(t)\rangle \approx \left(1 + \frac{1}{i\hbar}\int_0^t dt' H_I(t')\right) |\Psi(0)\rangle,$$

where only terms $O(1)$ in the interaction Hamiltonian have been retained. Substituting Eqs. 2.7-2.9 into Eq.2.6 and solving Eq. 2.11 yields the two-photon state which describes the signal and idler modes after the FWM interaction,

$$|\Psi(\omega_s,\omega_i)\rangle \approx |0_s,0_i\rangle + \eta \int_0^\infty d\omega_s \int_0^\infty d\omega_i f(\omega_s,\omega_i)\hat{a}_s(\omega_s)\hat{a}_i(\omega_i)|0_s,0_i\rangle,$$

where $\eta = \epsilon_0 \chi^{(3)} A_s(\omega_s)A_i(\omega_i)E_{p0}^2 I L/i\hbar$ is an efficiency parameter related to the strength of the non-linearity $\chi^{(3)}$, electric field amplitude of the pump $E_{p0}$, the overlap integral $I$ of the mode profiles of the three fields and the length of the fibre $L$.

Terms $\geq O(2)$ in the expansion of Eq. 2.11 relate to the generation of multiple pairs. In general, the two-photon state is in a linear superposition of photon number states, where each ket $|n_s,n_i\rangle$ corresponds to generation of $n$ photons into the signal and idler modes. Due to energy conservation photon number is correlated between the two modes.
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Through the heralding measurement, the zero photon state will be removed and so can be eliminated from Eq. 2.12 leaving,

\[
|\Psi(\omega_s, \omega_i)\rangle \approx \eta \int_0^\infty d\omega_s \int_0^\infty d\omega_i f(\omega_s, \omega_i) \hat{a}_s^\dagger(\omega_s) \hat{a}_i^\dagger(\omega_i) |0_s, 0_i\rangle.
\] (2.13)

The function \(f(\omega_s, \omega_i)\) is the joint spectral amplitude (JSA) function. The joint spectral intensity (JSI) is given by \(|f(\omega_s, \omega_i)|^2\) and dictates with what probability a signal photon with frequency \(\omega_s\) is generated with a corresponding idler photon with frequency \(\omega_i\).

The joint spectral amplitude function is itself composed of two parts,

\[
f(\omega_s, \omega_i) = \phi(\omega_s, \omega_i) \alpha(\omega_s + \omega_i),
\] (2.14)

\(\phi(\omega_s, \omega_i)\) is the fibre phasematching function (PMF) and \(\alpha(\omega_s + \omega_i)\) is the pump envelope function. Together these two functions dictate the variations in the signal and idler frequencies about their perfectly phasematched frequencies, due to the finite bandwidth of the pulsed pump envelope and the tolerable phase mismatch.

The pump envelope is commonly described with a Gaussian spectral distribution,

\[
\alpha(\omega_s + \omega_i) = \exp \left( -\frac{(\omega_s - \omega_{s0}) + (\omega_i - \omega_{i0})^2}{4\sigma_p^2} \right),
\] (2.15)

where \(\omega_{s0}\) is the central frequency of the pump, and \(\sigma_p\) is the 1/e bandwidth of the pump envelope, related to the full-width half maximum \(\Delta\omega_{FWHM} = 2\sigma_p \sqrt{4\ln 2}\). The phasematching function is found by integrating the phasemismatch over the length of fibre,

\[
\phi(\omega_s, \omega_i) = \chi^{(3)} \int_0^L dz \exp(i\beta z)
\] (2.16)
with,

\[ \Delta \beta = 2\beta_p(\omega_p) - \beta_s(\omega_s) - \beta_i(\omega_i) - 2\gamma P_p, \]  

(2.17)

Assuming that \( \Delta \beta \) is constant over the length of the fibre, Eq. 2.17 can be evaluated to yield,

\[ \phi(\omega_s, \omega_i) = \text{sinc} \left( \frac{\Delta \beta L}{2} \right) \exp \left( \frac{\Delta \beta L}{2} \right), \]  

(2.18)

where \( L \) is the length of fibre, and \( \Delta \beta \) is the phase mismatch between the four fields. The bandwidth of the phasematching function scales inversely with the fibre length. This is a result of the amount of phasemismatch that is acquired on propagation through the fibre. If the fibre is very long then the four fields remain phasematched over only a narrow range of frequencies due to walk-off between the pump, signal and idler pulses that is caused by dispersion. Conversely, if the fibre is very short then the total phasemismatch that is acquired remains smaller over a larger frequency range. The relationship between the pump envelope, phasematching function and joint spectrum is illustrated in Fig. 2.1 for a PCF source.

### 2.3 Spectral Engineering of the Two-Photon State

As the joint spectral amplitude is dependent on both \( \omega_s \) and \( \omega_i \), the spectrum of each mode can be strongly correlated with its twin due to the energy conservation and phasematching requirements. The majority of single photon detectors are not frequency resolving, thus when one photon is detected as the herald, the twin is projected into an incoherent mixture of spectral modes. This mixture of spectral modes results in a reduction in the visibility of Hong-Ou-Mandel interference. Ultimately, for photons to be used with HOM based devices, the photon must be in a single, indistinguishable, pure state to ensure error free operation.
Figure 2.1 Numerical simulation results of the two-photon state. a.) Phasematching contours \((\Delta \beta = 0)\). b.) Pump envelope function. c.) Phasematching function, d.) Joint spectral intensity.
This can only be achieved if the spectral correlations in the joint spectral amplitude can be removed.

In general there are two routes to achieve this. The first is to use narrowband spectral filtering to reshape the JSA, removing the correlations and approximating a single spectral mode. However, this results in discarding a large proportion of the photon pairs generated, reducing the overall brightness or coincidence count rate of the source. In Fig. 2.2, the result of narrowband filtering on an initially correlated JSA is illustrated for two Gaussian profile spectral filters of the form:

$$f(\omega_j) = \frac{1}{\sqrt{2\pi}\sigma_j} \exp \left( -\frac{(\omega_j - \omega_{0j})^2}{2\sigma_j^2} \right).$$

(2.19)

This technique has been exploited to produce heralded single photon state of high purity, but at the expense of reduced count rates\cite{99,100}.

A more suitable approach is to generate photon pairs directly in a single joint spectral mode. This requires no lossy spectral filtering; so high count rates can still be attained.
It can be shown from Eq. 2.13, that a single joint spectral mode can be achieved, if and only if the joint spectral amplitude function can be factorised into two functions, one that is dependent on the frequency of the signal photon $\omega_s$ and another that is dependent on the frequency of the idler $\omega_i$,

$$f(\omega_s, \omega_i) = g(\omega_s) \cdot h(\omega_i).$$

(2.20)

In this case, the detection of one photon in the pair leaves the other unaffected by the measurement. Thus on detection of the signal photon, the idler photon is heralded in a pure state. A joint spectral amplitude that displays this behaviour is described as factorable.

The correlation induced by energy conservation and imparted upon the JSA by the pump envelope function is fixed by Eq. 2.2. The orientation of the phasematching function is however determined by the dispersion of the non-linear medium, in this case the PCF. Thus by careful selection of the fibre parameters the phasematching function orientation can be selected to counteract the correlation induced by the pump envelope function. Photonic crystal fibres are an ideal pair-generation medium in this regard, due to the vast degree of flexibility of the modal dispersion that can be achieved through relatively simple control of the cladding parameters.

The effect on the orientation of the phasematching function due to the dispersion of the PCF has been studied extensively by a number of groups\cite{69,101–105}. All considerations focus on achieving a factorable state by determining under what conditions the joint spectral amplitude function can be made to be separable. To begin with the propagation constants in the phasemismatch are expanded in a Taylor series about the central frequencies $\omega_{0j}$, $j = p, s, i$, where $\omega_{0s}$ and $\omega_{0i}$ are the perfectly phasematched frequencies, and retaining
terms up to $O(1)$ corresponding to the group-velocity:

$$\beta_j(\omega_j) \approx \beta_j(\omega_{0j}) + (\omega_j - \omega_{0j}) \frac{\partial \beta_j(\omega_j)}{\partial \omega_j} \bigg|_{\omega_j = \omega_{0j}}. \quad (2.21)$$

Substituting Eq. 2.21, into Eq. 2.17, the phasemismatch becomes,

$$\Delta \beta \approx \Delta \beta^{(0)} + \phi_s \tau_s + \phi_i \tau_i, \quad (2.22)$$

where $\Delta \beta^{(0)} = 0$ is the phasemismatch at the perfectly phasematched wavelengths, $\phi_j = \omega_j - \omega_{0j}$ and,

$$\tau_j = \frac{\partial \beta_p(\omega_p)}{\partial \omega_p} \bigg|_{\omega_p = \omega_{0p}} - \frac{\partial \beta_j(\omega_j)}{\partial \omega_j} \bigg|_{\omega_j = \omega_{0j}}, \quad (2.23)$$

$$= \frac{1}{\nu_p} - \frac{1}{\nu_j}, \quad (2.24)$$

where $\nu_j$ is the group-velocity of the pump, signal and idler. It can be shown that the joint spectral amplitude function is separable if,

$$\tau_s \tau_i \leq 0. \quad (2.25)$$

This constrains the potential group-velocities of the pump, signal and idler, to two classes of states. Firstly, if $\tau_s = -\tau_i$, then the group velocities must fulfill either,

$$\nu_s(\omega_s) > \nu_p(\omega_p) > \nu_i(\omega_i), \quad (2.26)$$

or,

$$\nu_i(\omega_i) > \nu_p(\omega_p) > \nu_s(\omega_s). \quad (2.27)$$
This is known as a symmetric group velocity matched (GVM) state, as when the bandwidths of the pump envelope and phasematching function are matched, the signal and idler photons have equal bandwidths. The second class of states are asymmetrically group velocity matched, where either $\tau_s = 0$ or $\tau_i = 0$. In this case, either the signal or idler photon propagates at the same group velocity as the pump, whilst the other walks off. Therefore a factorable state can be achieved when the pump bandwidth is sufficiently large.

The orientation of the phasematching function that corresponds to these points can be investigated by considering the angle of the phasematching function relative to the signal frequency axis,

$$\theta_{pmf} = -\arctan\left(\frac{\tau_i}{\tau_s}\right). \quad (2.28)$$

For a symmetrically GVM state $\theta_{pmf} = +45^\circ$, where as for asymmetrically GVM states $\theta_{pmf} = 0^\circ$ or $90^\circ$, corresponding to $\tau_s = 0$ and $\tau_i = 0$ respectively. On a phasematching contour (PMC) plot, such as those shown in Fig. 2.3, the asymmetric GVM states corresponds to points where the gradient of the contour is zero, here small changes in the pump wavelength produce little change in the wavelength of the non-group velocity matched photon.

Both schemes have been implemented in birefringent fibres, both commercial single mode fibres and PCF, where the birefringence is exploited to satisfy the phase- and group-velocity matching requirements to produce a state with reduced spectral correlations$^{[33,57,73,106]}$. Further to this symmetric GVM states have been attained by Soller et al. by using PCF, in which there are two neighbouring zero dispersion wavelengths (ZDW) close together. In this case, as illustrated in Fig. 2.3, the phasematching contours form closed loops, and so every possible orientation angle of the phasematching function can be selected by tuning the pump wavelength. This also serves a second purpose. By working on the outer sidebands of the phasematching contours, the phasematched wavelengths are far de-tuned from the
pump into a region where the effect of noise from Raman shifted pump light is reduced.

The potential factorable JSIs are illustrated in Fig. 2.3 together with the corresponding phasematching contours for a fibre displaying two neighbouring ZDWs. In Chapter 4, the design and fabrication of a PCF exhibiting two ZDWs is presented. In the target design, photon pairs are generated at 810 nm and 1550 nm for the signal and idler respectively when pumped at 1064 nm by an ultrafast fibre laser. These photon pairs have been spectrally engineered in an asymmetrically GVM state to achieve a pure heralded state.

### 2.4 Reduced State Spectral Purity: Schmidt Decomposition

The purity, $P$, of the spectrally engineered heralded state can be determined through the Schmidt mode decomposition of the two-photon joint spectral amplitude function. The pure two-photon state in Eq. 2.13 is an example of a bipartite state formed of two subsystems, one for the signal $H_s$ and one for the idler $H_i$. The complete Hilbert space of the two-photon state is,

$$
\mathcal{H} = \mathcal{H}_s \otimes \mathcal{H}_i.
$$

(2.29)

where each subsystem is described by an orthonormal basis set $|\vartheta(\omega_s)\rangle$ and $|\xi(\omega_i)\rangle$.

When a heralding measurement is made, the reduced density matrix of the heralded idler photon, $\hat{\rho}_i$, is found by tracing over $\mathcal{H}_s$ of the complete density matrix $\hat{\rho}$. The purity of the resultant heralded state is then found by taking the trace of the square of the reduced density matrix,

$$
P = Tr\{\hat{\rho}_i^2\}.
$$

(2.30)
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Figure 2.3 Results of numerical simulations illustrating the three classes of factorable states. a.) Asymmetric GVM with $\tau_i = 0$, b.) Symmetric GVM $\tau_i = -\tau_s$, c.) Asymmetric GVM $\tau_s = 0$. 
If \( \{|\vartheta(\omega_s)\rangle\} \) is a basis set of \( \mathcal{H}_s \) and \( \{|\xi(\omega_i)\rangle\} \) is a basis set of \( \mathcal{H}_i \) then \( \{|\vartheta(\omega_s)\rangle \otimes \xi(\omega_i)\rangle\} \) is a basis set of \( \mathcal{H}_s \otimes \mathcal{H}_i \). Therefore, the complete bipartite system can be written as a linear superposition in this basis,

\[
|\Psi(\omega_s, \omega_i)\rangle = \sum_j \lambda_j^2 |\vartheta_j(\omega_s)\rangle \otimes |\xi_j(\omega_i)\rangle,
\]

where \( \sum_j \lambda_j = 1 \). The number of terms required to describe \( |\Psi(\omega_s, \omega_i)\rangle \) in the Schmidt basis indicates how factorable the state is. The Schmidt number \( K \) is defined as,

\[
K \equiv \frac{1}{\sum_j \lambda_j^2} \equiv \frac{1}{\text{Tr}\{\hat{\rho}_s^2\}} \equiv \frac{1}{\text{Tr}\{\hat{\rho}_i^2\}} \equiv \frac{1}{P},
\]

and is a measure of the number of Schmidt modes present. The initial two-photon state \( |\Psi(\omega_s, \omega_i)\rangle \) is said to be factorable if there is only a single pair of Schmidt modes active, in which case \( \lambda_1 = 1, \lambda_{j \neq 1} = 0 \), and \( K = 1 \). Therefore, by determining the Schmidt mode decomposition of the JSA we can measure the purity of the heralded idler state. This can be carried out numerically by taking the singular value decomposition of the matrix that describes the JSA. We can also relate the number of active Schmidt modes and the heralded purity to the photon number statistics obtained through a measurement of the second order coherence for only a single arm.

### 2.5 Photon Number Statistics

The purity of the heralded state in terms of the generated photon number is a crucial measure of the source performance. The ideal single photon source would only ever generate a single photon Fock state, a state containing a definite number of photons with zero variance, with no possibility of generating more than one single photon. However, the pair generation
process can yield more than one photon pair per pump pulse due to its spontaneous nature. In reality the terms that were discarded in Eq. 2.11 are important, as they describe the potential of the source to generate more than one pair per pulse. Hence the output state of the source before heralding is a linear superposition of photon number terms,

\[ |\Psi\rangle = a_0|0_s, 0_i\rangle + a_1|1_s, 1_i\rangle + a_2|2_s, 2_i\rangle + \cdots , \]  

(2.33)

where \( \{a_n\} \) are the set of probability amplitude coefficients that describe the probability \( |a_n|^2 \) of generating \( n \) photon pairs in the interaction, with \( \sum_n |a_n|^2 = 1 \). For a spectrally correlated state, these coefficients are determined by a Poisson distribution, whereas for a spectrally decorrelated state they are given by a thermal distribution (where \( a_n = a_1^n \) for \( n \geq 1 \)) as discussed in Section 2.5.3.

When a successful heralding detection is made using a binary single photon detector (with no photon number resolving capability), the state is reduced to,

\[ |\Psi\rangle = a_1|1_i\rangle + a_2|2_i\rangle + \cdots , \]  

(2.34)

as at least one pair must have been generated. Therefore, there is the possibility that more than one photon can be heralded. Heralding multiple idler photons as a single is detrimental to the fidelity of the photon number state. This can be limited by working at low pump powers, such that the probability of generating a pair is small. This places a fundamental limit on the pair-generation rate, far from the ideal deterministic source of single photons.

### 2.5.1 Raman Scattering

One of the primary sources of noise in optical fibre based photon pair sources is the spontaneous Raman scattering of pump photons into the long wavelength idler mode\(^{[25,96]}\). Raman
scattering is another non-linear process that may occur within the fibre, caused by the coupling of the intense pump pulse to optical phonons in the material\cite{49}.

As the pulse propagates through the fibre a pump photon at $\omega_p$ is split into a Stokes photon $\omega_{st}$ and a phonon at frequency $\Omega$, where $\omega_{st} = \omega_p - \Omega$. Through this mechanism the idler mode becomes contaminated with photons at the Stokes frequency. This increases the probability of observing a coincident detection event between the signal and idler modes, where a signal photon is detected simultaneously with a Stokes shifted photon in the idler arm. This reduces both the spectral and number purity of the heralded state and poses a significant hurdle for fibre based photon pair sources.

One route to eliminating the Stokes shifted Raman scattered light is to cool the fibres, reducing the population of the phonon modes\cite{109–112}. However, doing this is another experimental complication, reducing the usability of the source. Instead, the dispersion of the fibre can be used to satisfy phasematching of the signal and idler modes far detuned from the pump, either by using birefringent fibre\cite{73,106}, pumping in the normal dispersion regime\cite{61,62}, or using a fibre with two ZDWs so that the phasematching contours for closed loops far from the pump\cite{72}.

### 2.5.2 Degree of Heralded Second Order Coherence

The photon number statistics of the heralded state can be determined by measuring the degree of second order coherence $g^{(2)}(0)$. For an ideal single photon Fock state $g^{(2)}(0) = 0$. The general second order coherence function, $g^{(2)}(\tau)$, is a measure of the intensity correlations of an optical mode at two times separated by a time delay $\tau$,

\begin{align}
  g^{(2)}(\tau) &= \frac{\langle \hat{I}(t)\hat{I}(t+\tau) \rangle}{\langle \hat{I}(t) \rangle^2}, \\
  &= \frac{\langle \hat{E}^*(t)\hat{E}^*(t+\tau)\hat{E}(t+\tau)\hat{E}(t) \rangle}{\langle \hat{E}^*(t)\hat{E}(t) \rangle^2}, \\
  &\quad (2.35)
\end{align}
where $\bar{I}$ is the average intensity, $E$ is the electric field and angled brackets $\langle \cdot \cdot \cdot \rangle$ indicate the average over a statistically significant time period much greater than the coherence time. For a classical light source, Cauchy’s inequality can be applied,

$$2\bar{I}(t_1)\bar{I}(t_2) \leq \bar{I}(t_1)^2 + \bar{I}(t_2)^2,$$

(2.37)

to place a lower bound on the second order coherence. Equation 2.37 implies that,

$$\langle \bar{I}(t)^2 \rangle \geq \langle \bar{I}(t) \rangle^2.$$

(2.38)

Therefore, for a classical light source at zero time delay $\tau = 0$,

$$g_{cl}^{(2)}(0) \geq 1.$$

(2.39)

For any light source, the only other bound is that intensity must be positive in nature and so,

$$\infty \geq g_{cl}^{(2)}(0) \geq 1.$$

(2.40)

A similar expression that is valid for quantum fields can be derived by replacing the classical electric field amplitudes in Eq. 2.36 with the relevant quantum mechanical operators. If the quantum mechanical electric field operators are written in terms of the creation ($\hat{a}^\dagger_j$) and annihilation ($\hat{a}_j$) operators, an expression for the quantum degree of second order coherence, $g^{(2)}_{qu}(0)$, in terms of the photon number occupation operator can be found,

$$g^{(2)}_{qu}(0) = \frac{\langle \hat{n}(\hat{n} - 1) \rangle}{\langle \hat{n} \rangle^2},$$

(2.41)
where $\hat{n} = \hat{a}^{\dagger} \hat{a}$. If the mode is occupied by $n$ photons, then Eq. 2.41 evaluates to,

$$g^{(2)}_{qu}(0) = \begin{cases} 0 & \text{for } n = 0, 1 \\ \frac{(n-1)}{n} & \text{for } n \geq 2. \end{cases} \quad (2.42)$$

Therefore, only a nonclassical light source capable of producing Fock states\textsuperscript{[27]}, where there are exactly $n$ photons in the mode, can exhibit a $g^{(2)}(0) < 1$. Overall, the range of allowed values for $g^{(2)}_{qu}(0)$ is,

$$0 \leq g^{(2)}_{qu}(0) \leq \infty. \quad (2.43)$$

An experimental measurement of the degree of second order coherence resulting in a $g^{(2)}(0) < 1$ is a demonstration of the generation of a non-classical state of light, where for the highest quality single photon sources we expect a value of $g^{(2)}(0) \rightarrow 0$.

Typically the degree of second order coherence of a photon pair source is measured in a Hanbury-Brown-Twiss (HBT) interferometer\textsuperscript{[113]}. The output mode of the source is sent to a 50:50 beamsplitter; in each of the two output ports a single photon detector is placed. These two detectors are then monitored for coincident detection events. For a perfect single photon source, where there is only one photon present in the mode in a given time bin, the two detectors will never register a simultaneous event and $g^{(2)}(0) = 0$. This measurement has become commonplace in the characterisation of heralded single photon sources and is a crucial metric by which these sources can be compared\textsuperscript{[34,66,88]}.

### 2.5.3 Degree of Marginal Second Order Coherence

A second form, the marginal second order coherence, $g^{(2)}_{m}(0)$, reflects the fact that only one arm of the source is measured, ignoring all heralding signals from the other arm. In doing so, the idler probability distribution is measured whilst averaging over the signal probability
distribution

The goal of the phasematching scheme implemented in each photon pair source is to produce photon pairs into only two spectral-temporal modes, one for the signal and one for the idler. By performing this measurement the number of spectral modes in which the idler is generated in can be experimentally determined.

For a thermal light source consisting of a single spectral mode of the electromagnetic field, the photon number statistics are described by a Bose-Einstein or thermal distribution, with a variance of

\[ (\Delta n)^2 = \bar{n} + \bar{n}^2, \]  

(2.44)

where \( \Delta n \) is the standard deviation of the fluctuations of the photon occupation number around the mean photon number \( \bar{n} \)\textsuperscript{[26]}. The degree of second order coherence calculated at zero time delay, using Eq. 2.40, for a beam of light described by Bose-Einstein statistics yields an expected value of \( g^{(2)}(0) = 2 \). If the number of spectral modes is greater than one, then the effect this has on the photon number statistics can be determined from \( g_m^{(2)}(0) \).

Consider a collection of spectral modes of multi-mode thermal light, it can be shown that the variance of the photon number distribution is given by,

\[ (\Delta n)^2 = \bar{n} + \frac{\bar{n}^2}{N_m}, \]  

(2.45)

where \( N_m \) is the number of spectral modes present\textsuperscript{[114]}. When the number of spectral modes is large, the variance and photon number statistics of the light is transformed from a thermal distribution to a Poisson distribution \( (\Delta n)^2 \rightarrow \bar{n} \). If the degree of second order coherence is calculated for a beam of light described by a Poisson distribution, then the expected value is \( g^{2}(0) = 1 \textsuperscript{[26]} \). Therefore by measuring the photon number statistics of a beam of light in the temporal domain, some knowledge of the spectral content can be gained.
If we now consider the idler photons produced through pair generation and measure the photon number statistics as they exit the source we can determine the number of spectral modes into which they could be generated. If the idler photons are generated into a single spectral mode we expect $g_m^{(2)}(0) = 2$ and if there are many potential modes we expect $g_m^{(2)}(0) \rightarrow 1$. The number of modes can be extracted from the experimental value of $g_m^{(2)}(0)$ through,

$$g_m^{(2)}(0) = 1 + \frac{1}{K},$$

(2.46)

where $K$ is the Schmidt number$^{34,107,115}$. For a single mode $K = 1$ and $g_m^{(2)}(0) = 2$, where as, as $K \rightarrow \infty$, $g_m^{(2)}(0) \rightarrow 1$. 
Chapter 3

Numerical Modelling of

Multiplexed Photon Pair

Sources

3.1 Overview

In this Chapter, the theory and performance of two different multiplexing schemes is discussed in detail. This undertaking builds on the work of Christ and Silberhorn\cite{86} who considered a set of spatially multiplexed PDC sources. Here we extend the consideration to include the effect that loss in imperfect components has on the probability of delivering a single photon from the scheme.

To do this, a numerical model was constructed to calculate the overall probability of successfully delivering a heralded single photon from the output of the multiplexed device. We also calculate the fidelity of the heralded state with a single photon Fock state. We have
3.2 The Building Blocks

3.2.1 Pair Generation

We begin by considering the photon number statistics of an individual heralded single photon source based on either PDC or FWM. A schematic of such a source is shown in Fig. 3.1.

The output quantum state can be written as a superposition of photon number terms:

$$ |\Psi\rangle = a_0|0_s,0_i\rangle + a_1|1_s,1_i\rangle + a_2|2_s,2_i\rangle + \cdots $$  \hspace{1cm} (3.1)

where \(\{a_n\}\) are the set of probability amplitude coefficients. If we assume that the source has been engineered such that the signal and idler photons are generated into only two spatio-temporal modes\(^{[35]}\), and thus the two modes are only correlated in photon number,
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Figure 3.1 A heralded single photon source. A pulsed laser is used to pump a non-linear optical medium, the daughter photon pairs generated by either FWM or PDC are split in wavelength. The signal photon (black arrow) is sent to a detector where a successful detection event results in a heralding signal. The corresponding heralded idler photon (red arrow) is routed to the optical output of source.

The probability amplitudes are described by Bose-Einstein (thermal) statistics\(^\text{[26]}\):

\[ |a_n|^2 = p_{th}(n) = \frac{1}{(\bar{n} + 1)} \left( \frac{\bar{n}}{\bar{n} + 1} \right)^n, \]

where \( \bar{n} \) is the mean photon number per pump pulse. For a thermal distribution of photon number, the maximum probability of generating a single pair is limited to 0.25. The vacuum component of Eq. 3.1 is eliminated through the detection of one photon in the pair to herald the presence of its twin. The remaining heralded photon is projected into a mixture of photon number states with weightings given by the set of probability amplitude coefficients \( \{a_n\} \). The overall quality of the heralded single photon state will be limited by contributions from higher photon number terms as well as the reintroduction of the vacuum component through loss in any components between point the of generation and the output. We define the signal-to-noise ratio (SNR) as the relative contribution of single to multi-photon terms in the heralded state,

\[ \text{SNR} = \frac{P(1)}{\sum_{n=2}^{\infty} P(n)} = \frac{P(1)}{1 - P(0) - P(1)}. \]
where $P(n)$ is the probability per pulse of delivering $n$ photons from the output arm. To allow a meaningful comparison between different multiplexed source configurations, i.e. detector and switch efficiencies and number of sources, we determine the value of $\bar{n}$ that corresponds to the same SNR in all source configurations.

### 3.2.2 Detection

Following pair generation the signal and idler photons are split, and the signal photon is sent to a detector to act as the herald for the remaining idler photon. We will consider the effect of using three different heralding detectors, binary, PNR and pseudo-PNR. The heralding measurement performed by the detector is described by a set of positive operator value measure (POVM) elements. The general form of such a POVM for a detection outcome of ‘$n$’ is given by,

$$\hat{\Pi}(n) = \sum_{N=n}^{\infty} p_{det}(n|N)|N\rangle\langle N|,$$

(3.4)

where $p_{det}(n|N)$ is the conditional probability of the detector recording result ‘$n$’ from ‘$N$’ photons at the input\textsuperscript{[120]}. The form of this conditional probability is dependent on the type and mode of operation of the detector.

For a binary detector there are only two possible detection outcomes. Either “click” or “no-click”, therefore the set of POVM operators contains only two elements, corresponding to the different detection outcomes:

$$p_{det}(\text{"click"}|N) = \left[1 - (1 - \eta_d)^N\right],$$

(3.5)

$$p_{det}(\text{"no-click"}|N) = (1 - \eta_d)^N,$$

(3.6)
where $\eta_d$ is the lumped efficiency of the detector which can include all losses in the channel leading to the detector.

A PNR detector can be approximated by splitting the detector input into a number of distinct spatial or temporal modes, with each mode monitored by a binary detector. The splitting is typically accomplished by using a network of free-space beamsplitters or, for convenience, 50:50 fibre couplers. Provided that all routes have the same splitting ratio, the probability of a photon incident at the input occupying any one of the final modes is proportional to the inverse of the number of modes. One of the fundamental limitations of such a pseudo-PNR detector is that its operation is non-deterministic, with the potential for more than one photon to end up in a single mode, leading to the detector under-counting. For a detector with some degree of photon number resolving capability the set of POVM elements extends over the possible values of photon number, up to the limit of the number of detection modes present in the device. A typical pseudo-PNR constructed by O’Sullivan et al.[121] and Coldenstrodt-Ronge et al.[122], where the detector input is split over $M$ modes, each monitored by a binary detector can be represented by the set of POVM elements for measuring $n$ photons with conditional detection probabilities:

$$p_{\text{det}}(n|N) = \binom{M}{n} \sum_{j=0}^{n} (-1)^j \binom{n}{j} \left( (1 - \eta_d) + \frac{\eta_d(n-j)}{M} \right)^N.$$  \hspace{1cm} (3.7)

By letting the number of modes extend to infinity the set of POVM elements of a true PNR detector with conditional detection probabilities of the form,

$$p_{\text{det}}(n|N) = \left( \binom{N}{n} \eta_d^n (1 - \eta_d)^{N-n} \right),$$  \hspace{1cm} (3.8)

can be recovered.

We can now use the relevant POVM element to determine the form of the heralded
idler state following the heralding detection of \( n_s \) signal photons, by projecting the chosen POVM element onto the single-mode pair state of Eq. 3.1 and tracing over the detected signal photon:

\[
\hat{\rho}_i(n_s) = \frac{\text{Tr}_s\{\hat{\Pi}(n_s)|\Psi\rangle\langle\Psi|\}}{\langle\Psi|\hat{\Pi}(n_s)|\Psi\rangle},
\]  

(3.9)

This then defines an ensemble of possible reduced density matrices for the heralded idler state, depending on the detection result in the signal arm. From this we can calculate the SNR of the heralded state by selecting the reduced density matrix corresponding to a successful heralding event and calculating the ratio of the single-photon to multi-photon terms. For a binary detector this becomes:

\[
\text{SNR} = \frac{\langle 1_i|\hat{\rho}_i(\text{"click")}|1_i \rangle}{\sum_{q=2}^{\infty} \langle q_i|\hat{\rho}_i(\text{"click")}|q_i \rangle},
\]  

(3.10)

where as for a PNR detector it becomes:

\[
\text{SNR} = \frac{\langle 1_i|\hat{\rho}_i(n_s = 1)|1_i \rangle}{\sum_{q=2}^{\infty} \langle q_i|\hat{\rho}_i(n_s = 1)|q_i \rangle}.
\]  

(3.11)

Here the SNR was set to a value of 100 to allow direct and easy comparisons between different source configurations. This corresponds to a 1% error probability in line with the level of fault tolerance of the computational scheme developed by Knill\textsuperscript{[123]}. However, not all applications require such a high level of tolerance, for example quantum key distribution is routinely quoted as only requiring an SNR of 10 for a usable system\textsuperscript{[25,33]}.

3.2.3 Metrics and Measurements

In order to make direct comparisons between different detector configurations we set the SNR to a constant value and determine the corresponding mean photon number per pulse.
At the corresponding mean photon number per pulse we can then calculate the fidelity, $F$, of the heralded state to a pure single photon state,

$$F = \frac{\langle 1|\hat{\rho}_i(n_s = 1)|1 \rangle}{\text{Tr}\{\hat{\rho}_i(n_s = 1)\}}$$

(3.12)

and the probability of successfully delivering a single photon at this mean photon number.

We identify a successful outcome of the source as a single heralding (PNR) or “click” (binary) event leading to a single heralded photon at the output of the source. To find the overall probability of successfully delivering a single photon from the source, $p(\text{success})$, we first determine the probability of a successful heralding event, $p(\text{heralding})$, and then multiply by the fidelity of the heralded idler state. In doing so we are selecting the reduced density matrix corresponding to a successful heralding event and multiplying by the probability that there is a successful heralding event. For a PNR detector, a successful heralding event constitutes the detection of one photon in the signal arm, thus using Eq. 3.1, Eq. 3.4, and Eq. 3.8, $p(\text{heralding}) = p(n_s = 1) = \langle \Psi|\hat{\Pi}(1)|\Psi \rangle$ and we have:

$$p(\text{success}) = p(n_s = 1) \frac{\langle 1|\hat{\rho}_i(n_s = 1)|1 \rangle}{\text{Tr}\{\hat{\rho}_i(n_s = 1)\}}$$

(3.13)

whereas for a binary detector $p(\text{heralding}) = p(\text{“click”}) = \langle \Psi|\hat{\Pi}(\text{“click”})|\Psi \rangle$ and:

$$p(\text{success}) = p(\text{“click”}) \frac{\langle 1|\hat{\rho}_i(\text{“click”})|1 \rangle}{\text{Tr}\{\hat{\rho}_i(\text{“click”})\}}.$$ 

(3.14)

From these success probabilities we can now calculate the mean waiting time, $t_{\text{wait}}$, to deliver $N_p$ independent photons from $N_p$ independent sources,

$$t_{\text{wait}} = \frac{1}{p(\text{success})^{N_p} \cdot R_p}.$$ 

(3.15)
Calculating these metrics at a fixed SNR and determining the corresponding mean photon number per pump pulse, $\bar{n}$, will allow us to make direct comparisons between different configurations of the sources. In all that follows, we define the multiplexing depth of the complete device, as the number of switching stages between a single source and the output in the spatial scheme, and the number of time bins multiplexed over in the temporal domain.

### 3.3 Spatial Multiplexing

Using the building blocks developed in the preceding section we can now begin to construct the multiplexed device. We will initially only consider a $2 \times 1$ multiplexing scheme as shown schematically in Fig. 3.2, from here we can then cascade pairs of sources up to some requested number. The output of each individual source, each with its own heralding detector, are coupled to long lengths of optical fibre to delay the heralded photon for enough time for
the switching electronics to set the state of the switch. These fibre delays feed directly to
the input of the 2 x 1 optical switch. The state of the switch is controlled by the heralding
detectors. When the heralding detector from source 1 fires the switch is set to allow the
channel 1 input through to the output and similarly for source 2.

As the switch has some finite switching bandwidth or rise time, this limits the rate at
which we can pump the sources. Using a laser with a higher repetition rate than the switch
bandwidth will result in the possibility of missing a heralded photon. The switch cannot
be set to the correct state in enough time to encompass the arriving heralded photon. As
commercially available switches currently operate at a repetition rate of around 1 MHz we
will limit the repetition rate of the pump laser to also 1 MHz. Therefore, overall, when one
detector produces a successful heralding signal, the switch is set to route the corresponding
heralded state to the common output, and the channel from the other source remains closed.

To find the overall probability of successfully delivering a single photon from the mul-
tiplexed device we must determine the two parts of the product in Eq. 3.13. Firstly, the
probability that at least one of the two sources produces a heralding signal. Secondly, the
fidelity of the heralded state given loss in the delay lines and the switch.

To find the probability that at least one of the sources produces a heralding signal, we
begin by defining a heralding probability vector, whose elements correspond to a particular
POVM element. For example, if the heralding detector is a PNR detector we have:

\[
\vec{p}_H = \begin{pmatrix}
\langle \Psi | \Pi(0) | \Psi \rangle \\
\langle \Psi | \Pi(1) | \Psi \rangle \\
\langle \Psi | \Pi(2) | \Psi \rangle \\
\vdots \\
\langle \Psi | \Pi(n) | \Psi \rangle 
\end{pmatrix}
\] (3.16)
where the first row corresponds to zero photons detected, the second row corresponds to 1 photon detected etc. The equivalent heralding probability vector for a source utilising binary detection contains only 2 rows, corresponding to “click” and “no-click”.

From $\vec{p}_H$ we can determine all the possible combinations of detection events distributed across the two sources by taking the Kronecker product of the two heralding probability vectors (one for each source):

$$p^{(2)}_H = \vec{p}_H^T \otimes \vec{p}_H = \begin{bmatrix} P_{00} & P_{10} & P_{20} & \ldots & P_{n0} \\ P_{01} & P_{11} & P_{21} & \ldots & P_{n1} \\ & & & & \\ & & & & \\ P_{0m} & P_{1m} & P_{2m} & \ldots & P_{nm} \end{bmatrix}. \quad (3.17)$$

where $P_{nm}$ corresponds to source 1 heralding ‘$n$’ photons and source 2 heralding ‘$m$’ photons. By summing elements of this matrix we can recover a new heralding probability vector that describes the multiplexed device. All those elements highlighted in blue correspond to the probability of at least one of the sources signalling a successful heralding event, thereby the switch selects the corresponding source and the density matrix $\hat{\rho}_i(n_s = 1)$ is selected from the ensemble described earlier.

The full heralding probability vector can be re-established by applying some selection rules, all those remaining elements whose index contains a zero are summed to give the new probability of observing no heralding detection. The other elements, in the bottom right hand corner, can then be summed up based on the lowest value of the two indices, i.e. $P_{32}$ is included in the probability of heralding two photons etc.

Following a successful heralding event, we now need to take into account the effect of the loss in the components between source and switch and the switch itself, and how this affects the density matrix of the heralded idler state. To do this, the delay line is modelled
as having an efficiency of $\eta_r$ and the switch efficiency as $\eta_s$. The total loss between the point of generation to the output of the complete multiplexed system can be treated as an unbalanced beamsplitter with a transmission coefficient, $T = \sqrt{\eta}$ and reflectivity coefficient of $R = \sqrt{1 - \eta}$ where the concatenated loss $\eta = \eta_r \cdot \eta_s^N$ and $N_s = \log_2(N)$ is the number of switches required for $N$ sources. Here we have assumed that all the components are identical, in principle it is possible to extend this treatment to non-identical sources and routings. The transmitted state, which becomes the heralded output including loss, is found by applying the general beamsplitter transformation for an input containing $n_i$ photons:

$$|n_i^A, 0_i^B\rangle = \sum_{p=0}^{n} \binom{n}{p} \frac{1}{2} \eta^p (1 - \eta)^{n-p} |p_i^C, (n-p)_i^D\rangle,$$  

(3.18)

where $A, B$ and $C, D$ label the input and output ports of the beamsplitter respectively. The reduced density matrix for the heralded idler photon including loss is found by tracing over the loss mode $D, |(n-p)_i^D\rangle$ and then renormalising. Finally, the probability of successfully delivering a single photon can be found using Eq. 3.13.

The above treatment can be extended to an arbitrary number of sources by cascading them in pairs as shown in Fig.3.3. The heralding probability vector can be determined by applying Eq. 3.17 recursively, using the reconstructed heralding vector from the previous pair of sources to solve for the two-pairs of two sources etc. The reduced density matrix of the heralded idler photon is found in the same manner as before, where now we take into account an extra set of switches and delays.
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3.3.1 Simulation Results and Discussion

Signal-to-Noise

To provide a meaningful comparison between different source architectures comprising different detectors and losses we choose to evaluate the key metrics at a fixed SNR. The mean photon number that yields this level of SNR is then used to evaluate $p$(success) and the fidelity. Firstly, the SNR is calculated for a range of mean photon number in the interval $\bar{n} = 0$ to $\bar{n} = 2$.

Figure 3.4 compares the results of the simulations for individual sources and 16-way multiplexed sources with binary, pseudo-PNR and PNR detectors with efficiency $\eta_d$. At high mean photon numbers the overall heralded idler state is dominated by large contributions due to multi-photon generation resulting in a low SNR for all the sources. As the mean photon number is reduced the SNR increases for all sources as the noise is reduced.
Figure 3.4 Comparison of achievable SNR for individual sources (dashed) and 16-way multiplexed systems (solid) for three different heralding detectors: Binary (blue), pseudo-PNR (green) and PNR (red). The performance at low average photon number is shown inset. At high mean photon numbers the SNR is dominated by multi-photon contributions, as the mean photon number is lowered the SNR increases due to the reduction in multi-pair events. All calculations carried out a detector efficiency $\eta_d = 70\%$, switch efficiency $\eta_s = 80\%$ and delay $\eta_r = 99\%$. 
Comparing between the different detector types shows that, as expected, a PNR detector offers greater SNR for fixed mean photon number due to its ability to discriminate heralding events from multiple photon pairs. At these efficiency levels, the binary detector exhibits the poorest SNR with the 8-bin pseudo-PNR outperforming it. Following the multiplexing there is an overall increase in the SNR as the overall probability of successfully heralding a single photon from any of the sources is increased. We choose to compare systems at a fixed SNR at a value of 100 and adjust the mean photon number accordingly.

The single pair per pulse generation probability, given by a thermal distribution, and the overall probability of success is shown in Figure 3.5. The reduction in noise that is achieved by moving from a binary detector to one with PNR capabilities, allows each source
to operate at a higher mean photon number whilst maintaining the same SNR. Similarly, an increase in the single pair generation probability is seen on moving to a multiplexed device, again due to the ability to pump a higher average power, whilst maintaining the target SNR. These effects, coupled with the gains made through the multiplexing protocol, result in a significant increase in the overall probability of successfully delivering a single photon from the system.

The effect of detector efficiency on the achievable SNR is explored in Fig. 3.6. Here, the mean photon number is fixed at the value that yields an SNR of 100 at $\eta_d = 0.7$. The detection efficiency for a 16-way multiplexed system is then scanned and the resultant SNR calculated. As one would expect, the SNR of the system increases with increasing detector efficiency. The rapid increase in SNR observed for the PNR detector is again due to its ability to discriminate and reject those heralding detection events corresponding to more than one photon. Conversely, for a binary detector, where no information regarding the number of photons is known, the curve is much flatter. For low mean photon numbers the performance of a 8-bin pseudo-PNR detector is very similar to that of a true PNR detector up to detection efficiencies in the region of 80%.

At the selected SNR value of 100 and the accompanying value of mean photon number, Figure 3.7 shows the overall probability of delivering $n_i$ photons from an individual source and a 16-way multiplexed device.

In order to minimise the contributions of higher-order photon-number components when using binary detectors, one is forced to operate at low mean photon numbers, yielding a source in which a single pump pulse will most likely produce nothing at all; only on a small fraction of pulses will the detector “click”, as seen in Fig. 3.7a. By incorporating a further 15 sources into one 16-way multiplexed system the probability of successfully delivering a heralded single photon is increased, see Fig. 3.7b. By employing a PNR detector the overall
Figure 3.6  Behaviour of Signal-to-Noise with detection efficiency at a mean photon number corresponding to a SNR of 100 at $\eta_d = 70\%$. 
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Figure 3.7  Probability of delivering $n$ photons given a particular heralding event, at $\bar{n}$ corresponding to an SNR of 100. Horizontal axes denote the resultant idler state and heralding detection results, vertical axis denotes the overall probability. Simulations carried out with efficiencies $\eta_d = 70\%$, $\eta_r = 99\%$ and $\eta_s = 80\%$. a.) Single source binary detector, b.) 16-way multiplexed system, binary detector, c.) Single source PNR detector, d.) 16-Way multiplexed system, PNR detector.
probability of successfully delivering a single photon is in the first instance greater than that for a source with binary detectors, Fig. 3.7c, and the beneficial effect of multiplexing 16 sources is clearly seen in Fig. 3.7d. In both cases, this overall increase comes without a corresponding increase in the noise from higher-order photon-number components.

**Effect of PNR detector efficiency**

In order to explore the effect of detector efficiency on overall multiplexed source performance, we restrict the discussion to the use of only PNR detectors in the heralding arms of each source. Again, we determine the value of the mean photon number at a fixed SNR of 100, but now fixing the delay line and switch efficiencies at $\eta_r = 99\%$ and $\eta_s = 80\%$ respectively, whilst allowing the detector efficiency to vary. Figure 3.8 shows how the heralding probability, fidelity and overall probability of success vary with mean photon number for 3 different detector efficiencies, $\eta_d = 30\%, 70\%$ and 100%.

In the first column, the probability of a successful heralding event, $p(\text{heralding})$ is explored. As more sources are included in the multiplexed system $p(\text{heralding})$ increases. At low mean photon numbers, the initial rate at which $p(\text{heralding})$ increases, rises with increasing detector efficiency. For a perfect PNR detector the maximum value of $p(\text{heralding})$ will always occur at $\bar{n} = 1$ as this is the peak of the thermal distribution for a single-pair generation event. As the detector efficiency drops, the peak value of $p(\text{heralding})$ shifts to higher $\bar{n}$ as the detector begins to miss single-pair generation events and provides more spurious “successful” heralding events resulting from multi-pair generation events.

In the second column, the fidelity of the heralded idler state is calculated according to Eq. 3.12. A perfect PNR detector ($\eta_d = 100\%$) can always distinguish between single- and multi-pair generation events, as a result the fidelity of the resultant heralded idler state becomes independent of $\bar{n}$. The fidelity is instead fixed at a constant value that is determined
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Figure 3.8 Multiplexed source performance for varying detector efficiency with fixed switch efficiency $\eta_d = 80\%$. a.) $\eta_d = 30\%$, b.) $\eta_d = 70\%$, c.) $\eta_d = 100\%$. First column: probability of a successful heralding event, $p(\text{heralding})$, as a function of mean photon number $\bar{n}$; second column: fidelity of the heralded output state as a function of $\bar{n}$; third column: probability of successfully delivering a single photon, $p(\text{success}) = p(\text{heralding}) \times \text{fidelity}$, as a function of $\bar{n}$; fourth column: trade-off between $p(\text{heralding})$ and fidelity between $\bar{n} = 0$ (circles) and $\bar{n} = 2$ (squares). Colours indicate number of individual sources in each multiplexed system: 1 (blue), 2 (green), 4 (red), 8 (cyan), 16 (purple) and 32 (yellow).
by the concatenated loss between point of generation and the common output. Through
the optical losses of the constituent source components, the vacuum component of the state
vector is reintroduced to the heralded state leading to a reduction in the overall fidelity.
Therefore by increasing the multiplexing depth, incorporating more lossy switches, actually
leads to a reduction in the realisable fidelity of the output state. For detectors with less than
unit efficiency, as $\bar{n} \to 0$ the contributions due to multi-pair events which are normally the
largest contributor to the reduction of the fidelity become negligible, and the fidelity tends
towards the same value as in the case of perfect detection.

For large multiplexing depths with imperfect detectors and switches (Fig. 3.8a and 3.8b),
the fidelity may counter-intuitively increase over a small range of increasing mean photon
number. In this instance, a multi-pair generation event may be incorrectly labelled as a
successful heralding event, as all but one of the signal photons are lost leading to only
one of the photons being detected. Similarly, the loss of the delay-line and the switching
network can lead to the loss of all but one of the idler photons, resulting in the probabilistic
conversion of a multi-pair generation event into a successful outcome.

The overall probability of delivering a single photon from the multiplexed system is shown
in the third column of Fig 3.8, and results from the combination of the heralding probability
and the fidelity in columns 1 and 2 respectively. For a source using perfect detectors the
optimal mean photon number resulting in the highest probability of delivering a heralded
single photon state is found at $\bar{n} = 1$, as this is the peak of the thermal distribution.
Moving away from perfect detectors, this value shifts to slightly higher mean photon numbers
reflecting the behaviour of the heralding probability. Furthermore, there is no guarantee
that increasing the multiplexing depth will translate into an increase in the probability of
success. This effect is especially notable for detectors with high detection efficiency and at
mean photon numbers in excess of 0.1. Here, the overall probability of success is limited by
the loss in the switching network, which will increase with multiplexing depth. Ultimately, \( p(\text{success}) \) becomes limited by the fidelity.

The fourth and final column, displays the achievable heralding probability for a given fidelity of a heralded state, and allows direct comparison to the work of Christ and Sibberhorn\(^{[86]}\). The ideal deterministic source of single photons lies in the top right corner. Here, one and only one photon will be emitted from the source on every pump pulse from the laser. For sources constructed from imperfect components there is an inherent trade-off between the heralded fidelity and the probability of delivery. For a fixed detector efficiency, significant gains in the heralding probability can be made through multiplexing but at the expense of a slightly poorer fidelity due to switch loss.

**Effect of Switch Efficiency**

A similar analysis of switch efficiency on multiplexed source performance can also be made, simulation results are shown in Fig. 3.9. Again, only PNR detectors are considered and the mean photon number is calculated at a SNR of 100. The efficiencies of the detector and delay line are fixed at \( \eta_d = 70\% \) and \( \eta_r = 99\% \).

As the detector efficiency has now been fixed at \( \eta_d = 70\% \) the heralding probability displayed in the first column does not vary with switch efficiency. Similarly, the fidelity of the heralded state for a single source (second column, blue) remains unchanged with switch efficiency, as there are no switches used. For a perfect switch with unit transmission \( \eta_s = 100\% \) the fidelity of the heralded state becomes independent of switch efficiency and the curves for all multiplexed systems overlap. As with the case of detector efficiency, as \( \bar{n} \to 0 \) the fidelity tends to the total transmission of the switching network and similar loss effects can transform multi-pair generation events into single photon outcomes in the presence of high switch loss.
Figure 3.9  Multiplexed source performance for varying switch efficiency with fixed detector efficiency $\eta_d = 70\%$ and delay line efficiency $\eta_\tau = 99\%$. Top row: switch efficiency $\eta_s = 60\%$; middle row $\eta_s = 80\%$; bottom row: $\eta_s = 100\%$. Column and colour format as in Fig. 3.8
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The overall effect of switch efficiency on the probability of delivering a heralded single photon at the output is shown in the third column. For high levels of switch loss ($\eta_s \approx 60\%$), increasing the multiplexing depth by incorporating more switches (and sources) is only beneficial up to two switches (four sources); after this the total concatenated loss in the switching network limits the achievable fidelity. However, for switches with high switch efficiencies, increasing the multiplexing depth always yields an increase in the probability of successfully delivering a single photon. Using a switch with as little insertion loss as possible is crucial to high performance operation.

Finally in column four, the heralding probability is plotted against the fidelity of the heralded state. It is clear to see that at low switch efficiency, although by multiplexing many sources higher heralding probabilities can be achieved this is very much at the expense of the fidelity of the final state. However, at high switch efficiency and a large multiplexing depth the multiplexing system approaches a deterministic single photon source.

Optimisation of Multiplexed Systems

To fully realise the potential of source multiplexing and to achieve near deterministic operation, the efficiencies of all the components must be as near unity as possible. For the ideal case of a perfect PNR detector with unit detection efficiency, the signal to noise is infinite as the system can always discriminate between single photon and multi-photon generation events. This, coupled with perfect switching corresponds to the case considered by Christ and Silberhorn\cite{86}. As seen in Fig 3.9 it is always beneficial to increase the multiplexing depth with perfect switches. By then pumping at the peak of the thermal photon number distribution corresponding to $\bar{n} = 1$ and $p_{th}(1) = 0.25$ an overall single photon delivery probability in excess of 0.99 is achieved.

The final columns of Fig. 3.8 and 3.9 allow a comparison to be made between the results
presented here and those of Christ and Silberhorn. By including the effect of loss and inefficient components, the overall source performance is degraded but remains consistent with their previous work. In addition, Figures. 3.8 and 3.9 deliver the perhaps counter-intuitive message that it is not always beneficial to multiplex as many sources as possible or operate at a mean photon number per pulse that yields the highest single pair generation probability. Using realistic components where some degree of loss is inevitable requires the multiplexed system to be optimised in such a way that the mean photon number is set in accordance with the loss of the components used. The methods and results described above give a robust method by which this optimisation can be done. For a SNR of 100, with current commercially available detector technologies the mean photon number is constrained to be low, this is the regime in which the majority of contemporary sources operate; in this case it is nearly always beneficial to have the highest multiplexing depth possible.

The results of the above analysis can be summarised by using the per-pulse probability of delivering a heralded single photon state and calculating the waiting time (Eq. 3.15) to deliver \( N_p \) photons simultaneously from \( N_p \) independent systems, presented in Fig. 3.10. This also allows a direct comparison between different multiplexed systems utilising different detector technologies and efficiencies. For the benchmark of a single source, we assume that a laser repetition rate of 76 MHz is used in line with a Ti:Sapphire laser system, where as for multiplexed systems where the repetition rate is limited by the switch bandwidth a laser repetition rate of 1MHz is used.

For small numbers of independent photons, the waiting time may be shorter for a single source than for a multiplexed system. This is a result of the increased repetition rate at which the non-multiplexed source can be pumped. However, for delivering large numbers of photons simultaneously, multiplexed systems far surpass a single source. For example, the average waiting time for 8 heralded single photons delivered simultaneously is reduced from
Figure 3.10 Comparison of waiting times to deliver a number of independent heralded single photons for different systems at SNR = 100 and $\eta_d = 70\%$ unless stated otherwise. Single sources with binary detection pumped at $R_p = 80$ MHz (blue). Multiplexed sources running at $R_p = 1$ MHz: 8-way with binary detection (green), 4-way with pseudo-PNR detection (red), 16-way with PNR detection (cyan), 16-way with PNR detection for a potential future high-performance system with $\eta_d = 98\%$, $\eta_r = 99\%$ and $\eta_s = 95\%$ (magenta) and deterministic system with lossless detection, routing and switching (yellow). Black circles indicate approximate experimentally measured waiting times for N-independent photons for non-multiplexed sources, Ref.\cite{35,124-128}
approximately 400 years for 8 individual sources to a few minutes for 8 realistic multiplexed sources. Looking to the future where high performance PNR detectors with high detection efficiencies ($\eta_d > 98\%$) and ultra-low loss switches ($\eta_s = 95\%$) may become available, a realistic future system consisting of 16-sources could approach deterministic operation.

### 3.4 Temporal Loop Multiplexing

In the preceding section active spatial multiplexing of heralded single photon sources was shown to offer many benefits, chiefly that of an increase in the delivery probability of a heralded single photon state at the output. However, this is not without a cost in the form of the large number of detectors, switches and non-linear media, of which every single one must produce the same state in all possible degrees of freedom. This is not an easy task to achieve. Following this, in order to deliver $N_p$ individual heralded single photons requires $N_p$ multiplexed systems with each system comprised of a potential 17 sources (for an ideal deterministic system). In total, that equates to approximately $17 \times N_p$ non-linear media.

Whilst bringing significant performance benefits, spatial multiplexing has a large resource overhead.

As an alternative, one can combine the output from different temporal modes of the same source, known as temporal multiplexing. Now, the overhead cost is not in additional physical components but in the number of potential time bins/repetition rate reduction. In this section, a temporal multiplexing scheme utilising only a single source and optical switch together with a optical fibre storage loop is presented. The performance of the scheme is evaluated in a similar manner as for the spatial multiplexing cases above.

Figure 3.11 shows the proposed scheme. As in the case of spatial multiplexing a non-linear medium is pumped by a pulsed laser. The daughter photon pair is split in wavelength,
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Figure 3.11 Schematic of the temporal loop multiplexing scheme. A pulsed laser pumps a non-linear pair-generation medium. Daughter photon pairs are split in wavelength; the signal photon is routed to a detector to acts as the heralding and switch logic signal. The idler photon is routed through a long length of fibre to give enough time for the switch to be set. If a heralding signal is produced in the signal arm, the $2 \times 2$ switch is set to route the corresponding idler photon into the storage loop whose delay is exactly one period of the laser train. See text for full details of the scheme.

again the signal photon is sent to a detector to act as the heralding signal for the remaining idler photon. In this discussion only a detector with PNR capabilities is considered, but the analysis can be simply extended to other detector types. The heralded idler photon passes into a length of fibre to delay it by enough time for the switch to be set. Following this, a $2 \times 2$ optical switch is used to either route the photon to the common output or to feed it into a fibre storage loop, where the loop consists of a length that delays the photon by exactly one period of laser pulse train. In doing so, photons stored in the loop are made to overlap with the next pulse from the laser.

Overall the multiplexing scheme can be described as follows. Consider a train of $m$ laser pulses, labelled from $t = 1$ to $t = m$ in order of arrival at the non-linear medium. If a pair is generated as the first pulse propagates through the medium the heralding detector fires and switch is set to the crossed state to route the heralded idler photon into the loop. On the next pulse of the laser, if there is a second heralding event, the switch is set to the crossed state simultaneously routing the new photon into the storage loop and ejecting
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the previously stored photon into a rejected time bin. If there is no heralding event, the switch remains closed and the photon in the storage loop completes another pass through the switch and fibre. This is then repeated up to and including the $m$th pulse.

On the $m$th pulse, if there is no successful heralding event then the switch is set to route the stored photon into the optical output. However, if there is a successful heralding event on the final pulse the switch remains closed allowing the newly generated photon to propagate to the output. In this way the photon amplitude that has incurred the minimum possible amount of loss is always routed to the output. However, the photon delivered from the scheme after $m$ pulses may have passed through the switch any where from $t = 1$ to $t = m$ times, and so accrued different amounts of loss.

For low values of $t$ a photon must make many more passes through the loop and switch to be used after the $m$th pulse, therefore its overall contribution to the probability of success is smaller compared to photons generated on later pulses where $t \rightarrow m$. The insertion loss of the switch and loop therefore have a large effect on the probability of success. The magnitude of this effect can be determined by carrying out a similar set of simulations, as for the spatial scheme, where we will use the same basic building blocks. As before, we assume that the source has been engineered to generated signal and idler photons into only two spatio-temporal modes so that the signal and idler modes are only correlated in photon number, and so the probability amplitude coefficients are described by thermal statistics, Eq. 3.2.

A very simple result can be found by only considering the first non-zero term in the state vector of Eq. 3.1. The overall probability of successfully delivering a single photon by multiplexing over $m$ pulses, is the probability that all of the previous pulses don’t fail to store a photon, or

$$p(\text{success}) = 1 - \prod_{t=1}^{m} \left(1 - p_{th}(1) \eta_d \eta_t^t \right),$$  \hspace{1cm} (3.19)
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where \( \eta_d \) and \( \eta_L \) are the detector efficiency and lumped efficiency of switch and storage loop. As we have neglected higher order terms in Eq. 3.1, Eq. 3.19 is only valid at low values of \( \bar{n} \).

To more faithfully describe the scheme at higher mean photon numbers, we can apply the same methods developed for spatial multiplexing to determine the reduced density matrix, \( \hat{\rho}_i(n_s, t) \), that describes the heralded idler state for a given heralding detection of \( n_s \) photons on the \( t^{th} \) pulse and delayed until the \( m^{th} \) bin. The effect of loss is again modelled as a beamsplitter with a transmission coefficient given by the lumped efficiency of \( t \) passes through the switch.

For the \( t^{th} \) pulse there exists a set of density matrices, \( \{\hat{\rho}_i(n_s, t)\} \) with \( \text{Tr}\{\hat{\rho}_i(n_s, t)\} = 1 \), for a given heralding detection event of \( n_s \) photons. By using a PNR detector, all detection events where \( n_s \neq 1 \) can be ignored. The probability of successfully delivering a heralded single photon from the \( t^{th} \) pulse is found by multiplying the probability of a successful heralding event with the overlap between a single photon Fock state and the density matrix for the \( t^{th} \) pulse:

\[
p(\text{success}, t) = p(n_s = 1) \frac{\langle 1|\hat{\rho}_i(n_s = 1, t)|1 \rangle}{\text{Tr}\{\hat{\rho}_i(n_s = 1, t)\}}
\]  \hspace{1cm} (3.20)

The overall probability of successfully delivering a heralded single photon from the scheme, where the pulse train has been divided into different temporal bins each containing \( m \) pulses is found through the product,

\[
p(\text{success}, m) = 1 - \prod_{t=1}^{m} (1 - p(\text{success}, t)) .
\]  \hspace{1cm} (3.21)

To calculate the SNR we will also need to determine the contribution due to noise, defined as the probability of a successful heralding event followed by the delivery of an idler state.
containing more than one photon:

\[ p(\text{noise}, m) = 1 - \prod_{t=1}^{m} \left( 1 - \sum_{n=2}^{\infty} p(n_s = 1) \frac{\langle n | \hat{\rho}_i (n_s = 1, t) | n \rangle}{\text{Tr} \{ \hat{\rho}_i (n_s = 1, t) \}} \right). \tag{3.22} \]

When \( \hat{\rho}_i \) is properly normalised such that \( \text{Tr} \{ \hat{\rho}_i \} = 1 \), this is reduced to:

\[ p(\text{noise}, m) = 1 - \prod_{t=1}^{m} \left( \sum_{n=0}^{1} p(n_s = 1) \langle n | \hat{\rho}_i (n_s = 1, t) | n \rangle \right). \tag{3.23} \]

The accuracy of both \( p(\text{success}, m) \) and \( p(\text{noise}, m) \) will depend on the value of \( n \) at which the calculation is truncated due to the effect of the normalisation of \( \hat{\rho}_i \). Therefore the accuracy of the results of the simulation must be balanced with the computational running time. Finally, we define the signal-to-noise as,

\[ \text{SNR} = \frac{p(\text{success}, m)}{p(\text{noise}, m)}, \tag{3.24} \]

again we determine the mean photon number that corresponds to a fixed level of SNR. This allows us to make comparisons between different configurations of the system and also to compare back to the spatial multiplexing schemes.

### 3.4.1 Simulation Results and Discussion

#### Signal-to-Noise

We once again choose to determine the behaviour of the SNR with varying mean photon number to identify the value of \( \bar{n} \) at a SNR of 100. Figure 3.12 shows the probability of success and the achievable SNR of the system at \( \eta_d = 70\% \) and \( \eta_L = 80\% \).

The behaviour of both the probability of success and the SNR closely resembles that of the spatial multiplexing scheme, with some exceptions. For spatial multiplexing, working
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![Graph showing variation of p(success) and signal-to-noise ratio (SNR) with multiplexing depth.](image)

**Figure 3.12** a.) Variation of $p$(success) with $\bar{n}$ for multiplexing depths of $m = 1$ (blue), 3 (green), 5 (red), 10 (teal) and 15 (purple). b.) The corresponding signal-to-noise of the output state, inset: SNR at low mean photon numbers. All simulations carried out with a detector efficiency of $\eta_d = 70\%$ and lumped loop efficiency $\eta_L = 80\%$.

At large multiplexing depths with an imperfect switch can lead to a reduction in $p$(success) compared to lower multiplexing depths. For temporal multiplexing this is no longer the case. As the number of pulses is increased, the contribution from those early pulses becomes negligible, but still acts in a positive manner, and those later pulses carry the majority of the benefit as they comprise the paths with the least amount of loss. As a result of this $p$(success) will tend towards some value at a fixed $\bar{n}$ as the multiplexing depth is increased. However, by operating at large multiplexing depths, the overall rate at which a heralded photon can be delivered becomes small as the effective repetition rate of the laser is reduced. As before, we are constrained to work in the regime of small $\bar{n}$ in order to limit contributions from multi-pair generation events and maintain a high SNR. Overall, by multiplexing, an increase in the probability of delivering a heralded single photon from output is observed at a fixed SNR.
Computing the reduced density matrix of the heralded idler state for a large number of terms is quite intensive, whereas the analytical result of Eq. 3.19 is simple, therefore it is interesting to know over what range of $\bar{n}$ it remains valid. It is also important to know at which point the state vector can be safely truncated, without neglecting too many higher order events. We can investigate the truncation effects by comparing the results of Eq. 3.19 and also the full density matrix method of Eq. 3.21. Figure 3.13 shows the difference between $p$(success) for different truncation points as a function of $\bar{n}$.

At high mean photon numbers there is a significant difference between the analytical model and the density matrix method. This is expected, as at these high values of $\bar{n}$,
multi-pair generation events play a significant role. At low mean photon numbers there is much better agreement between the methods. As the truncation points is moved to higher terms, the difference in the value of $p$(success) gets larger compared to the analytical model. However the relative increase at each new truncation point reduces each time, as $p$(success) asymptotes to its value calculated using an infinite number of terms. Truncating at $|5s,5i\rangle$ compared to $|4s,4i\rangle$ shows little difference over the complete range of $\bar{n}$, especially in the region of low mean photon numbers which is of primary interest. All results presented here are calculated with the truncation point set up to and including $|5s,5i\rangle$.

The behaviour of $p$(success) with increasing multiplexing depth is shown in Fig. 3.14 for two different regimes. Firstly, at a fixed SNR of 100 and secondly, at fixed $\bar{n}$ shown as blue circles and green squares respectively. Results are shown for a detector efficiency of $\eta_d = 70\%$ and lumped loop efficiency $\eta_L = 80\%$. In both regimes there is an increase in the probability of successfully delivering a heralded single photon. For fixed SNR, as the multiplexing depth increases, the mean photon number can be increased. As a result of this, the observed increase in $p$(success) is greater than that of a source held at a fixed mean photon number. Also shown in Fig. 3.14 are points corresponding to a spatially multiplexed source utilising the same multiplexing depth, detector and switch efficiencies, for fixed SNR (red triangles) and fixed $\bar{n}$ (teal triangles). It can be seen that the proposed temporal loop scheme yields a similar increase $p$(success) at approximately the same multiplexing depth and SNR, but with a large reduction in the amount of resources required to physically implement it.

As previously stated, the contribution to the overall probability of success from early pulses reduces as the multiplexing depth increases due to the presence of imperfect components. This manifests itself in the saturation of $p$(success) with multiplexing depth. This can be clearly seen in Fig. 3.15 in blue, for those points at a fixed mean photon number.
3.4 Temporal Loop Multiplexing

Figure 3.14 The increase of $p(\text{success})$ with increasing multiplexing depth at a fixed $\bar{n} = 0.01$ (green squares) and fixed SNR = 100 (blue circles). Triangles show the comparison with a spatial multiplexing scheme for fixed $\bar{n}$ (teal) and fixed SNR = 100 (Red). Detector efficiency $\eta_d = 70\%$ and lumped loop efficiency $\eta_L = 80\%$. 
3.4 Temporal Loop Multiplexing

Figure 3.15  The increase of \( p(\text{success}) \) with increasing multiplexing depth at a fixed \( \bar{n} = 0.01 \) for temporal and spatial multiplexing shown in blue and green respectively. Detector efficiency \( \eta_d = 70\% \) and lumped loop efficiency \( \eta_L = 80\% \).

However, this is not true for a spatially multiplexed source as shown in green in Fig. 3.15. As the multiplexing depth is increased further, the probability of success rapidly increases, before eventually turning over and decreasing. This effect can be attributed to the increase in loss between the point of generation and the output, as more switches must be incorporated to combine more sources together. Therefore, for a fixed level of switch loss the multiplexing depth of a spatially multiplexed source must be carefully selected so as to ensure that more loss is not inadvertently included in the device. If this can be achieved, then spatial multiplexing offers a greater benefit in source performance compared to temporal multiplexing but at the cost of more pair generation media and switches. At small values of \( \bar{n} \simeq 0.01 \), as the multiplexing depth is increased, \( p(\text{success}) \) tends to a constant value given
by

$$\lim_{m \to \infty} \{p(\text{success, } m) = \left( \frac{\eta_L}{1 - \eta_L} \right) p(\text{heralding}) \}. \quad (3.25)$$

This is particularly clear in Fig. 3.15 where up to 15 sources the two schemes are comparable in performance. But for large number of sources the temporal multiplexing scheme saturates and asymptotes according to Eq.3.25, where as the performance of a spatially multiplexing scheme continues to increase, before reducing due to the extra loss incurred. However, for a realistic device fabricating many hundreds of identical sources may be infeasible. In which case for small values of $\bar{n}$ and multiplexing depths upto 16 temporal multiplexing yields a useful performance enhancement comparable to that of a spatial multiplexing scheme.

**Resource Scaling**

Temporal loop multiplexing could yield an increase in $p(\text{success})$ that is commensurate with spatial multiplexing schemes of similar depths, but at a far smaller component cost. For example, at a fixed SNR of 100, a total storage loop and switch loss of $\eta_L = 80\%$ yields a performance improvement factor of approximately 6, for a multiplexing depth of $m = 8$ pulses. To construct this requires only a single photon pair source, one heralding detector and one switch. In comparison, to achieve a similar increase for a spatially multiplexed source requires vastly more resources, namely: 8 photon pair sources (which must be identical), 8 detectors and 8 delay lines and 7 switches. Building such a network would be extremely expensive and complex, as all the sources and delay lines must be matched so that the all of the heralded photons are in an identical pure state. The resource scaling for spatially and temporally multiplexed sources are compared in Table 3.1.

It is important to note that for a multiplexing depth of $m$, the effective repetition rate of the source is reduced to $R_p/m$. As a result of this the number of time bins in which a photon could be delivered has reduced by a factor of $m$. Because of this, the number of
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Table 3.1  Multiplexing scheme performance comparison. Improvement calculated for multiplexing depth $m = 8$, relative to single source with a heralding detector of efficiency $\eta_d = 0.7$ and switch efficiency $\eta_L = 0.8$.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Sources</th>
<th>Heralding Detectors</th>
<th>Switches</th>
<th>Rep. Rate</th>
<th>SNR</th>
<th>$\bar{n}$</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$R_p / m$</td>
<td>100</td>
<td>-</td>
<td>6.06</td>
</tr>
<tr>
<td>Spatial</td>
<td>$2^m$</td>
<td>$2^m$</td>
<td>$2^m - 1$</td>
<td>$R_p / m$</td>
<td>100</td>
<td>-</td>
<td>7.40</td>
</tr>
<tr>
<td>Temporal</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$R_p / m$</td>
<td>-</td>
<td>0.01</td>
<td>3.32</td>
</tr>
<tr>
<td>Spatial</td>
<td>$2^m$</td>
<td>$2^m$</td>
<td>$2^m - 1$</td>
<td>$R_p$</td>
<td>-</td>
<td>0.01</td>
<td>4.03</td>
</tr>
</tbody>
</table>

Heralded single photon states delivered in one second from this scheme may be surpassed by a non-multiplexed photon pair source pumped by a high-repetition rate laser such as a Ti:Sapph or Vertical External Cavity Emitting Laser (VECSEL)\(^{[83]}\). However, if our end goal is the simultaneous delivery of several independent photons from independent sources, this scheme presents a significant improvement over current source architectures.

Optimisation of Temporal Loop Scheme

As with spatial multiplexing, it is clear that in order to fully extract the potential of multiplexed single photon sources, the loss from all the components should be as minimised. For temporal loop multiplexing, where the switch is used for multiple passes, switch loss is absolutely critical. Considering the inevitable imperfections of currently-available components, the analysis presented here demonstrates that significant gains in source performance can be achieved through this scheme.

Figure 3.16a shows the variation of $p$(success) with detector efficiency at a fixed switch efficiency of $\eta_L = 80\%$. At low detection efficiency, the detector is unable to distinguish between single and multi-pair generation events. The source must be operated at very low $\bar{n}$ in order to maintain a useful SNR, this severely inhibits $p$(success). As the detector efficiency increases, $p$(success) rises rapidly as higher mean photon numbers can be accessed whilst maintaining a usable SNR. As $\eta_d \to 1$, the source can be operated at the peak of the
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thermal photon number distribution. At this level, \( p(\text{success}) \) is only limited by loss in the switch and delay line.

Figure 3.16 shows the variation of \( p(\text{success}) \) with switch efficiency at a fixed detector efficiency of \( \eta_d = 70\% \). Provided that the switch and delay line have an efficiency greater than 50\% then multiplexing is beneficial. However, at this level of loss, it is not worthwhile to multiplex over a large number of pulses. For high switch efficiency, \( p(\text{success}) \) becomes limited by the heralding detector as we must operate at a mean photon number yielding a sufficiently high SNR. But, the source can then be multiplexed over a large number of pulses to raise the overall probability of success.

We can investigate the performance of a future realistic low-loss system, with optimised detector and switch efficiencies of \( \eta_d = 98\% \) and \( \eta_L = 95\% \) respectively, shown in Fig. 3.17a. There is a clear increase in \( p(\text{success}) \) with increasing multiplexing depth, over the entire range of \( \bar{n} \). With a depth of 15 pulses, a delivery probability of over 90\% is achievable.

---

**Figure 3.16** a.) Effect of detector efficiency, \( \eta_d \), on \( p(\text{success}) \) for a fixed switch efficiency (\( \eta_L = 80\% \) at fixed SNR = 100. b.) Effect of switch efficiency, \( \eta_L \), for a fixed detector efficiency (\( \eta_d = 70\% \)) at fixed SNR = 100.
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Figure 3.17  a.) $p$(success) scaling with multiplexing depth for a future optimised device with $\eta_d = 98\%$ and $\eta_L = 95\%$, for multiplexing depths $m = 1$ (blue-solid), 5 (green-dashed), 10 (red-dot) and 15 (teal-dot-dash). b.) Waiting time to deliver $N_p$ independent photons from $N_p$ independent sources. A single 76 MHz source (blue), temporal loop scheme with a depth of $m = 15$ with $\eta_d = 70\%$ and $\eta_L = 80\%$ (green) and a future optimised device with $\eta_d = 98\%$, $\eta_L = 95\%$ and $m = 15$ (red).
At these levels of loss, the depth could be increased further yielding a pseudo-deterministic source. Finally, Fig. 3.17b shows the reduction in waiting time to deliver $N_p$ independent photons from $N_p$ independent sources. Due to the reduction in repetition rate from the multiplexed device compared to a single 76 MHz source, the temporal loop scheme is marginally outperformed at low numbers of requested photons. However, as the number of requested photons is increased, even a source constructed using currently available technology vastly outperforms a single source. There is clear potential for a near deterministic device, with optimised detector and switch efficiencies, constructed from relatively few components.

3.5 Conclusion

In this chapter, the potential for a near-deterministic single photon source through active multiplexing in either the spatial or temporal domain was discussed. We have developed a robust manner in which a multiplexed single photon source may be optimised whilst taking into account the inevitable loss in the constituent components as well as different heralding detectors. This optimisation will be crucial in order to fully realise the potential of a multiplexed source.

By taking account of imperfect components, a meaningful comparison between sources constructed of different detectors and different efficiencies is difficult. We chose one key metric, the signal-to-noise, to be kept constant to facilitate a comparison, requiring the use of numerical techniques to evaluate source performance. We have shown that the effect of optical losses on the heralded idler state limits the extent to which the multiplexing depth can be increased for a spatial source. At high levels of loss and high mean photon numbers it is no longer beneficial to multiplex as many sources as possible. Conversely, for a temporal loop scheme there is no such reduction in performance by over multiplexing. Instead the
benefit accrued from photons generated from the first pulses in the bin becomes negligible and so the increase in performance will saturate rather than reduce as the multiplexing depth is increased.

We have seen that temporal loop multiplexing is a strong contender for future multiplexed single photon sources, providing a similar performance increase as spatial multiplexing but without the monetary and resource costs. Looking to the future, it is most likely that a near-deterministic single-photon source will utilise a combination of temporal and spatial multiplexing. Several individual sources could be constructed with temporal loops attached to the output that then feed into a log-tree switch network. Fortunately, the logical signals required to set all the switches can be easily derived from the output of the heralding detectors. The above treatment of the individual multiplexing schemes can be easily extended to describe a composite system.

Finally, we have shown that source multiplexing combined with realistic improvements in detector and switch technology over the coming years is a promising candidate for supplying high-quality heralded single photons for future quantum enhanced technologies.
Chapter 4

Design, Fabrication, and Characterisation of PCFs for Photon Pair Generation

4.1 Overview

In this chapter the design, fabrication and characterisation of a PCF for photon pair generation is described. The PCF structure was carefully designed to generate the long wavelength photon (idler) near 1550 nm, with the corresponding signal photon near 800 nm. The 1550 nm wavelength region is of particular importance in the telecommunications industry as it lies in the low loss window of silica optical fibres. In addition to this, due to the long standing history of the telecommunications industry there are many existing fibre components that can be easily integrated with low loss at a low cost, such as wavelength division multiplexers, polarisers, optical switches and delays. By targeting the signal photon at 800 nm, places
it firmly within the high detection efficiency of relatively inexpensive silicon single photon avalanche photodiodes. High detection efficiency here is key, as the signal photons will act as the herald for the idler photons.

Further to targeting the idler photon at 1550 nm, particular care was taken to design a PCF structure that minimises the spectral correlations of the two-photon state produced from the FWM, see Section 2.3. This extra step is required to herald idler photons in pure states which are necessary for many quantum technologies applications. Section 4.2 describes the design and fabrication of the PCF to be used as the pair-generating medium. The degree of spectral correlation in the two-photon state generated by the fibre was characterised by measuring the joint spectral intensity distribution using stimulated emission tomography, see Section 4.3.

Photonic crystal fibres are an excellent medium with which to generate photon pairs due to the ability to control the dispersion through relatively simple changes in the structural parameters of the fibre. This yields a large degree of flexibility in the choice of pump, signal and idler wavelengths that can be used. However, in principal it is easier to design a PCF to target specific wavelengths, and then use the limited control of the pump laser to affect subtle changes in the signal and idler wavelengths. The target wavelengths of the source were chosen to be 810 nm and 1550 nm for the signal and idler photons respectively when pumped at 1064 nm.

4.2 Photonic Crystal Fibre Design and Fabrication

In step- or graded-index optical fibres the refractive index contrast between the core and cladding is achieved by doping either the fused silica with another element, such as Ge in the core. In a photonic crystal fibre the refractive index contrast is instead achieved by
incorporating channels of air in the cladding that run along the entire length of fibre, see Fig. 4.1. Therefore, the refractive index of the cladding lies somewhere between that of silica and air. By varying the size and separation of the air holes we can gain some degree of control over it. This in turn allows us to control the effective index of the guided mode, and engineer the waveguide contribution to the fibre dispersion. This gives us the ability to tailor the dispersion of the fibre to achieve the phasematching necessary to produce photons at our desired wavelengths with no spectral correlations.

As discussed in Section 2.3, in order to produce photon pairs which exhibit no spectral correlations in the two-photon state, the group velocities of the signal or idler should be matched to that of the pump. This can be achieved by producing a PCF that has two zero dispersion wavelengths fairly close together. The resultant phasematching contours form two closed loops one for the signal and one for the idler photon. The task of designing
the fibre then falls to finding what PCF cladding structures yield ZDWs, with the correct
gradient of phasematching contours to give group velocity matched solutions of the signal
and idler at 810 nm and 1550 nm.

4.2.1 Simulation and Design

A simple numerical model of the PCF cladding structure and the resulting modal effective
index profile was developed in Matlab using the results of Saitoh and Koshiba\cite{129}. From
the modal effective index, the propagation constant of the mode can be easily found,

\[ \beta(\omega) = n_{\text{eff}}(\omega) k_0(\omega), \]  

(4.1)

where \( k_0(\omega) \) is the free space wavevector at angular frequency \( \omega \). By taking the derivative
of \( \beta \) with respect to \( \omega \), the group-velocity \((\beta_1 = 1/\nu_g)\), and group-velocity dispersion \((\beta_2)\)
can be calculated,

\[ \beta_1 = \frac{1}{c} \left( n_{\text{eff}}(\omega) + \omega \frac{dn_{\text{eff}}}{d\omega} \right), \]  

(4.2)

\[ \beta_2 = \frac{1}{c} \left( 2 \frac{dn_{\text{eff}}}{d\omega} + \omega \frac{d^2 n_{\text{eff}}}{d\omega^2} \right), \]  

(4.3)

where \( c \) is the speed of light in vacuum. From these values we can then calculate the
wavelengths generated through the FWM interaction in a PCF with a specific cladding
structure. This is done by calculating the phasemismatch that accrues between the four-
fields during propagation along the fibre,

\[ \Delta \beta = 2\beta_p(\omega_p) - \beta_s(\omega_s) - \beta_i(\omega_i) - 2\gamma P_p, \]  

(4.4)
only those frequencies that remain phasematched ($\Delta \beta = 0$) will be coherently generated. Equation 4.4 is then evaluated for sets of three frequencies $\{\omega_p, \omega_s, \omega_i\}$ whilst maintaining energy conservation $2\omega_p = \omega_s + \omega_i$ and a contour plot of points with $\Delta \beta = 0$ can be plotted. The points of intersection of this contour with a line at the pump frequency yields the phasematched frequencies of the FWM.

Next, the joint spectral amplitude must be evaluated to ensure that at the phasematched frequencies there are no spectral correlations in the two-photon state. This is achieved by multiplying the phasematching function of the fibre $\phi(\omega_s, \omega_i)$, using the phasemismatch calculated above, with the envelope function of the pump spectrum $\alpha(\omega_s + \omega_i)$,

$$JSA = \alpha(\omega_s + \omega_i) \times \phi(\omega_s, \omega_i),$$

(4.5)

for details of these functions see Section 2.2. The number of spectral modes can be found by applying the technique of Schmidt mode decomposition (see Section 2.4); from this the projected purity of the heralded idler state can be calculated. A targeted search of the $\{\Lambda, d/\Lambda\}$ parameter space was made, looking for phasematched wavelengths at 810 nm and 1550 nm, whilst maximising the purity of the heralded state.

Through a combination of small changes in $\{\Lambda, d/\Lambda\}$ a dispersion profile that satisfies our requirements was found. Figures 4.2a and 4.3a show the effect of changes in $\Lambda$ and $d/\Lambda$ respectively. By moving the ZDWs through changing the pitch, the gradient of the phasematching contour at the pump wavelength can be controlled. This allows a portion of the contour which corresponds to a GVM solution, such as, where the gradient of the contour is either $0^\circ$ or $+45^\circ$. Then by scaling $d/\Lambda$ the desired phasematched wavelengths can be achieved.

The finalised cladding structural parameters were $\Lambda = 1.49 \, \mu\text{m}$ and $d/\Lambda = 0.431$.
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Figure 4.2 Results of numerical simulations of the group-velocity dispersion (a), and resultant four-wave mixing phasematching contours (b - d), of a photonic crystal fibre with a fixed hole size of $d = 0.641\mu$m and varying pitch: (b) $\Lambda = 1.3\mu$m, (c) $\Lambda = 1.49\mu$m and (d) $\Lambda = 1.68\mu$m. Reducing the pitch causes the zero-dispersion wavelengths to shift to shorter wavelengths, allowing us to control the gradient of the phasematching contours at the pump wavelength and therefore the orientation of the phasematching function.
Figure 4.3 Results of numerical simulations of the group-velocity dispersion (a), and resultant four-wave mixing phasematching contours (b - d), of a photonic crystal fibre with a fixed pitch of $\Lambda = 1.49\mu m$ and varying hole size: (b) $d/\Lambda = 0.423$, (c) $d/\Lambda = 0.431$ and (d) $d/\Lambda = 0.436$. Reducing the hole size pushes the dispersion profile further into the normal dispersion regime, reducing the separation between the zero-dispersion wavelengths. This allows us to control the phasematched wavelengths at the turning point of the idler branch without significantly affecting the orientation of the phasematching function.
responding to a hole size \( d \approx 0.65 \mu m \). The dispersion profile, phasematching contours, phasematching function and JSI corresponding to these parameters are shown in Fig. 4.4. This combination of \( \Lambda \) and \( d/\Lambda \) correspond to a section of the phasematching contour where the contour lies at +45° on the signal branch and 0° on the idler branch. This yields an asymmetrically group-velocity matched state between the signal and pump fields, where the wavelength of the idler photon becomes less sensitive to changes in the pump wavelength. Provided that the bandwidth of the pump envelope function is matched to the bandwidth of the phasematching function an uncorrelated two-photon state can be achieved.

### 4.2.2 PCF Fabrication and Characterisation

The selected PCF structure was fabricated with 8 rings of air holes using the stack-and-draw technique as shown schematically in Fig. 4.5. A large number of rings were used to ensure that the attenuation of the fundamental mode is low at long wavelengths. First, a fused silica glass tube of \( \sim 25 \text{ mm} \) diameter was drawn in the furnace at 2000°C, to approximately 1.6 mm in diameter to produce a set of capillaries each 1 m in length. These capillaries were arranged in a close-packed hexagonal pattern using a jig to produce a macroscopic scale preform of the desired PCF structure, this is called the stack. A solid fused silica rod was placed in the middle of the stack to form the core of the PCF. Next the stack was inserted inside a cladding tube and drawn in the furnace, whilst applying vacuum to the interstitial vacancies between the capillaries, to “canes”, \( \sim 3 \text{ mm} \) in diameter. Each cane was inserted inside a jacket tube of outer diameter 10 mm, and drawn to \( \sim 125 \mu m \) in diameter. Pressure was applied to the air holes of the cane to keep them inflated against surface tension so that they are maintained in the final fibre cross-section. Vacuum was again applied between the inner surface of the jacket tube and the outer surface of the cane to collapse the jacket onto the cane. Finally a polymer coating was applied to the fibre to stabilise it and to protect it
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Figure 4.4 Results of numerical simulations of the group-velocity dispersion (a) for the finalised PCF structural parameters, $\Lambda = 1.49\mu m$ and $d/\Lambda = 0.431$. From the dispersion profile the four-wave mixing phasematching contours (b), phasematching function (c) and joint spectral intensity (d) were calculated. At the central pump wavelength of 1064 nm, the phasematching function is orientated horizontally in $\{\omega_s, \omega_i\}$, corresponding to a asymmetrically group-velocity state. A near circular JSI is achieved by matching the pump bandwidth to that of the phasematching function.
Figure 4.5 The Stack and Draw technique of optical fibre fabrication. First a fused silica tube is drawn down to a diameter of a few mm. These capillaries are then stacked in a closed-pack hexagonal array in a specialist jig, in the centre of the stack a defect is incorporated; this solid rod will eventually form the core of the fibre. Once inserted inside the cladding tube, the stack is once again drawn down to a few mm to form a cane in which the air holes are preserved. Finally, the cane is inserted in the jacket tube and drawn down to 125 µm, whilst applying pressure to the air holes to keep them inflated.
from damage.

During the fibre draw, the structural parameters of the PCF can be controlled by varying the outer diameter of the fibre to set the pitch, and by changing the applied pressure to alter the size of the air holes. Various bands of fibre each with a different set of draw parameters and hence different cladding structures were drawn. At the beginning of each band, a sample was taken and the structure checked under an optical microscope for defects and to measure the pitch and hole size. However, due to the small size of air holes in this design, the microscope resolution was insufficient to accurately measure them during the draw. To ensure that the correct PCF structure was fabricated, the length of sample fibre was also pumped using a 1064 nm microchip laser and the FWM wavelengths observed on an optical spectrum analyser, see Fig. 4.7b. Figure 4.6 shows the variation in FWM wavelengths with applied preform pressure, this behaviour agrees with the simulated phasematching contours in Fig. 4.3a. The draw speed and applied pressure were immediately adjusted to alter the structure for the next band. This process was then iterated until the desired wavelengths were generated from the PCF. The FWM wavelengths are very sensitive to changes in pressure. The smallest possible change that can be made in the applied pressure is 0.01 kPa. Therefore the magnitude of the pressure changes made during the draw was at the limit of the pressure handling system of the fibre tower. At the beginning of each band, 100 m of scrap fibre was drawn to allow the effect of the pressure on the structure to stabilise. Once stabilised, the pressure was held constant throughout the band. The outer diameter of the fibre was continually measured during the draw, and found to vary around the set point by ±1.0%, due to fluctuations in furnace temperature and gas flow affecting the tension in the glass.

Following fabrication, the band of fibre whose phasematched FWM wavelengths most closely resemble the target was characterised further. This included obtaining scanning
Figure 4.6  An example calibration graph mapping the applied pressure during the draw to fibre and the four-wave mixing wavelengths, dashed lines correspond to a linear fit to the data points. We can use this graph to determine what pressure we need to apply to the cane to inflate the air holes to the correct size to achieve the target four-wave mixing wavelengths of 810 nm and 1550 nm.
electron micrographs (SEM) of the PCF structure (Fig. 4.7a), measurement of the FWM wavelengths (Fig. 4.7b), group velocity dispersion by white light interferometry (Fig. 4.8) and the JSI through stimulated emission tomography (SET). Stimulated emission tomography is discussed in detail in Section 4.3.

4.3 Measuring the Joint Spectral Intensity Distribution

In Section 4.2, the target PCF cladding was designed to produce daughter photons that are group velocity-matched to the pump. When the pump bandwidth is set to match the length of fibre, a factorable joint spectral amplitude can be achieved. As we have seen in Section 2.4, the degree of spectral correlation present in the JSA can be determined by the Schmidt number $K$, obtained through the singular value decomposition of the JSA. To do this, we must have a method for experimentally determining either the JSA or JSI of the two-photon state generated in the PCF.

Measuring the full phase-dependent JSA for the two-photon state is very challenging from a technical standpoint. As a result of this, JSI is more commonly obtained through measurement instead. From the JSI, the JSA can be approximated by $f(\omega_s, \omega_i) = \sqrt{|f(\omega_s, \omega_i)|^2}$. However, this is in the absence of any phase information associated with the two-photon state. An inclusion of the phase will only ever reduce the purity of the state, therefore we can use the JSI to place a lower (upper) bound on the Schmidt number (purity) of the heralded state.

The most common experimental method for obtaining the JSI is by performing a spectrally resolved measurement of the coincidence count rate between the two-arms of the source\textsuperscript{35,66,72}. The signal and idler outputs are sent to two independent spectrometers, the outputs of which are connected to single photon detectors. The coincidence count rate
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Figure 4.7  Top Panel:  (a) Scanning electron micrograph of the fabricated PCF. In general, the air holes close to the core are regular in size in separation. In the outer ring the air holes are quite distorted, these imperfections should not impact the dispersion too heavily as the majority of the electric field is confined with the first few rings. Bottom Panel: (b) Four-wave mixing wavelengths measured from a sample of fibre taken during the draw to fibre. The draw parameters can then be changed to generate the desired four-wave mixing wavelengths.
between these detectors is measured as the central wavelengths are scanned, mapping out the JSI for a pair of wavelengths at a time. This technique is used extensively, however the process is slow. This is due to the long integration times that are necessitated by the spectral binning of the measurement technique and the low pair-generation probability of the source. This constrains the potential resolution of the measurement, as a large number of counts are required for a low error, but the experimental running time must be short to reduce the potential for drift in the experiment conditions.

A second technique for obtaining the JSI is through the use of a fibre-based spectrometer. In this scheme, the signal and idler photons are coupled into long lengths of optical fibre, connected to the inputs of a pair of gated single photon detectors. In this case, the group velocity dispersion of the fibres maps different spectral components to different detection times. The gating times of the detectors can be scanned and the coincidence count rate
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mapped out in the detection times. By calibrating the system with bright light, the detection times can be converted into wavelengths and the JSI recovered. The lengths of the fibres and the temporal jitter of the detectors limit the resolution of the measurement. Both of the above methods have an inherent trade-off between resolution and running time that is due to the low probability of an event occurring from the spontaneous pair-generation process.

4.3.1 Stimulated Emission Tomography of FWM

A promising new technique was recently introduced by Liscidini and Sipe\textsuperscript{[130]}. In this method, known as stimulated emission tomography (SET), it was shown that the JSI could be recovered through measurements of the stimulated forms of the non-linear conversion processes. This was first demonstrated for spontaneous PDC in a AlGaAs ridge waveguide, where the equivalent stimulated process of difference frequency generation (DFG) was measured\textsuperscript{[131]}. Following from this, SET has been applied to a number of different source architectures, including stimulated FWM in standard birefringent optical fibres\textsuperscript{[132]}, silicon ring resonators\textsuperscript{[133]} and silicon nanowires\textsuperscript{[134]}. Although this method requires the use of a tunable light source at either the signal or idler wavelengths, the measurement can be made at high resolution in a short period of time using an optical spectrum analyser rather than single photon detectors. This is a clear advantage over the other techniques discussed above.

In both the stimulated and spontaneous forms of the pair-generation processes, be it PDC and DFG or seeded and unseeded FWM, the same phasematching and energy conservation relations dictate the wavelengths that can be generated. Therefore, the joint spectral distribution function of the spontaneous process becomes the response function for the stimulated form of the interaction. In the case of the spontaneous form of the interaction, where there is no classical seed field present at either of the daughter wavelengths, the process is reliant on vacuum energy ($\frac{1}{2}\hbar\omega_{s,i}$) to seed the conversion process and produce a pair.
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However, in the presence of a classical seed field at one of the daughter wavelengths, the amplitude of the signal and idler fields is greatly enhanced. This aspect is well known in classical non-linear optics, where it is widely used in optical parametric oscillators \cite{135}.

In the stimulated form of the pair-generation process, Liscidini and Sipe \cite{130} showed that the average number of photons stimulated into the signal mode between $\omega_s$ and $\omega_s + \delta\omega_s$ is proportional to the joint spectral intensity distribution,

$$\langle \hat{n}(\omega_s) \rangle \delta\omega_s \propto |f(\omega_s, \omega_i)|^2 \delta\omega_s \delta\omega_i,$$  \hspace{1cm} (4.6)

for a seed field with bandwidth $\delta\omega_i$ and central frequency $\omega_i$. Therefore, by scanning a narrowband CW seed laser through the idler photon distribution, the spectral distribution of the stimulated signal photons can be mapped out. At each setting of the seed laser, a “slice” through the JSI, corresponding to the marginal signal spectrum is taken, which is recorded on the optical spectrum analyser, see Fig. 4.9. The set of recorded spectra for the stimulated photons in the signal mode can be used to reproduce the JSI. To this, the singular value decomposition is applied to determine the Schmidt modes and weightings. The purity is then calculated according to Eq. 2.32.

A schematic for the experimental set-up is shown in Fig. 4.10. The PCF sample is pumped at 1064 nm using the same Fianium fibre laser that was also used for pair-generation experiments in Chapter 6. The beam first passes through a half-wave plate (HWP) and polarising beamsplitter (PBS) for power control, before entering a 4$f$-grating spectrometer that can be used to control the bandwidth and central wavelength of the pump pulses. For the seed field, a INTUN-1550 tunable laser from Thor Labs, with a tuning range of 1500 nm to 1630 nm and bandwidth of $< 125$ kHz was used. Both beams from the pump and seed laser pass through HWPs for polarisation control. The pump and seed beams are mixed on a
Figure 4.9 An example of the JSI measurement. At each seed wavelength setting a "slice" through the JSI is taken, corresponding to the marginal signal distribution. By using many different seed wavelengths the entire JSI can be reconstructed from the set of marginal distributions.
Figure 4.10 A schematic of the experimental set-up used to perform stimulated emission tomography. The bandwidth and central wavelength of the pump pulses were controlled using a 4f-grating spectrometer. The seed and pump beams are mixed on a dichroic mirror (DM) before being directed to the input of the PCF sample. Half-wave plates (HWP) and a polariser were used to co-polarise the two beams and select any polarisation axis in the PCF. The laboratory PC sets the seed wavelength before triggering a scan of the OSA, which when finished is read out by PC. This is then repeated for each new seed wavelength.
dichroic mirror (DM) that is reflective for 1064 nm, with the seed beam passing through the rear. Both beams pass through a polariser; the polarisation state of both beams was then rotated, using the HWPs earlier in the set-up, to achieve maximum transmission through the polariser ensuring that they are co-polarised before entering the PCF. This arrangement of HWPs and polariser allow any polarisation axis of the PCF to be measured. Finally, the beams are coupled into the PCF using an aspheric lens and a 3-axis fibre coupling stage.

In Fig. 4.7a it can be seen that the PCF cladding structure does not possess perfect six-fold symmetry, as a result of this there will be a small amount of birefringence in the cladding. To provide a useful comparison between different samples of PCF, the polarisation state of the pump and seed beams must lie in the same direction through the cladding for all samples. During the fabrication stage, one of the air holes in the outer ring was replaced with a solid silica rod, to act as a marker. This was used to denote the orientation of the fibre at the launch optics. The input of each sample was placed in a bare fibre adapter (BFA) and examined using a fibre end viewer. The PCF was then rotated in the clamp, whilst observing the position of the marker, ensuring that marker was placed underneath the “key” of the BFA.

The output face of the PCF was mounted in a second BFA and connected directly to the FC-port of the *Ando AQ-6315B* spectrometer. A custom LabVIEW program was written for automatic data acquisition. Within the program, first the seed wavelength of the laser was set, once the laser has tuned to the correct position, the optical spectrum analyser (OSA) was triggered and a scan was run across the signal spectrum. Once completed, the spectrum was read out of the OSA over the GPIB connection to the PC. This was then repeated for the next selected wavelength. On each iteration, the new spectrum was appended to the next row of a matrix determining the JSI, where each row corresponds to one set point of the laser.
Figure 4.11  An example of a typical JSI plot obtained from the stimulated emission tomography measurement. The OSA resolution was set to 0.2 nm, with a seed wavelength step size of also 0.2 nm. Overall, for this sample of PCF, a factorable state was achieved by matching the bandwidth of the pump to that of the phasematching function of the fibre. A low intensity secondary lobe at 1559 nm exists due to some small inhomogeneity in the fibre over this 30 cm length.

A typical measurement result is shown in Fig. 4.11. The spectral resolution along the signal axis is defined by the resolution of the OSA; here a resolution of 0.2 nm was used. Along the idler axis the spectral resolution is determined by the bandwidth and step-size of the seed laser, a typical step size of 0.2 nm was used; this could be reduced to improve the resolution. The central wavelength of the seed laser was calibrated by performing a scan over the range of idler wavelengths with no pump in place. All axes denoted idler, are calibrated to this measurement. A typical scan takes between 30 min and 1hr, this is significantly faster than a spectrally resolved coincidence measurement, and could be improved by optimising the settings of the OSA. Through this technique, the effect on the JSI due to changes in the pump pulses can be seen quickly, allowing one to optimise the
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Figure 4.12 Joint spectral intensity plots for the same PCF sample, recorded at 3 different central pump wavelengths. There is very little change in the idler wavelength as the pump wavelength is swept across the phasematching function. This indicates that the phasematching function is orientated to produce a asymmetric group-velocity matched state between signal and pump.

JSI for a specific section of fibre with relative ease. This fast turnaround in characterisation measurements is particularly useful as it allows many different segments of the fabricated PCF to be sampled and measured.

Using stimulated emission tomography, a catalogue of characterised PCF segments can be produced. From this, pairs of fibres that exhibit identical JSIs were identified. Part of this process included determining the orientation of the phasematching function, and confirming that it is correctly positioned to allow asymmetrically GVM solutions between the signal and the pump. This was achieved by sweeping the pump envelope function across the phasematching function and determining the central wavelengths of the JSI. The central wavelength of the 4f-spectrometer was changed and the stimulated JSI measured in turn. The resulting JSIs for three different central pump wavelengths are shown over the same range of wavelength in Fig. 4.12. Overall the marginal idler spectrum remains unchanged as the pump wavelength is swept across the phasematching function. The corresponding signal wavelength changes with the pump. This is a clear indication that the PMF is correctly
orientated to achieve an asymmetrically group-velocity matched state between the signal and idler.

For long lengths of PCF, it was seen that many high intensity lobes appear in the JSI, distributed along the idler wavelength axis, see Fig.4.13. The phasematching function for the asymmetrically group-velocity matched state, between the pump and signal, lies parallel to the signal axis in the JSI plots. Longitudinal inhomogeneity in the PCF structure has the capability to cause these features in the JSI. This would lead to fluctuations in the dispersion and hence variations in the phasematched wavelengths. This inhomogeneity poses a significant limitation on the length of usable fibre for photon pair generation and warrants further exploration. In the following sections we demonstrate through numerical simulations that these additional lobes are due to inhomogeneity and determine the length scale over
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During the process of deriving the form of the two-photon state in Section 2.2, it was assumed that the PCF was homogeneous along its length, and the phasematching function was calculated as,

\[ \phi(\omega_s, \omega_i) = \chi^{(3)} \int_0^L dz \exp(i \Delta \beta z). \] (4.7)

We can include inhomogeneity in the PCF by considering the fibre as being composed of \( m \) segments as illustrated in Fig. 4.14. Each segment is itself homogeneous with a length \( L_m \), and is described by the parameters \( \{d_m, \Lambda_m\} \) resulting in a phasemismatch of \( \Delta \beta_m \). By performing the integration in a step-wise manner over each segment of homogeneous fibre, the overall phasematching function for the complete inhomogeneous fibre composed of \( m \)
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Table 4.1 Simulation parameters of an inhomogeneous PCF whose JSI is shown in Fig. 4.15d, including the reduced state purity of each segment.

<table>
<thead>
<tr>
<th>Segment 1</th>
<th>Segment 2</th>
<th>Segment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$ (µm)</td>
<td>0.64186</td>
<td>0.64345</td>
</tr>
<tr>
<td>$Λ$ (µm)</td>
<td>1.4904</td>
<td>1.4920</td>
</tr>
<tr>
<td>$L$ (m)</td>
<td>0.2670</td>
<td>0.2695</td>
</tr>
<tr>
<td>$P$</td>
<td>82.7%</td>
<td>84.2%</td>
</tr>
</tbody>
</table>

The total phasematching function is a result of coherently combining the phasematching of each section by including the phase acquired on propagation through the preceding sections\[136\].

\[
\phi(\omega_s, \omega_i) = L_1 \text{sinc}(\frac{\Delta \beta_1 L_1}{2}) \exp(i \frac{\Delta \beta_1 L_1}{2}) + \sum_{n=2}^{m} L_n \text{sinc}(\frac{\Delta \beta_n L_n}{2}) \exp(i \frac{\Delta \beta_n L_n}{2}) \exp(i \sum_{l=1}^{n-1} \Delta \beta_l L_l).
\]  

(4.8)

The JSIs of the independent homogeneous segments are shown in Figs. 4.15a - 4.15c.

### 4.4.1 Numerical Reconstruction of Inhomogeneous PCFs

In order to determine the effect of inhomogeneity, the phasematching function in Eq. 4.8, was incorporated into the previous numerical model of the two-photon state and evaluated for a hypothetical fibre consisting of 3 different segments, with a total length of 1m. The structural parameters and length of each segment $\{d_m, \Lambda_m\}$ were chosen at random from a normal distribution centred on the mean values of $\bar{\Lambda} = 1.49 \mu m$ and $\bar{d} = 0.64145 \mu m$, with a variance of ±0.5% of the mean. The length of each segment was also selected at random, subject to the condition that the total length must be 1m. The structural parameters are shown in Table 4.1.

The JSIs of the independent homogeneous segments are shown in Figs. 4.15a - 4.15c,
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along with the JSI of the complete inhomogeneous fibre in Fig. 4.15d. From Fig. 4.15 it is clear to see that the inclusion of inhomogeneity degrades the factorability of the JSI due to the presence of multiple high intensity lobes. Even very small variations in \(\{d, \Lambda\}\) within \(\pm 0.5\%\) are enough to severely degrade the purity of the heralded state. In the actual fibre, these variations arise due to fluctuations in the draw parameters and dimensions of the glass stock used during the fabrication process. In Fig. 4.6 it was seen that the phasematched wavelengths are particularly sensitive to variations in the applied pressure affecting the hole size. This is compounded by the lack of tolerance for small changes in the structural parameters within the current phasematching scheme.

From the results of these simulations, to achieve a pure heralded state, it is imperative that each length of fibre used in the final photon pair source is homogeneous. Next, the SET technique was used to identify the length scale over which the structural variations exist. This was achieved by cutting back through a long length of fibre, recording the stimulated JSI for each piece. The overall measurement “tree” is shown in Fig. 4.16. To begin with a 3m long section of PCF was analysed, the stimulated JSI is shown in Fig. 4.17. There are clearly a number of regions within this length of PCF that exhibit different PMFs.

Next, the fibre was cut into three, 1 m sections and the JSI of each re-measured, see Figs. 4.18. There still appeared to be more than one phasematching function within each of the 1m samples. Once again each of the 1 m sections was cut into three further sections each approximately 30 cm in length, producing in total nine 30 cm samples, and the JSI of each re-measured. A small selection of the measurements are shown in Fig. 4.19. On this length scale, some of the segments appear to be nearly homogeneous. Finally, we cut all nine 30 cm sections in half to produce eighteen 15 cm sections. At this length the fibres were too short to reach the spectrometer from the launch optics, and so an additional 30 cm of Hi1060 was spliced onto the PCF segments and once again the JSI was re-measured. Again only a small
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Figure 4.15 Simulated JSI plots for a 1 m length of PCF composed of 3 segments (a - c), with structural parameters distributed within ±0.5% of the target mean, given in Table 4.1; (d) The JSI of the complete inhomogeneous PCF. By including even a small amount of inhomogeneity in the fibre the reduced state purity is severely degraded.
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Figure 4.16  A schematic of the measurement "tree" undertaken. The initial 3m length (ABC) was cut into 3 pieces (A, B, and C) each 1 m in length. Each of these sections were cut into a further 3 segments, producing 9, 30 cm samples. Finally, each 30 cm segment was cut in half to produce a total of 18, 15 cm samples. The stimulated JSI of every segment was measured at each stage.
Figure 4.17 The stimulated JSI of the complete 3 m (ABC) PCF of sample. There are significant dispersion fluctuations over this length producing a JSI with many spectral features. Due to the long length of fibre, the bandwidth of the individual phasematching functions is very narrow.
Figure 4.18 The stimulated JSIs, for the three, 1 m length: (a.) A, (b.) B, and c.) C. The inhomogeneous dispersion along the length gives rise to several areas of different phasematching. As the fibre length is reduced the bandwidth of the phasematching function has broadened compared to the 3 m length.
Figure 4.19  The stimulated JSIs for the 3, 30 cm lengths cut from the sample C: (a.) $C_1$, (b.) $C_2$, and (c.) $C_3$. At this length scale the inhomogeneity still persists for some of the fibre segments, also the bandwidth of the phasematching function has now become matched to the pump. In the absence of inhomogeneity, these samples would be capable of producing high purity heralded states.
subset of the final 18 measurements are included here, see Fig. 4.20. In Fig. 4.20a and 4.20c vertical stripes appear running through the JSI. These are potentially due to interference caused by reflections off the splice joint and the end faces of the fibre or other optical elements in the set-up. At this length scale all of the sections are homogeneous, indicating that the dispersion fluctuations occur on a length scale between 15-30 cm. Therefore, when searching for usable pieces of fibre for the two photon pair sources, the fabricated PCF was sampled in lengths of 30 cm.

By using the model, including inhomogeneity, the phasematching in each of the measured segments can be numerically reconstructed. We can then work backwards from the 15 cm segments and reconstruct the full 3 m length. In doing so we can begin to quantify the degree of fluctuations present in the fibre over this length. To do this each segment of fibre is described by 3 parameters, \(d_m, \Lambda_m\) and \(L_m\). We first assume that the majority of the dispersion fluctuations are due to variations in the pitch of the fibre, and fix \(d\). This is justified, as during the draw the diameter monitor reports variations in the outer diameter of fibre due to fluctuations in the temperature, draw and feed speeds. These fluctuations are on the order of \(\pm 1.0\%\) of the outer diameter. This in turn causes the fluctuations in the pitch of the fibre. Additionally, the holes in the PCF cladding are not identical in size. We select a value for \(d\) that when combined with values for \(\Lambda\) and \(L\) for the 15 cm segments produces the correct phasematched wavelengths.

For each segment we have a good starting estimate for \(L_m\) as at each stage the length of PCF was measured. For each 15 cm segment of PCF, the phasematching was numerically reconstructed by keeping \(d\) fixed and using \(\Lambda\) as a fitting parameter to control the central phasematched wavelengths, and match them to the experimental measurement of the JSI.

With a starting set of parameters for each 15 cm segment, the 30 cm long segments were reconstructed in the inhomogeneous model. For each real 30 cm segment of PCF, we
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Figure 4.20  The stimulated JSIs for a selection of the 15 cm segments. On this length scale, each segment is homogeneous, with a very broad phasematching function. In panels (a.) and (c.) the JSIs exhibit some vertical stripes, probably due to interference between stray reflections.
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assume the inhomogeneity arises from three individual regions of phasematching, with a mean hole size. To perform the fit, the pitch was initialised using the values found from the reconstruction of the 15 cm segments that make up the 30 cm of PCF. The set of \( \{\Lambda_1, \Lambda_2, \Lambda_3\} \) was then varied by small amounts to adjust the fit, and the changes in the positions of the high intensity lobes in the reconstructed JSI observed. We can define a minimisation function, \( F \),

\[
F = 1 - \sum_{\omega_s} \sum_{\omega_i} |f_{\text{sim}}(\omega_s, \omega_i)|^2 \cdot |f_{\text{exp}}(\omega_s, \omega_i)|^2,
\]

where \( f_{\text{sim}}(\omega_s, \omega_i) \) and \( f_{\text{exp}}(\omega_s, \omega_i) \) are the simulated and experimental JSIs respectively. By minimising \( F \), as \( \{\Lambda_m\} \) and \( L_m \) are varied the fitting can be improved.

In the simple case, the 30 cm fibre segments often display two or three high intensity lobes in the measured JSI, one due to the first region of phasematching and another due to the second. The total length of fibre is fixed, within the numerical model we can then vary the lengths of the regions of individual phasematching slightly to achieve the correct relative contributions to the JSI. For example, if \( L_1 > L_2 \), then the JSI is dominated by phasematching in segment one, the JSI will most closely resemble that of segment 1 with a small perturbation from segment 2.

This process is repeated for the remaining pairs of fibres until all nine 30 cm segments have been reconstructed. The reconstructed JSI of one of the 30 cm samples is illustrated in Fig. 4.21, together with the corresponding JSI measured from the experiment. Through this fitting method we have been able to achieve good agreement on the locations and relative magnitudes of the first three high intensity lobes in the reconstructed JSI. This process was repeated for the remaining eight 30 cm segments. Afterwards, each 1m segment can be reconstructed from the three 30 cm segments it is composed from. As the fibre gets longer
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and more segments are included, the accuracy of each fit becomes more important to achieve good agreement between simulation and experiment. Therefore, at each stage we allow the fitting parameters to vary slightly once again, using the parameters fitted in the previous stage as a starting point. Again for brevity, we only illustrate the fitting for one of the three 1 m segments, see Fig. 4.22. Finally, the full 3 m of fibre was reconstructed from the three reconstructed 1 m segments, again we allow small changes in the fitting parameters to improve the overall fit, see Fig. 4.23. Overall the there is good agreement between the positions of the high intensity lobes in the JSI.

From the fitted values of $\Lambda$ we can quantify how the pitch fluctuates along the length of the fibre. Figure 4.24 displays the fraction of the variance in the pitch $\Delta \Lambda$ to the mean $\bar{\Lambda}$, along the reconstructed fibre. In general, these fluctuations remain within the $\pm 1.0\%$ expected due to fabrication tolerances.
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Figure 4.22 An example of the numerically reconstructed JSI from an experimental measurement. (a.) SET measurement of the JSI for a 1 m segment (B). (b.) Reconstructed JSI from the numerical model including inhomogeneity. The structural parameters of the 30 cm segments (B₁, B₂, and B₃) that make up segment B, were used as the initial conditions for the fitting procedure. Small changes were then made in an attempt to improve the fit.
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Figure 4.23 An example of the numerically reconstructed JSI from an experimental measurement. (a) SET measurement of the JSI for the 3 m segment (ABC). (b) Reconstructed JSI from the numerical model including inhomogeneity. The structural parameters of the fitted 1 m segments \((A, B, \text{and } C)\) that make up segment ABC, were used as the initial conditions for the fitting procedure. Small changes were then made in an attempt to improve the fit.

Figure 4.24 Distribution of the variance in the fibre pitch, \(\Delta \Lambda\), as a fraction of the mean \(\Lambda\), as a function of the position for the reconstructed 3m fibre ABC. All values lie within \(\pm 1.0\%\) of the mean, as expected from fabrication tolerances.
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4.4.2 The Final Fibres

In total two photon pair sources were constructed, for this two pieces of PCF are required. The two-photon state generated by each source must be factorable and identical. The SET technique was used to find two pieces of PCF that fulfill these criteria.

From the above study of the fabricated fibre, it was found that variations in the structure and fluctuations in the dispersion exist on a length scale of 15-30cm. The remaining PCF was sampled in lengths of 30 cm and the stimulated JSI measured. From this a catalogue of more than 40 fibre samples was produced. In addition to possessing only a single piece of phasematching, the two pieces of fibre must be as identical as possible so that the photon pairs generated by each source are indistinguishable.

To identify pairs of fibres that most closely exhibit the same JSI, the overlap of the two JSIs was calculated. Each stimulated JSI was first normalised and followed by taking the square root, to approximate the JSA. The overlap integral,

$$\text{JSI Overlap} = \int \int d\omega_s d\omega_i f_{S1}(\omega_s, \omega_i) f_{S2}(\omega_s, \omega_i),$$

(4.10)

was then evaluated, where $f_{S1}$ and $f_{S2}$ are the approximated JSAs of source 1 and 2 respectively. Of the 40 samples characterised only 10 possess homogeneity over a length of 30 cm. From the remaining 10 samples, only two pairs of fibre were identified as being sufficiently similar from the degree of overlap. The stimulated JSIs of the selected fibre are shown in Fig. 4.25. Both fibres produce a factorable state with signal and idler wavelengths of 801 nm and 1560 nm respectively when pumped at 1058 nm. The purity of the reduced state for each fibre was calculated using the singular value decomposition and Schmidt mode decomposition on the approximated JSA with zero-phase, and was found to be 86.2% and 86.9% for source 1 and source 2 respectively. Finally, the overlap of the two fibres was calculated
4.4 The effect of PCF Inhomogeneity on the Reduced State Purity

Figure 4.25 Joint spectral intensity plots measured by stimulated emission tomography for the samples of PCF selected to be built into sources: (a.) Source 1, and (b.) Source 2. The upper bound on the reduced state purities, calculated using the Schmidt mode decomposition, were found to be $P = 86.2\%$ and $P = 86.9\%$ for source 1 and source 2 respectively. These two pieces of PCF show good agreement with a calculated overlap of 95\% indicating that the photons from each source should be nearly indistinguishable.
as 95% indicating that these two fibres are closely matched in terms of their output spectra.

4.5 Conclusions

In this chapter, the design, fabrication and characterisation of photonic crystal fibres for photon pair generation have been presented. A numerical model of the PCF was developed to calculate the phasematched FWM wavelengths and simulate the joint spectral amplitude and intensity functions. From this a fibre capable of producing a factorable joint state and hence pure heralded state was identified and fabricated using the stack-and-draw technique.

The PCF was characterised with a scanning electron micrograph of the cladding structure, white light interferometry to determine the group-velocity dispersion and an experimental measurement of the JSI obtained. To carry out the latter, the technique of stimulated emission tomography was introduced and a characterisation set-up constructed. Through this method, a catalogue of fibre samples was produced, from which two samples were selected to build into photon pair sources. An upper bound for the purity of the heralded state for each fibre was determined using the singular value decomposition of JSI, resulting in purities of $P = 86.2\%$ and $P = 86.9\%$ for source 1 and source 2 respectively. The overlap of the two JSIs was calculated as 95% indicating that the photons generated in the two sources possess a high degree of spectral indistinguishability.

The SET technique was also used to investigate the degree of inhomogeneity in the PCF cladding structure along its length. This manifests itself as additional features in the JSI, which reduce the purity of the heralded state. This effect was confirmed through a numerical simulation of an inhomogeneous PCF. By performing a series of cut-back measurements on a long length of PCF, and recording the JSI at each stage, the JSI was reconstructed in the numerical model to fit approximate structural parameters of the PCF in that section. From
this, the degree of fluctuations was determined to lie within $\pm 1.0\%$ of the mean over a 3 m length, which is still large enough to degrade the two-photon state.

Finally, there is potential to develop an automated reconstruction process using a Monte-Carlo algorithm. An implementation of such a scheme is in development. If this could be achieved, then SET could shown promise for the characterisation of PCFs for use other than pair-generation.
Chapter 5

Construction of an Integrated
Fibre Source of Heralded Single
Photons

5.1 Overview

In this Chapter the construction of an integrated fibre photon pair source in PCF is described. The PCF fabricated in Chapter 4 was integrated with a wavelength division multiplexer (WDM) to split the signal and idler wavelengths into separate fibres. Fibre bragg gratings (FBG) are included at the pump wavelength to reject the pump light from the signal and idler fibres. To reduce the background count rates due to stray pump light and other photons occupying similar spectral modes, a length of photonic bandgap fibre (PBGF) was used, where the transmission bands of the fibre act as broadband filters. Generally, filtering is applied using interference filters in free space sources, and narrowband FBGs in fibre
based sources. These filtering schemes are often required to produce a factorable two-photon state from a correlated one, discarding a large portions of the JSI and therefore potential heralded single photons in the process. We have designed the PCF cladding to produce a factorable state without the need for any filtering. Therefore, employing narrowband filter is only detrimental, and will reduce the achievable coincidence count rate. Throughout this thesis, these photonic bandgap fibres are designated PBGF-800 for the signal arm and PBGF-1550 for the idler. The design and fabrication of the PBGFs is discussed in detail in Section 5.2. In total, two sources of the same design were constructed. In Section 5.3 and 5.4 the assembly of the final sources and construction of the correlation electronics for characterisation is described. Finally, to multiplex the two sources a $2 \times 1$ optical switch is integrated with the idler arms, this is described in Section 5.5.

5.2 Photonic Bandgap Fibre Filter Design and Fabrication

Having generated some photon pairs the next stage is to ensure that only these photons reach the detectors and register a detection event. In reality however, along with the photon pairs, residual pump light and other spurious photons generated through a number of different processes are present in the guided mode of the fibre and must be removed before reaching the detector. Chief among these processes is spontaneous Raman scattering from the pump pulse. This generates noise photons most commonly in the long wavelength idler arm of the source. These uncorrelated singles counts degrade the quality of the single photon state and lead to the formation of a Poissonian number state instead. To prevent this, we must have a reliable manner with which we can spectrally filter the output of the source to remove any unwanted photons from the guided mode. However, this must be done with a broadband
filter so that the factorable JSI is not perturbed. The level of isolation required between the pump and the signal or idler can be calculated by comparing the peak power of the pump laser pulse (av. power \( \sim 1 \text{ mW} \) at 10 MHz repetition rate) to that of a single photon at the signal or idler wavelengths. Assuming a pump pulse and single photon temporal duration of 2 ps, the level of isolation that is required from the filtering scheme is on the order of 100 dB.

In free space photon pair sources this can be achieved in a number of ways, such as using narrowband bandpass filters, coloured glass filters, monochromators, and spectrometers. In sources built within an integrated fibre architecture, filtering is much harder as everything must be accomplished in optical fibre. Previous all-fibre source architectures have made use of fibre-based components, such as optical circulators and FBGs, originally developed for the telecommunications industry\cite{57}. By combing an optical circulator and FBG in series, see Fig. 5.1, only those wavelengths that lie within the transmission band of the FBG can travel from port 1 to 3 and remain in the guided mode. This scheme does however have some limitations. Firstly, the optical circulator typically has a high degree of loss (\( \sim 1.5 \text{dB} \) per pass at 1550 nm, and often significantly worse at 810 nm). Secondly, the transmission window of the FBG is usually narrowband. As we have gone to significant effort to engineer a specific spectral state, we must avoid filtering out portions of it with a narrowband device. Finally, once the grating has been written, the central wavelength of the transmission band can only be marginally tuned through physically stretching the device. Before manufacture, one must know the wavelengths of the signal and idler photons with a good level of accuracy before committing to a device, especially as they can be quite costly to fabricate. In experiments this also removes the flexibility to tune the signal and idler wavelengths to achieve the best joint spectrum.

Here, we present a new filtering scheme which uses the transmission windows of an all-
solid PBGF to act as a broadband filter. All-solid photonic bandgap fibres are another class of microstructured fibres, much like the PCFs discussed in Chapter 4. However, instead of inserting an array of air holes into the structure, the cladding is formed from inclusions of higher refractive index with a core of standard silica, see Fig 5.2. This reversal of refractive indices between core and cladding means that the light in the core is no longer confined by total-internal reflection. The commonly accepted model for guidance in PBGFs (and other waveguides or similar structures) is the anti-resonant reflecting optical waveguide (ARROW) model developed by Litchinitser et al.\cite{137}.

Within the ARROW model, the origin of the high transmission bands can be understood by considering the sets of modes for the individual rods of the high index inclusions. In the case of a 2D PBGF, the rods that form the cladding can be thought of as single step-index cores. Each of these cores possesses a set of guided modes. If the wavelength of the light is

---

**Figure 5.1** A schematic of a filtering scheme using an optical circulator and a fibre bragg grating. Light entering port one can only travel clockwise round the device and so is directed through to port two. In port two a FBG with that has a high reflectance over a narrow wavelength range is inserted. This allows out-of-band light to pass through and exit port 2. The in-band light is reflected back into the circulator where it once again travels one further plot clockwise to the output. This allows one to filter out a desired spectral range from a broadband input.
below the cut-off wavelength of a rod mode, the light may be resonantly coupled out of the PBGF core and into the rod.

If we now consider the entire array of rods, their modes couple (hybridise) to form bands of supermodes. The transmission windows of the fibre core can then be explained in the behaviour of the cladding supermode bands as they approach cut-off. At certain wavelengths, above some cut-off threshold, a supermode of the cladding is no longer supported. Provided that there is not another supermode band present at this wavelength, then any light propagating in the PBGF core cannot be resonantly coupled out to the cladding, and so will remain confined in the fibre core. Over this wavelength range the cladding is said to posses a bandgap, a portion of the dispersion curve for which there is no allowed combination of frequency $\omega = ck$ and propagation constant $\beta$.

By changing the structural parameters of the cladding we can control the position and width of the bandgaps. Scaling $d/\Lambda$ changes the width of the band whilst varying $d$ alters the central position of the bandgap. By then tailoring these parameters we can design the transmission windows to fit to the FWM wavelengths. The task of design is then to determine the location of the band edges for sets of $\{d, d/\Lambda\}$. To do this a series of software...
packages developed Pearce et al. within the Centre for Photonics and Photonic Materials, at the University of Bath were used to calculate the photonic density of states (DOS) for the cladding, and from this find the locations of the bandgaps\cite{138-140}.

Straight away some simplifications can be made. The high-index glass stock available at the time of fabrication had a $d/\Lambda = 0.7$. This can only be reduced by jacketing the rod with extra silica glass, but this would widen the bandgaps potentially allowing more noise through to the detectors. Calculations were performed using structures normalised to the pitch of the fibre, thus the entire structure can be scaled simply by changing $\Lambda$. So even though the rod-rod separation does not actually affect the positions of the band-edges we can move them by scaling $\Lambda$.

For these calculations, an infinite periodic triangular lattice of high-index rods was used. Figure 5.3 shows the simulation unit cell and the calculated photonic density of states, for a cladding rods with $d/\Lambda = 0.7$ and refractive index contrast $\Delta n = 2.02\%$. Areas within the simulation cell marked in white correspond to the high-index inclusions whereas those in black correspond to the lower index background. Within the DOS, supermodes of the cladding are shown in greyscale, where white regions correspond to areas of high DOS. The areas in red corresponding to regions where propagation in the cladding is not allowed are the bandgaps of the cladding. The blue horizontal line represents the light line of the simulation; this represents the target effective index of the core mode of the fibre. As the core is composed of pure silica, this is set as the refractive index of fused silica at the target wavelength. The regions of high DOS above the light line correspond to the guided modes of the cladding. At the point of intersection between a band-edge and the light line the mode becomes cut-off and a bandgap opens up. For the target $k_0$ or $\lambda$ that we wish to confine in the core mode, a value of pitch can be determined that places it within one of the bandgaps of the cladding.
5.2 Photonic Bandgap Fibre Filter Design and Fabrication

Figure 5.3  Left: Photonic density of states of the PBGF cladding. Areas of high DOS are shown in grey scale. The bandgaps, where there is no supermode of the cladding, are shown in red. The size of the rods, normalised to the pitch of the structure, controls the location of the bandgaps. Thus by scaling the pitch \( \Lambda \), the bandgaps can be placed for a value of \( k_0 \) or \( \lambda \). Right: The simulation unit cell. Areas of high refractive index are shown in white; where as those regions in black correspond to the lower fused silica background.

Table 5.1  Summary of the finalised structural parameters for PBGF-800 and PBGF-1550 and the final fibre outer diameters.

<table>
<thead>
<tr>
<th>Fibre</th>
<th>( \Lambda ) (µm)</th>
<th>( d/\Lambda )</th>
<th>OD</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBGF-800</td>
<td>6.8</td>
<td>0.7</td>
<td>( \sim 180 ) µm</td>
</tr>
<tr>
<td>PBGF-1550</td>
<td>13.5</td>
<td>0.7</td>
<td>( \sim 265 ) µm</td>
</tr>
</tbody>
</table>

From these calculations two designs were finalised, one for the signal photon (PBGF-800) and one for the idler photon (PBGF-1550). In each of these designs the third bandgap was targeted as it should experience less bend loss\(^{[140,141]}\). The structural parameters of the two fibres are summarised in Table 5.1. The fibre was then fabricated using the same stack-and-draw technique as described in Section 4.2. A single stack was produced as the \( d/\Lambda \) remains constant in each fibre and from this two different sets of cane sizes were drawn. As with the FWM PCF fibre draws, the fibre was sampled off the drum and the transmission spectrum measured using a supercontinuum light source, the draw parameters were then adjusted to set the bandgaps in the correct positions. Figure 5.4 shows the PBGF transmission over a broad range of wavelengths.
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Figure 5.4 Photonic bandgap fibre transmission spectra measured through approximately 2 m of fibre using a broadband supercontinuum light source coupled into the core. The output was collected with a multimode fibre and measured using an optical spectrum analyser. Top: PBGF-800 shows a broad transmission band centred at 810 nm to collect the signal photon. Bottom: PBGF-1550 shows a broad transmission band centred at 1550 nm to collect the idler photon.
With the pair-generation PCF and PBGF successfully fabricated and the remaining components purchased such as WDMs (Gooch and Housego) and FBGs (AOS), the final assembly of the integrated photon pair sources was carried out. As all the components have been sourced in optical fibre this is achieved by fusion splicing.

The two fibres to be spliced are first cleaned and cleaved before being seated within a pair of clamps within the splicer. A set of motorised states can then be used to align the fibre cores (or cladding) and position the flat end faces close together. In a fusion arc splicer, an electrical arc between two electrodes of a controlled duration and intensity is applied to heat and soften the glass. Simultaneously, the stages move together to fuse the glass at the interface between the two fibres. After splicing, a splice protector is placed around the joint and heat shrunk down around the fibres, producing a strong and stable join between the two fibres.

5.3.1 PCF-SMF Splicing

For conventional fibres (SMF28, Hi1060) of similar types, splice losses of $< 0.1$dB can be achieved. However, splices between micro-structured fibres and conventional single mode fibres (SMF) are often more difficult and, unless care is taken, can be very lossy. The reasons for this are two-fold. Firstly, if the mean field diameter (MFD) of the mode in each fibre are significantly different, then the modal overlap is poor and little light will be launched into the second fibre, resulting in a large loss at the interface. As we have designed the PCF with a particular $\{\Lambda, d/\Lambda\}$ to achieve a specific phasematching condition the mode field diameter is fixed.

Secondly, and particularly for air-clad PCFs, the waveguiding cladding structure near the splice can be damaged by the heat and stress applied in the splicing procedure. When
heated, the air holes in the cladding will naturally want to collapse due to surface tension at the glass-air interface. This leads to a reduction in the refractive index contrast at the splice point. As a result of this, the MFD expands as it approaches the splice and may no longer overlap well with the guided mode of the next fibre\footnote{142,143}. Alternatively, if the air holes are particularly small, such as in this PCF, the holes may collapse completely leading to loss of the waveguide in this region and high levels of loss. Therefore, to minimise the loss when splicing PCF it is important to tailor the arc current and duration to prevent hole collapse.

To achieve the lowest levels of splice loss the splicing arc can be used to gradually collapse the air holes in the cladding in a region up to the splice interface. If this is done in a sufficiently controlled manner then the two modes can be made to match\footnote{142–144}. This technique was not attempted here however as only short lengths of identical usable fibre had been identified. Any damage to the selected fibre segments may have resulted in them becoming unusable. Instead the splice settings were first optimised on similar fibres from another band until a loss of $<50\%$ was readily achieved. At this point the two selected PCF segments were spliced to 1m lengths of Hi1060 and stored safely until use.

### 5.3.2 PBGF-SMF Splicing

The next type of splice to be considered is that between SMF and the PBGFs. For PBGF-800 this was relatively simple, the outer diameter and core size are similar to that of Hi1060 and SM800 and the large volume of silica glass at the interface means that a splice setting for SMF-SMF fibres could be used. For PBGF-1550 significant problems arose. With laser light launched into the first fibre and the cores aligned in the splicer, a transmission of between 50-60\% was achieved. But due to the large pitch and number of rings required the physical extent of the cladding area is very large. Thus, when splicing to standard SMFs,
the cladding of the single mode fibre makes contact with the cladding rods in the PBGF, see Fig. 5.5. This coupled with the tension in the larger fibre as it is bent in the splicer, resulted in a large failure rate of splices when they were removed. To stabilise the joint at the splice a simple, single graded-core fibre with good mode-overlap with the PBGF, whilst also having significant overlap between areas of pure silica in the PBGF jacket, was fabricated. This fibre is designated as large mode area (LMA) fibre throughout this thesis.

To model the mode overlap between the two fibres, the mode of the PBGF-1550 was calculated using the same set of software packages used to determine the DOS, see Fig. 5.6a. A second model was then developed in COMSOL 3.5 to simulate the mode of a fibre with a graded-core of varying sizes, see Fig. 5.6b. The overlap integral,

$$\text{Overlap} = \int \int dxdy \Psi_{\text{PBGF}}(x, y) \Psi_{\text{LMA}}(x, y),$$  \hspace{1cm} (5.1)

between the fundamental modes, $\Psi(x, y)$, was then evaluated to give an indication of poten-
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Figure 5.6  Left: Fundamental mode profile of PBGF-1550 calculated using the FFPW eigensolver. The 6 lobes located around the perimeter of the central lobe exist in the high-index rods, and are a result of the resonance condition for the electric field. Right: Fundamental mode profile of the LMA fibre fabricated to bridge between PBGF-1550 and SMF28. The mode profile was calculated using a graded-index profile in Comsol 3.5.

The results of the calculation, along with a data set for step-index fibre with the same index contrast as SMF28 is shown in Fig. 5.7. For the step-index fibre there is turning point around 18 µm, where beyond it the MFD is larger than in PBGF1550. For the graded-index core fibre, there is a clear trend towards larger core sizes as the mode field expands. This presents a new problem however. At these values of core size and index contrast, the LMA fibres are not single mode. This could potentially lead to photons being launched into higher order modes of the fibre, this would then cause large amounts of loss at the interface with a single mode fibre later. Additionally, the idler photons would no longer be heralded into a single spatial mode reducing the indistinguishability that is required from the heralded state.

To prevent this from occurring the LMA fibres can be post-processed to incorporate a mode filter. This can be done by tapering the fibre down to produce a region with a smaller core size over which only the fundamental mode is supported at the target wavelength, see
Figure 5.7 Mode field overlap between the fundamental mode of PBGF-1550 and the fundamental mode of a large mode area fibre with a given core size. (Blue) 2% Step index fibre, (Green) 2% Graded Index Profile and (Red) A fibre with an index step equal to that of SMF28. For both, the 2% step and SMF28 profile fibres there is a clear peak in the overlap at a value around 18μm, above which the mode is now oversized. For the 2% graded-index fibre, the mode expands at a slower rate as the core size is increased and therefore the peak shifts to large core sizes.
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Figure 5.8 A schematic of the taper profile of the large mode area fibre, the mode profile is shown in purple. As the fundamental mode propagates from the left to the right, the transverse structure is scaled down, provided that the change is gradual enough the guided mode will follow and also reduce in size to match the new core size, in which only the fundamental mode is guided. On the up taper if the transition is again gradual enough, higher order modes will not be reintroduced to the output.

Fig. 5.8. Provided that the transition region is gradual enough the device will be low loss and the stripped modes will not be recaptured in the up-taper\cite{145,146}. After tapering the LMA fibres from an outer diameter of 265\(\mu\)m to a diameter of 125\(\mu\)m, the taper waist was cut in two, to form two LMA mode horns. Now the 265\(\mu\)m ends can be successfully spliced onto the PBGF with lower loss, whilst the 125\(\mu\)m waists can be spliced with low loss to conventional single mode fibres. A schematic of the final filter device is shown in Fig. 5.9. The fundamental mode of Hi1060 can be expanded to match the mode of PBGF-1550 in the up-taper, propagate through a length of PBGF-1550 to spectrally filter the generated photons, and then be reduced in the down-taper to that of SMF28. The transmission loss of the completed device is shown in Fig. 5.10b.

5.3.3 Assembly of the Photon Pair Source

A schematic of the source is shown in Fig. 5.11. The pair generation PCF was first spliced onto an FBG centred on the pump wavelength, with a bandwidth of 28 nm and a reflectivity of 99.9\%, to reject the pump light. The transmitted light passes through into a WDM that
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Figure 5.9 A schematic of the complete PBGF filter device. The tapered LMA fibre is cut through at the waist to form two mode horns. The untapered ends are then spliced onto the PBGF, where there is now significant overlap of silica areas, providing a strong splice. The taper waists are spliced onto Hi1060 and SMF28, forming a device in which light can be transferred from SMF to PBGF and back again with relatively low loss.

is used to split the light into three different arms, the signal (810 nm), idler (1550 nm) and any residual pump (1064 nm) light. The transmission spectrum of the WDM is shown in Fig.5.12.

The residual 1064 nm output fibre can then be coupled to a power meter to aid with coupling into the PCF and for monitoring the pump power level. In both of the signal and idler arms, a secondary FBG was first spliced onto the output fibres of the WDM to further increase the isolation of the pump. Following this, the two lengths of PBGF-800 and PBGF-1550 were spliced on to signal and idler arms respectively. After the filters, a length of single mode fibre, SM800 or SMF28 was spliced on to the signal and idler outputs respectively. Finally, the output of the signal arm in SM800 was connectorised with FC connectors to allow for consistent and easy coupling to the FC-port of the respective detectors. The final source was stabilised on a MDF board with laser cut channels to lay the fibres in. The total transmission loss from PCF to the three outputs of the source was then measured by performing a cut-back measurement over the complete device, see Fig. 5.13. The losses were found to be $-5.6 \, \text{dB}$, $-27.3 \, \text{dB}$ and $-5.0 \, \text{dB}$ for 810 nm, 1064 nm and 1550 nm respectively. The actual pump power coupled into the PCF can be found by using the loss at 1064 nm
Figure 5.10  Top: (Blue) Transmission profile of the complete PBGF-1550 filter measured by coupling supercontinuum light into the Hi1060 pigtail. (Green) Supercontinuum spectrum after cutting back in to the Hi1060 pigtail. Bottom: The loss of the complete device, calculated by subtracting the transmission profile from the background supercontinuum spectrum. At 1550 nm the loss is approximately -3 dB.
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Figure 5.11 A schematic of a single source. The 30cm of PCF is splice onto the FBG written in Hi1060. The output of the FBG is spliced onto the input port of the WDM. In the 1060 nm output a connectorised Hi1060 patch cord was spliced, this can be easily coupled to a power meter. In the remaining two arms a further FBG was spliced on, followed by 1 m of PBGF-800 and PBGF-1550 for the signal and idler respectively. Each of the components provides 30 dB of isolation to the pump. In the signal arm, a connectorised SM800 patch cord was spliced onto the output to allow easy interface with the FC connectorsied detectors. The idler arm was left as bare fibre so that it can be integrated with the switch easily.

Figure 5.12 Transmission spectra for the different outputs of the WDM. Supercontinuum light was coupled into the input port and each output port sent to the optical spectrum analyser. (Blue) 800 nm, (Green) 1060 nm, and (Red) 1550 nm. The higher order transmission bands can be seen for the 800nm and 1060nm output ports. The Si APDs are not sensitive to light in the higher band.
as a correction factor to the residual power in the output fibre. Overall an isolation to the pump in excess of 90 dB was measured using an OSA, this was limited by the dynamic range of the instrument. In both the signal and idler arms the PBGFs yield an isolation of \(\sim 30\) dB. The signal and idler arms also contains two FBGs at 1064 nm, each of which contributes 30 dB to the total isolation. Overall when combined with the WDM used to split the photon pairs from the pump, which itself contributes a further 30 dB, a total isolation in the region of 100-120 dB was achieved between the pump and the signal or idler wavelengths in the output fibres. The source is robust, low maintenance and can be easily taken off the optics table and stored or moved to a different laboratory, with no extra alignment effort required. In total two sources of the same construction were produced to be used in the final multiplexed device.

### 5.4 Detection and Coincidence Counting Electronics

With the photon pair sources constructed we can now generate some photons, but first we must establish a system with which to detect them. To perform this measurement we need to have a robust and accurate method for determining when both APDs fire simultaneously. By counting the resulting number of coincidences in a given time interval we can determine the heralded generation rate.

Further characterisation measurements, such as the degree of second order coherence and Hong-Ou-Mandel interference visibility necessitate the ability to determine up to four-fold coincidences including a simultaneous measurement of all possible lower level coincidences between the detectors. Developing the coincidence counting electronics required to do this forms a large step towards successfully demonstrating a heralded single photon source. In the past these correlations have been used measured using nuclear instrumentation modules
Figure 5.13 Top: Transmission spectrum of the complete source. Supercontinuum PCF was spliced onto the Hi1060 input rather than the pair generation PCF. This fibre was pumped at 1064 nm to generate a broad supercontinuum in the input fibre. Each of the outputs of the source was taken to a optical spectrum analyser, (blue) 800 nm, (Green) 1060 nm, and (Red) 1550 nm. The Hi1060 input was then cut and taken to the optical spectrum analyser to measure the input spectrum (cyan). Bottom: The calculated loss from the cutback measurement for the (Blue) 800 nm and (Red) 1550 nm outputs, yielding a loss of -5.6 dB and -5.0 dB respectively.
(NIM) and precise lengths of coaxial cable to tune the delay between detector pulses. The cost and bulk of these systems limit the flexibility of the measurements that can be made.

An emerging trend in the single photon detection and correlation measurement is the use of field programmable gate arrays (FPGAs). FPGAs are programmable logic chips; fundamentally this allows one to program them to carry out a desired logical function, such as looking for coincidences. There is no limit to the number of times the FPGA can be reprogrammed; this makes prototyping of designs fast, with no soldering of components necessary to change design. If further correlation measurements are required the logical function can be quickly adapted, rather than having to purchase additional pieces of equipment. FPGAs are a powerful tool for signal evaluation conducted on a large scale at high speed. This makes these devices an ideal piece of hardware for photon counting applications, where the number of potential correlations scales exponentially with the number of detectors as well as operating with high repetition rate lasers. A further benefit is the low cost, a development board kit containing an FPGA, microprocessor, and variety of connectors (USB and Ethernet) can be purchased for \( \sim £100 \).

The FPGA system developed as part of this project was designed to have: 6 BNC inputs, capable of receiving digital pulses with durations of 35 ns (Si APD) and 100 ns (InGaAs APD), determine up to four-fold correlations between 6 inputs, count the number of all possible correlations observed and send the count rates off-board to a computer for data collection. A development board from Altera (DE2-115) was used to implement the design. A daughter card was fabricated with BNC connectors and an Ethernet jack, and attached to one of the expansion headers of the main development board.

Within the logical function developed for the FPGA, the input detector pulses are first synchronised to a fast (400MHz) internal reference clock in a clock-domain crossing. In doing so, the pulses are shortened to 6 ns in duration and the rising edges of the signals
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locked to that of the clock. This time duration sets the coincidence time window of the correlation, i.e. if two signals both go through a rising-edge within 6ns of each other they count as correlated. When the logical function is fitted to the logic cells within the chip the physical path taken by the signals between cells may cause timing delays between logically related signals. By locking all the inputs to a synchronous clock this timing skew can be minimised, ensuring that two correlated signals arrive at the correct portion of the design and register as a coincidence within the coincidence time window. Therefore the correlations can be determined very simply using sets of AND gates, where the output of the gate is logically high when both inputs are logically high. A series of counters monitor the output of the correlation functions and on every rising edge of the output increment by +1.

The value of the counters are read out once per second and sent from the FPGA to the laboratory PC via a local Ethernet connection. A LabVIEW application on the PC-side monitors the incoming connection, reads the data out of the Ethernet frame and displays it on screen. The count rates for every correlation are continuously written to a text file that is then saved at the end of a data run.

5.5 Optical Switch Integration

To complete the multiplexed device, the idler outputs of the two sources were connected to the inputs of a $2 \times 1$ fibre coupled optical switch. Here, a Nanona™ OptoCeramic™ switch from Boston Applied Technologies Inc. was used. The behaviour of the switching scheme is described as follows. With the switch powered on, if the switch is closed, the output from source 1 is routed through to the common output, see Fig. 5.14a. This is the default position. The heralding detector of source 2 was connected to the switch set pin. Thus, when the heralding detector of source 2 fires, the switch opens and routes source 2 to the common
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Figure 5.14 Illustration of the switch states: (a.) Closed - with no heralding signal from Source 2, the switch remains closed and routes Source 1 to the output. (b.) Open - when a heralding signal is present from Source 2 the switch opens and routes Source 2 to the output.

output, see Fig. 5.14b. The switch itself operates by means of the electro-optic (EO) effect. A voltage, \( V \pi = 199\text{V} \), is applied longitudinally to the ceramic in the direction of light propagation. A series of micro-patterned electrodes on the front face produce a spatially varying electric field transverse to the direction of light propagation. Through the EO-effect, this introduces a refractive index gradient in the ceramic which is used to steer the beam, and map switch inputs to outputs\(^{[148]}\). Unlike a mechanical switch, this allows the switching rise time (set-up time) to be fast at around 60 ns (mainly limited by the switch driver electronics). Factoring in the additional set-up time due to the electronic switch drive unit, the switch can be operated at a high repetition rate, specified as 1 MHz by the manufacturer. Combined with the low insertion loss (<1 dB) and polarisation insensitivity make this a good choice of switch.

The time that the switch is open to source 2 is approximately equal to the duration of the 5V pulse placed on the set pin. The detector pulses from the Si APD heralding detector are 35 ns in duration, and therefore too short to allow the switch to fully open. To ensure that the maximum switch transmission is achieved, the heralding pulses were first sent to a second FPGA. Within this FPGA, the logical function stretches the input pulses from 35 ns to 140 ns, incurring a small amount of additional time delay (45 ns) in the process, see
Fig 5.15a. The output pulses from the FPGA are used to drive the set line of the switch. The additional delay in the FPGA was adjusted to match the arrival time of the idler photons from source 2, placing the photons in the middle of the switching window, where hopefully the transmission is at a maximum. Figure 5.15b displays the transmission window of the switch, with the beam from a CW 1550 nm laser coupled into one of the input fibres. The switch driver causes an additional set-up delay of 150 ns. The total set-up time between a heralding signal being generated and the switch opening is around 200 ns.

In the characterisation measurements, we wish to detect the coincidences between the signal and idler photons. To do this the electronic pulses from the detectors must arrive at the FPGA-Correlator simultaneously. However, now the idler photons are detected around ~200 ns after the signal photons, so we must delay the heralding signals in time by this amount. This is an impractically large a time delay to be done with only lengths of coaxial cable. Instead, the same FPGA that produces the switching signal, also produces a variable electronic delay for the heralding detector signals before they are routed to the correlator, Fig. 5.15c.

A schematic of the complete multiplexed system is shown in Fig. 5.16. When integrating the switch with the multiplexed system, the idler photons from both sources must be delayed by the total set-up time of the switch so that the state of the switch is prepared ahead of the arrival of the photons. To accommodate the approximately 200 ns of set-up time, 42 m of SMF28 fibre was spliced onto the output of each source before splicing to the switch itself. A pair of polarisation controllers were added to the fibre delay line to control the polarisation state and counter any polarisation effects induced by propagating through the fibre wound on a pair of spools.

In addition to ensuring the switch is prepared ahead of the arriving photons, the idler photons from the two sources must be made to occupy the same time bin at the InGaAs
Testing the FPGA controlled switching scheme, in all panels the input trigger (heralding) signal is shown in (blue). (a.) As the switch and drive unit have a rise-time (set-up) of 60 ns, the FPGA first produces the 140 ns switching signal (red) from the 35 ns heralding signal (blue). This allows the switch to reach point of maximum transmission. (b.) The optical profile of the switch window (red). Measured with a fast photo-diode and CW laser, and the switching pulse generated in (a.). The switch driver causes a further 150 ns of set-up delay. (c.) The same FPGA is also used to delay both heralding channels by 200 ns (green), so that the heralding and idler detector signals reach the FPGA-correlator simultaneously.
Figure 5.16  Schematic of the all-fibre multiplexed source. The PCF is first spliced onto a FBG (Black), to reject the pump light. The signal and idler photons are split in the WDM, before passing through secondary FBGs to increase the isolation to the pump. The photons next pass through lengths of PBGF to filter out any remaining uncorrelated photons. Polarisation controllers (PC) on the idler fibres are used to match the polarisation of the photons at the output. The heralding detector of source 2 sets the state of the switch.

detector. As a pulsed laser is used the idler photons are localised in time to within the pump pulse duration. Therefore, to reduce the background count rates at the detector, it is run in a gated configuration where the element is only active for a short period of time, centred around the expected arrival time of the idler photons. The required gating signal is derived from a photo-diode placed in a beam dump of the pump laser pulse train. Within the InGaAs detector the internal delay between the arrival of the gating signal and the activation of the detector bias voltage can be controlled to encompass the arriving photons.

The relative offset between the arrival times of idler photons from each source was measured by pumping both sources, initially independently, with the switch set statically for each source in turn. The internal trigger delay of the InGaAs detector was stepped through and the detector count rate integrated for 30 seconds at each point, the resulting arrival times are shown in Fig. 5.17. Initially, source 2 was found to be marginally ahead by 5.1 ns, a
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Figure 5.17  The time of arrival of idler photons from source 1 (green) and source 2 (blue), relative to the detector trigger signal. Measured by scanning the internal trigger delay and counting the number of detection events. Source 2 was initially found to be 5.1 ns ahead of source 1, a further 1.24 m of SMF28 was spliced in to source 2 to add required delay. The count rate of source 2 was re-measured to confirm that the arrival times of idler photons from the two sources were in the same time bin (red).
further 1.24m of SMF28 was spliced in between source 2 and the switch to introduce the required additional delay. Further to this, a variable delay line using a translation stage and a pair of mirrors was constructed for the pump beam to source 1. This made it possible to fine-tune the timing of the pump pulses, and hence the arrival time of the idler photons at the detector to within the gate width.

As a final check, both sources were pumped simultaneously with the switching scheme active and the count rates observed. Each source was blocked in turn and the count rates measured. With source 1 and the switch active, the count rates were found to not change significantly from the static case, this is as expected as this is the default position of the switch and is in effect static. With source 2 and the switch active, the number of raw idler counts at the InGaAs detector was significantly reduced, but crucially the number of coincidences with the heralding signal remained nearly constant. This is due to a noise gating effect, which will be discussed in more detail in Section 6.2.3.

Now that both photon pair sources have been constructed and characterised classically, and we have a system with which we can count coincident detection events we can begin to characterise the quantum states generated. In the following Chapter we will discuss the results of the characterisation measurement carried out in the quantum domain.
Chapter 6

Characterisation of a

Multiplexed Photon Pair Source

6.1 Overview

In this Chapter we will build on the work presented in Chapter 5 and characterise the individual sources and the complete multiplexed device. First, in Section 6.2, the individual sources and multiplexed device are characterised in terms of the coincidence-to-accidentals ratio between the heralding and idler arms. Secondly, the use of the switch as noise gate for Source 2 is explored in Section 6.2.3. Thirdly, in Section 6.3.1, the marginal second-order coherence is measured to determine the spectral purity of the idler photons. Finally, a measurement of the second order coherence of the heralded idler state was used to demonstrate that the sources are heralding single photon states, see Section 6.3 for details.
6.2 Characterisation of the Coincidence Count Rates

Following from Section 5.5, where the idler photons were aligned into the same time bin of the detector, Source 1, Source 2 and the multiplexed system were fully characterised in terms of the coincidence count rates, coincidence-to-accidentals, marginal second-order coherence and heralded second order coherence. To select Source 1 individually, the switch was powered on but the set signal disconnected, to select Source 2 the switch was not powered on at all, and when multiplexing the switch is triggered by the heralding detector of Source 2. In addition to using the switch to multiplex the two sources, it could also be used as a noise gate when running Source 2 independently. In this case the switch is powered on with the set signal derived from the heralding detector. The pump beam to source 1 is blocked, therefore only when the heralding detector of source 2 fires will the switch open to the idler photons. As a result of this the amount of noise from those pump pulses that did not result in a pair-generation event is greatly reduced\textsuperscript{[149]}.

As the heralding detector is an integral part of the source, to maximise source performance, it is important to select a detector with high detection efficiency. The signal photons, around 800 nm, were detected using a four-way silicon APD from Excelitas (SPCM-AQR-4C), with a detection efficiency of $\sim 50\%$ at the target wavelength.

The long-wavelength idler photons, around 1550 nm were detected using $ID210$ and $ID201$ InGaAs detectors from $idQuantique$. The user configurable detection efficiency was set to 15% to minimise the effect of detector dark counts. There are less stringent requirements on the idler detector as it is not part of the source and is only used for characterisation purposes in these experiments. Any inefficiency in the detector can be accounted for in observed count rates. It does however make the characterisation measurements harder to carry out, requiring a longer integration time to achieve smaller error bars as well as lacking sensitivity.
6.2 Characterisation of the Coincidence Count Rates

In all of the following characterisation experiments the Si APD was run in free-running mode, and so is able to detect a photon regardless of the arrival time (provided it is not within the dead time of a previous detection). The detector itself operates as a binary device. Therefore, any detection result constitutes a heralding signal, and thus the detector is prone to providing spurious heralding signals that are not correlated with events in the idler arm.

The idler detectors were run in a gated configuration from a signal generated from the pump laser pulse train. We can then set the gate time of the detector, such that the detector element is only active for a fraction of the laser pulse train that encompasses the expected time of arrival of the idler photons. By setting the gate width to 2.5 ns, a large portion of the noise reaching the detector can be removed from pulse train. After a detection event the signals are sent to the FPGA correlator via lengths of coaxial cable and a variable delay unit from Ortec. This variable delay can then be scanned to account for any differences in optical path length or other electrical delay, that causes a time delay between correlated detector signals arriving at the FPGA. As the delay is scanned, the point of optimal overlap is found at the peak coincidence count rate. An example scan is shown in Fig. 6.1. For the different characterisation experiments, different amounts of delay will be required to align the detection signals in time at the FPGA-correlator.

6.2.1 Coincidence Counting and Coincidence-to-Accidentals

First the coincidence count rates between the heralding detectors and the idler detector for each individual source and the complete multiplexed device was measured as a function of pump power. From this, the coincidence-to-accidentals ratio (CAR) which is an estimate of the signal-to-noise of true coincidence counts from a correlated pair-generation event, and those coincidences observed by accident. An accidental coincidence is one in which the two
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Figure 6.1 Coincidence counts between a heralding detector and the idler detector as the electrical delay between the two signals is varied. The peak in coincidence counts between the two detectors indicates that the detector signals are due to the presence of a correlated generation process. The width of the peak is related to the coincidence time window in the FPGA-correlator.

detector signals result from uncorrelated processes. These events may occur from a number of different mechanisms, such as dark counts and after-pulsing in either detector, stray room light, residual photons at the pump wavelength, and photons generated from undesired non-linear processes such as spontaneous Raman scattering. Any combination of these events with a true signal or idler photon detection event may occur or as an isolated combination of noise processes.

Detector dark counts and after-pulsing effects were minimised by working at a low detector bias voltage (efficiency) and by introducing a dead time in the detector electronics. The effect of stray room light was minimised by shielding the detectors in a box lined with blackout fabric and working in a dark laboratory. By including a number of FBGs at the pump wavelength and lengths of PBGF filters there was > 90 dB of isolation to the residual pump light and Raman scattered photons in the signal and idler arms.
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A measure for the accidentals count rates can be determined by delaying the idler photons or the detector signal, to coincide with a signal detection event from the next pulse of the laser. We could then measure the cross-correlation count rate between a detection event in the idler arm on the $n$’th pulse and a signal detection event on the $(n + 1)$’th pulse.

Another method of determining the accidentals count rate is to approximate it by calculating the probability that a number of detection events randomly distributed in time happen coincidentally\[[150]\]. With no time-stamping information available, we have no knowledge of which laser pulse resulted in a detection event within the integration time. From the number of detection events at each detector during the 1-second integration period, the probability per pulse of a detection event occurring is,

\[
p_{\text{sig}} = \frac{N_{\text{sig}}}{R_p},
\]

\[
p_{\text{idl}} = \frac{N_{\text{idl}}}{R_p},
\]

where $N_s$ and $N_i$ are the singles count rates for the signal and idler respectively and $R_p$ is the pump repetition rate. The probability per pulse that the signal and idler detectors fire coincidentally, ($p_{\text{acc}}$), is found from the overlap of the two events,

\[
p_{\text{acc}} = p_{\text{sig}} \cdot p_{\text{idl}} = \frac{N_{\text{sig}}}{R_p} \cdot \frac{N_{\text{idl}}}{R_p}.
\]

We can convert this probability back into a count rate by multiplying by the repetition rate. Hence, the accidentals count rate per second is,

\[
N_{\text{acc}} = p_{\text{acc}} \cdot R_p,
\]

\[
= \frac{N_{\text{sig}} \cdot N_{\text{idl}}}{R_p}.
\]
The coincidence-to-accidentals ratio is then,

\[ \text{CAR} = \frac{N_{\text{coinc}} - N_{\text{acc}}}{N_{\text{acc}}}, \quad (6.6) \]

a CAR in excess of 10 is an indication of a potentially useful source of heralded single photons[57].

6.2.2 Experimental Results: Coincidences and CAR

Figure 6.2, shows the general experimental set-up. The 10 MHz, 1064 nm, 200 fs pulses from the *Fianium FemtoPower* fibre laser first pass through a HWP and PBS pair for power control. A DET10 photodiode from *Thor Labs* was placed in the rejected arm of the PBS, the signal from which was used as the gate signal for the idler detectors. Following the PBS, the laser train passes through a 4-f spectrometer. A transmission grating was used to spatially separate the different spectral components of the pulse. In the focal plane of a lens placed one focal length away from the grating, a mirror was placed to direct the beam back over the outgoing beam, through the filter to the grating. A pair of razor blades mounted on translation stages just in front of the mirror, can be used to select a portion of the spectral content of the pulse, setting the central wavelength and bandwidth of the pump pulses. The selected light passes backwards through the filter to the grating where the pulse is recombined. An optical spectrum analyser and autocorrelator were used to calibrate the filter in the spectral and temporal domains, the calibrate root mean square (RMS) bandwidth \( \sigma_{p}^{\text{RMS}} \) of the pump spectrum is shown in Fig. 6.3. A HWP before the 4f-spectrometer was used to adjust the polarisation of the pump to maximise the efficiency of the grating.

A further HWP after the filter was used to prepare the pump polarisation, before passing
Figure 6.2 Schematic of the complete multiplexed device. The pump beam (Green) is first split at a PBS to control the average power and produce a trigger signal for the InGaAs detectors. The pump then passes through a grating filter to control the bandwidth and central wavelength of the pulses. After this, the pump is coupled into the PCFs using aspheric lenses. The heralding APDs feed forward to the switch via the FPGA to set the state of the switch ahead of the idler photons, which are then detected by an InGaAs detector. A second FPGA is used to count coincident detector signals.
through a second PBS to split the beam line into two parts, one for each source. By adjusting the position of the HWP the power was evenly distributed across each arm. The two beam paths were directed to the input of each individual source, including a variable delay line in the path to source 1. A HWP and polariser before the input to each fibre allows a particular polarisation axis of the fibre to be excited. The pump pulses were coupled into the PCF core using aspheric lenses and precision 3-axis translation stages.

Everything following was completely integrated in optical fibre. A major improvement over existing heralded single photon sources, is that this system requires no further alignment. The 1060 nm output of the WDMs were routed to an InGaAs power meter to monitor the amount of pump light and to aid coupling into the fibres. However, the pump power measured at the output port is not the actual pump power coupled into fibre, but rather the residual pump power after an FBG and the WDM. The power coupled into the PCF can be retrieved by using the applying transmission loss of $-27.3$ dB as a scale factor to
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the residual pump power. The FC-connecterised outputs of the signal arms were connected to the inputs of the silicon detectors. The common output of the switch was spliced to a in-line fibre polariser (∼ 1 dB insertion loss), and then sent directly to the input of the ID210. By adjusting the polarisation controllers on the fibre delays, in conjunction with the HWP before the PCF, any polarisation axis of the PCFs can be excited, and then translated to pass through the polariser. This ensures that we only collect idler photons in the same polarisation from both sources.

The central wavelength of the filter was set to ∼ 1064 nm and the bandwidth varied to optimise the count rates, finally fixing at $\sigma_p^{RMS} = 2.7$nm. This bandwidth is contemporary with the setting used when determining the experimental JSI, and so should be well matched to the length of the fibre and therefore produce a factorable photon pair state. At this fixed bandwidth setting, the singles ($N_I, N_{H_1}$ and $N_{H_2}$) and coincidence count rates ($N_{H_1I}$ and $N_{H_2I}$) were measured as the pump power was varied, where each point was integrated for 60 seconds. When multiplexing, we also measure the three-fold coincidence count rate ($N_{H_1H_2I}$) between the two heralding detectors and the idler detector. When calculating the multiplexing count rate, $N^{(2)}_c$, the three-fold count rate is subtracted from the two-folds,

\begin{equation}
N^{(2)}_c = N_{H_1I} + N_{H_2I} - N_{H_1H_2I}.
\end{equation}

This removes those events where both sources generate a pair, ensuring that these events are not double counted. The number of accidental counts per second for the multiplexed source is calculated as,

\begin{equation}
N^{(2)}_a = \frac{N_{H_1} \cdot N_I}{R_p} + \frac{N_{H_2} \cdot N_I}{R_p} - \frac{N_{H_1} \cdot N_{H_2} \cdot N_I}{R_p^2},
\end{equation}

where again the subtraction of the third term on the right hand side prevents double count-
Figure 6.4 The coincidence count rates for (Blue): Source 1, (Green): Source 2, and (Red): Multiplexed device. As the pump power is raised, the pair generation rate is increased and the coincidence count rate increases. Error bars are calculated assuming Poissonian statistics. By multiplexing the coincidence count rate at a fixed pump power is greatly improved.

The CAR of the $2 \times 1$ multiplexed source is calculated as,

$$\text{CAR}^{(2)} = \frac{N_{c}^{(2)} - N_{a}^{(2)}}{N_{a}^{(2)}}$$  \hspace{1cm} (6.9)

The pump power to each source was tailored to achieve similar coincidence count rates from each individual source.

Figure 6.4 shows the measured coincidence count rates as the pump power was varied. Source 1 requires significantly more average power to achieve the same count rate as source 2. However, the power measured here is the residual pump power after a FBG and WDM. The loss at 1064 nm in each source may be slightly different, resulting in this discrepancy. The error bars are calculated assuming Poissonian statistics for the detection events distributed over the total number of pulses in the integration time. All three sources exhibit increasing
count rates with increasing power. This increase should behave quadratically with increasing pump power. However, here the behaviour appears to be linear. The dead time of InGaAs detector was set to 10μs, the maximum potential count rate is therefore 100kHz. The singles count rates at the detector are approximately 10% of this value indicating that we are far from saturating the possible time bins.

All of the data points plotted above were collected with the pump laser system running at 10MHz. However, the switching window is approximately 200 ns wide. As a result of this, the maximum rate at which the switch can be set is 5 MHz. If there are two heralding signals from source 2 on consecutive pulses of the laser, the switch will already be set in the correct position to route the two corresponding photons to the output. If however there is a heralding signal from source 2, followed by a heralding signal from source 1 on the next consecutive pulse, then the switch cannot be reset in time to allow the heralded photon from the subsequent pulse through to the output. This effectively increases the amount of switch loss experienced by source 1.

Provided that the pump power is low, and hence the probability of generating a pair per pulse is also low, then there will be very few cases where pair-generation events occur on subsequent pulses. As the pump power is increased, the number of potential heralding events from source 2 will increase. Therefore, there is more potential for missing heralded idler photons from source 1, this will eventually lead to a saturation of the relative contribution of source 1 to the total multiplexed coincidence count rate. The initial switching time window of 200 ns was chosen to ensure, in the first stages of development, that the photons arriving from source 2 would successfully be routed through. By reducing the amount of time the switch is open around the arriving heralded idler photon, this effect could be minimised. The switching window is fundamentally limited in its minimum duration by the rise and fall time of the switch, both of which require approximately 60 ns. Therefore, with the switch
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**Figure 6.5** Coincidence-to-Accidentals ratio as a function of the coincidence count rate for source 1 (Blue), source 2 (Green), and the multiplexed device (Red). Curves are fitted to the scatter points using a power law. The average source performance, calculated using the CAR and coincident count rate for sources 1 and 2 is shown (Cyan). By multiplexing, at a fixed CAR the heralded coincidence count rate is improved by a factor of 86%. Error bars are calculated using Poissonian statistics, except for the average source performance where 1 std. is used.

From the measured count rates we next calculate the coincidence-to-accidentals ratio using Eq. 6.6 for the individual sources and Eq. 6.9 for the multiplexed source, the results of which are shown in Fig. 6.5. For the single sources, we see that at high powers the achievable CAR is limited by noise from Raman shifted pump light, multiple pair generation events and other parasitic non-linear effects. As the pump power is reduced, the CAR increases rapidly. The CAR and coincidence count rates for each individual source were averaged to provide a measure for the average performance of a single source to which the multiplexed used here, the minimum time window that could be achieved is 120 ns. This is still too long be able to respond to pair generation from consecutive pulses. The response time of the switch is largely determined by the switch driver unit \(^{[151]}\).
Table 6.1  Coincidence-to-accidentals fitting results for curves in Fig. 6.5

<table>
<thead>
<tr>
<th>Source</th>
<th>(a)</th>
<th>(b)</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source 1</td>
<td>2634</td>
<td>-1.007</td>
<td>0.9987</td>
</tr>
<tr>
<td>Source 2</td>
<td>1282</td>
<td>-0.08258</td>
<td>0.9997</td>
</tr>
<tr>
<td>Multiplexed</td>
<td>5148</td>
<td>-1.007</td>
<td>0.9997</td>
</tr>
</tbody>
</table>

A device can be compared, shown in cyan Fig. 6.5, with error bars of 1 standard deviation. For each of the source configurations in Fig. 6.5 a curve of best fit was produced. Each set of data was fitted with a power-law of the general form,

\[
y(x) = a \cdot x^b,
\]

where the values \(a\) and \(b\) are fitting parameters and \(x\) is the coincidence count rate. Table 6.1 shows these parameters as a result of the nonlinear least squares fitting calculation using Matlab, together with the goodness-of-fit parameter \(R^2\). All three fits display a high goodness-of-fit criterion.

As these fits do not describe a model of the single and pair generation probabilities for the count rates, we cannot use them to infer the overall probability of pair generation. We can however use them to make a comparison of the achieved count rates between the different source configurations at a fixed coincidence-to-accidentals ratio. From this, we can determine the improvement in the probability of delivering a heralded single photon from the multiplexed source with a fixed amount of noise. This is illustrated in Fig. 6.6. Due to slight differences in the construction of each photon pair source, (PCF variations, transmission loss, lengths of SMF) the CAR functions of the two individual sources are slightly different, therefore the curves do not overlap. The point at which they cross corresponds to the point at which the two sources are well matched in the CAR and coincidence count rate. At very low values of the CAR, the multiplexed source and source 2 have very similar CAR values.
Figure 6.6 Improvement factor at different values of CAR, calculated from the fits in Fig. 6.5, relative to source 1 (Blue), source 2 (Green), average performance of these two sources (Red). Due to the significant disparity in the performance of the sources, the performance relative to source 1 displays an improvement factor greater than 2. At a CAR corresponding to equal performance of the two sources, the improvement factor due to multiplexing is calculated as 1.86.
for a given coincidence count rate, and hence the improvement factor relative to source 2
is nearly one. This is in stark contrast to source 1, where the output of the source is much
poorer in terms of its CAR at a given count rate compared to the multiplexed case. In this
region, the coincidence count rate of source 2 is greater than twice that of source 1. When
multiplexed at this CAR, this yields an improvement factor greater than 2 relative to source
1.

Alternatively, we can choose to compare the two individual sources to the multiplexed
system at the point at which they have the same CAR. This corresponds to a CAR = 39.8
in Fig. 6.6 and a improvement factor of 86% (1.86). This shows that we have been able
to improve the probability of delivering a heralded single photon state from the output,
for a fixed probability of delivering noise. Alternatively, if the heralded coincident count
rate is fixed, we see an improvement in the CAR of delivered single photons corresponding
to a reduction of the noise. Thus through multiplexing, we have successfully decoupled
the probability of delivering a heralded single photon state from the multi-pair generation
probability.

6.2.3 Experimental Results: Source 2 Noise Gating

Additionally we can also explore the use of the switch as a noise gate for a single source.
When the switch is closed the output of the source is in the vacuum state, only when a
heralding signal is present will the switch open to the source and route the corresponding
photon to the output. We are therefore removing all those pulses from the laser which did
not result in a heralding detection, and thus most noise in the pulse train at these points\textsuperscript{[149]}. We can investigate this effect by only pumping source 2, both with the switching scheme
active and with it static, whilst recording the singles and coincidence count rates. For
example, with the switch active, the singles count rates at the InGaAs detector are reduced,
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Figure 6.7 The effect on the CAR of using the switch as a noise gate for source 2. The performance of the source with and without noise gating active is shown in blue, and green respectively. A significant increase in the CAR is achieved at all coincidence count rates. The switch is only open to source 2 when a heralding signal is present, therefore noise photons are screened out of the mode sent to the detector, leading to a large reduction in the background and the number of accidental coincidences observed.

whilst leaving the coincidence counts unchanged. From these values, we again calculate the CAR and use this for the basis of our comparison.

Figure 6.7 illustrates the noise gating effect. Even at the highest average pump powers used, the CAR still has not dropped below a value of 50. This is significantly higher than any of the previous source configurations characterised above, even at the lowest pump power used. At a fixed heralded coincidence count rate, the CAR is improved by a factor of approx. 7, indicating a substantial reduction of the noise. Further improvements could potentially be made by reducing the time window that the switch is open around the pulse, removing any further noise photons that are not correlated with the pump. Fig. 6.7 clearly demonstrates the added benefit of including a noise gate to this heralded photon pair source. If a noise gate was added to the output of this multiplexed source we would expect a similar level of improvement in the CAR, on top of that achieved by multiplexing. This would allow us to
work in a region with higher average power and hence higher pair generation rates and thus larger coincidence count rates, whilst still minimising the noise effects.

However, this effect is only made possible due to the fact that the majority of laser pulses do not result in a pair being produced. If we were able to successfully multiplex enough sources such that the probability of finding a heralded single photon on any one pump pulse tends to 1 then the number of pulses that would be gated out tends to 0. By including a noise gate, we are not directly affecting the probability of heralding a single photon. The noise gate does let the source be pumped at a higher pump power, but this also increases the noise from multi-pair events that the noise gate cannot eliminate.

Ultimately the performance of a noise gated source is limited by the peak of the thermal probability distribution. At a mean photon number per pump pulse of $\bar{n} = 1$, this corresponds to a probability of generating pair of 0.25. Even if a detector with perfect photon number resolving detection capability were used as the heralding detector to control the switch, such that only single-pair events were routed through the gate, as well as perfect collection of the signal and idler photons, the maximum probability of heralding a single photon from the output would still only be 0.25. Only through multiplexing can this fundamental limit be exceeded and a pseudo-deterministic source of heralded single photons be produced.

### 6.3 Characterisation of the Second Order Coherence

One of the most fundamental tests of a heralded single photon source, is that the output does in fact consist of single photons, and that, the probability of there being a second photon present simultaneously in the mode is small. This can be done by measuring the second order coherence function, or $g^{(2)}(0)$, of the output mode.
This measurement has become commonplace in the characterisation of heralded single photon sources and is a crucial metric by which these sources can be compared\cite{34,66,88}.

In context of the work presented in this thesis, we have experimentally determined $g^{(2)}(0)$ of the individual heralded single photon sources and the complete multiplexed device. To do this a 50:50 fibre coupler was inserted between the output of the switch and the detector. The output modes of the coupler were sent to two InGaAs detectors. We measured the singles count rates at the heralding and idler detectors ($N_{H1}^j, N_{H2}^j, N_{I1}^j, N_{I2}^j$) as well as the coincidence count rates ($N_{H1[I1]}, N_{H1[I2], N_{H2[I1]}, N_{H2[I2], N_{H1[I1][I2]} and N_{H2[I1][I2]}}$). The experimental heralded coherence function for source $j$ has the form\cite{25,66},

$$\hat{\gamma}^{(2)}_{S_j}(0) = \frac{N_{H1[I1][I2]} \cdot N_{H1}}{N_{H1[I1]} \cdot N_{H1[I2]}},$$

(6.11)

where we are measuring the conditional probability that both idler detectors fire given that the heralding detector has also fired.

It should be noted that the experimental coherence function, $\hat{\gamma}^{(2)}_{S_j}(0)$, does not generally equal $g^{(2)}(0)$\cite{25}. Only if the probability of generating multiple-pairs is small, such that $P(1) \gg P(2) \gg P(n > 2)$ does $\hat{\gamma}^{(2)}_{S_j}(0) \simeq g^{(2)}(0)$, in which case,

$$\hat{\gamma}^{(2)}_{S_j}(0) \simeq g^{(2)}(0) \simeq \frac{2P(2)}{P(1)^2},$$

(6.12)

For the multiplexed device the above set of measurements is incomplete. We must also measure $N_{H1[I1]}, N_{H1[I2]}$ and $N_{H1[I1][I2]}$ so that we can subtract these from the relevant
count rates and remove those pulses on which both heralding detectors fire,

\[ N^H = N_{H_1} + N_{H_2}, \]  
\[ N_{I_1}^{H_1} = N_{H_1} - N_{H_1 H_2 I_1}, \]  
\[ N_{I_2}^{H_1} = N_{H_1} - N_{H_1 H_2 I_2}, \]  
\[ N_{I_1}^{H_2} = N_{H_2} - N_{H_1 H_2 I_1}, \]  
\[ N_{I_2}^{H_2} = N_{H_2} - N_{H_1 H_2 I_2}, \]  
\[ N^C = N_{H_1 I_1 I_2} + N_{H_2 I_1 I_2} - N_{H_1 H_2 I_1 I_2}. \]

In this manner we remove the possibility of double counting these events. The experimental second order coherence function of the complete multiplexed device is then,

\[ \hat{\gamma}^{(2)}_{Mult}(0) = \frac{N^C \cdot N^H}{(N_{I_1}^{H_1} + N_{I_2}^{H_2}) \cdot (N_{I_1}^{H_1} + N_{I_2}^{H_2})}. \]

In addition to the photon number statistics, the second order coherence function can also be used to determine the number of spectral modes present in the output and with it the purity of the heralded photons, see Section 6.3.1.

### 6.3.1 Experimental Results: Marginal Second Order Coherence

The marginal second order coherence, \( g_m^{(2)}(0) \), reflects the fact that we are only measuring one arm of the source, ignoring all heralding signals from the other arm. In doing so, we are measuring the idler probability distribution whilst averaging over the signal probability distribution, as illustrated in Fig. 6.8. The goal of the phasematching scheme we have implemented in each source is to produce photon pairs into a single joint spectral mode. By performing this measurement we can experimentally determine the number of spectral
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Figure 6.8 Simulated JSI and the marginal distributions of the signal and idler photons. By measuring the marginal distribution of the idler photons, the signal photon probability distribution is averaged over. If the JSI is factorable then, each marginal distribution is composed of only one spectral function. Detection of one photon will not affect the marginal distribution of the remaining photon.
modes in which the idler photon is generated, and therefore determine how successful we have been in heralding a pure single photon state.

Using the values of $K$ extracted from the marginal second order coherence, we can compare to the calculated number of spectral modes extracted from the stimulated emission tomography plots of the JSI. As we have seen in Section 4.3, stimulated emission tomography allows us to measure a joint spectral distribution function that is proportional to the JSI, where the constant of proportionality is the average number of photons in the seed beam.

To perform the marginal second order coherence measurement, a 50:50 fibre coupler is added to the output of the switch, as seen in Fig. 6.9. This allows us determine with what probability the two idler detectors register a coincidence simultaneously and with it the photon number statistics of the idler arm.

The outputs of the 50:50 coupler were sent to the existing ID210 and a further ID201 InGaAs detector. The detector triggers and timing delays were scanned to find the peak of maximum coincidence counts with the heralding signals of each source. In doing so, the detection windows of the two detectors become synchronised in time. At the FPGA-correlator, the singles count rates at each idler detector ($N_{I_1}$ and $N_{I_2}$) and the number of coincidences between the two idler detectors ($N_{I_1I_2}$) were measured. The remaining degrees of freedom were then used to optimise the JSA and $g^{(2)}_m(0)$. As the length and dispersion of the PCF are fixed, the only thing left available to change is the pump configuration. The two easily adjustable pump parameters are the bandwidth and central wavelength of the laser pulses. Other factors such as the chirp on the pump pulses entering the fibre and the amount of SPM acquired on propagation in the fibre are harder to control.

Here, we choose to fix the central wavelength, and vary the spectral bandwidth of the pump pulses, a calibration curve of the separation of the filter blades against the root mean square bandwidth was produced and is shown in Fig. 6.3. As the filter bandwidth is cut
Figure 6.9 A schematic of the multiplexed source, set-up for a second order coherence measurement. The set-up is identical to Fig. 6.2, with the exception of the inclusion of a 50:50 coupler on the output of the switch and a second InGaAs detector. For the marginal measurement: The switch is no longer set by the heralding signal and is instead statically coupled to either source 1 or 2. The coincidences between the two InGaAs detectors are then measured independently of any heralding detector.
down, the pulses broaden in the temporal domain resulting in a reduction in the peak power of the laser pulses. As a result of this the amount of SPM acquired on propagation will vary with bandwidth.

The coincidence count rates were measured for Source 1, Source 2 and the multiplexed device, for a range of bandwidths at a fixed average power. Due to low detection efficiencies, the two-fold coincidence count rate between the idler detectors was low, necessitating a long integration time of 15 mins. The experimental marginal coherence function has the same form as the heralded coherence function in Eq. 6.11, with the exception that the simultaneous detection of two idler photons is no longer conditional on whether there was a heralding event. Instead, it is dependent on whether or not there is a pump pulse present, and so the heralding count rate \( N_{H_{ij}} \) is replaced with the repetition rate \( R_p \),

\[
\gamma^{(2)}_{\text{marg.}}(0) = \frac{N_{I_1}N_{I_2}R_p}{N_{I_1} \cdot N_{I_2}} \approx g_m^2(0). \quad (6.20)
\]

Equation 6.20 is plotted as a function of the RMS bandwidth in Fig. 6.10a and 6.10b for source 1 and source 2 respectively, with no background subtracted.

Initially, with the pump bandwidth set to the narrowest position, \( g_m^{(2)}(0) \) is low as the pump envelope function is not well matched to that of the fibres’ phasematching function, this results in an anti-correlated JSI, see left hand panel of Fig. 6.11. As the bandwidth is increased the marginal second order coherence rises as the pump envelope and phasematching functions become matched producing a factorable JSI, see centre panel of Fig. 6.11. Finally as the bandwidth is increased further, the JSI broadens parallel to the signal axis, but remains factorable as the pump and signal are asymmetrically group-velocity matched, see right hand panel of Fig. 6.11. As the bandwidth increases the pulse duration decreases and the peak power of the pulse rises at a fixed average power. As a result of this the
Figure 6.10 Marginal second order coherence with varying pump bandwidth, top: Source 1, bottom: Source 2. Both sources exhibit a similar behaviour producing a factorable state with a purity of 70% over a broad range of bandwidths.
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Pulse acquires more SPM as it propagate through the PCF and breaks up. This leads to a reduction in \( g_m^{(2)}(0) \) at large bandwidths. For source 2 this behaviour is clearer to see, as \( g_m^{(2)}(0) \approx 1.4 \) at a RMS bandwidth of 0.7nm, before rising gradually and reaching a peak of \( g_m^{(2)}(0) \approx 1.7 \) at \( \sigma_p^{RMS} \approx 2.5 \)nm, after which it begins to reduce. The results for source 1 are less clear, but a rise is still observed with a peak value of \( g_m^{(2)}(0) \approx 1.7 \) at \( \sigma_p^{RMS} \approx 1.5 \)nm.

From the peak value of \( g_m^{(2)}(0) \), the minimum value of \( K = 1.42 \) was calculated for both source 1 and source 2. This indicates the presence of less than two Schmidt modes in each source. Through the use of Eq. 2.32, we calculate the purity of the reduced idler state as 70% for both source 1 and source 2. We can now compare the K parameter values extracted from the marginal second order coherence measurement, with those calculated from the stimulated JSIs. The stimulated emission technique for measuring the JSI does not yield any phase information and so we cannot reconstruct the JSA, on which the Schmidt mode decomposition should be carried out. We can approximate the JSA by taking the square root of the JSI, and then apply the singular value decomposition to this matrix, to determine the number of Schmidt modes present. Therefore, we can only use this to place a lower (upper) bound on the Schmidt-mode number (Purity). Using the singular value decomposition technique on the approximate JSA\(^{[108]}\), the Schmidt number, was found to be \( K = 1.16 \) and \( K = 1.15 \), corresponding to a reduced idler purity of 86.2% and 86.9% for source 1 and source 2 respectively.

The numerical simulations conducted during the PCF design phase predicted a potential heralded state purity of 94%. The experimentally determined values for the purity of the state are less than this. However, the simulation conditions are for a set of idealised circumstances, including a perfectly homogeneous PCF cladding structure (in both transverse and longitudinal directions) producing perfect phasematching, whose length can be chosen to perfectly match the transform limited pump pulses with a Gaussian spectral profile. Con-
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Figure 6.11  Simulated JSIs for L = 0.25 m, using different pump bandwidth parameters: (a.) $\sigma_p = 0.25$ nm, (b.) $\sigma_p = 0.8$ nm, and (c.) $\sigma_p = 1.5$ nm. At narrow bandwidths the JSI develops some anti-correlation (left). As the pump bandwidth is increased it becomes matched to the fibre phase-matching functions, producing a factorable state. Due to the asymmetric group-velocity matching scheme implemented in the fibre, the state remains factorable over a large range of bandwidths. However, eventually the JSI will become curved, due to higher-order dispersion, and become correlated\cite{103}. 

(a) $\sigma_p = 0.25$ nm  
(b) $\sigma_p = 0.8$ nm  
(c) $\sigma_p = 1.5$ nm
sidering these effects, we have extracted a high level of experimental performance from the sources.

The marginal second order coherence of the sources could possibly be improved with further work on the control of the pump pulses and detection electronics. The fibre laser used in the experiments produces pulses with a large amount of noise of the frequency spectrum, most likely due to SPM in the amplifier, which is nearly unavoidable in a fibre laser. It was shown by Bell et al.\textsuperscript{[152]} that the SPM acquired by the pump pulses on propagation in the pair generation medium, has a detrimental effect on the purity of the heralded state. The pulses used in this experiment already possess some amount of SPM before entering the fibre. This is compounded in the fibre where the extra SPM that is acquired will also be large due to the large non-linearity of the fibre, as well as the high peak power of the laser. Moving to a laser system using a free space cavity, such as a Ti:Sapphire, would remove the possibility of any SPM on the initial pump pulses, potentially allowing us to achieve a much higher heralded state purity. In addition to this, the spectral profile of the laser pulses used is far from the assumed Gaussian profile, possessing sharp edges with a square profile. This is a result of the hard edges of the filter blades in the filter. A further benefit of the free space cavity laser is the smooth spectral-profile pulses.

To the best of our knowledge, this is the first implementation of a multiplexing scheme where the generated photons have been spectrally engineered, and the first experimental demonstration of high levels of purity from photons generated in a multiplexed device.

6.3.2 Experimental Results: Heralded Second Order Coherence

Following on from the measurement of the marginal second order coherence function, the heralded second order coherence, \( g^{(2)}_H (0) \) was investigated. For a perfect single photon source we expect \( g^{(2)}_H (0) = 0 \), where a value of \( g^{(2)}_H (0) < 1 \) is indicative of the preparation of
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Figure 6.12  Heralded second order coherence function, $g^{(2)}_H(0)$, increases linearly with coincidence count rate, due to the increase in noise photons from spontaneous Raman scattering and multi-pair generation events: (Blue) Source 1, (Green) Source 2, (Red), multiplexed device, (Cyan) average individual source performance. Error bars are calculated using Poissonian statistics.

non-classical states of light. The pump filter bandwidth was tuned to $\sigma_p^{RMS} = 2.65$ nm corresponding to the peak of the measured marginal second order coherence functions.

The heralded experimental coherence functions for each individual source and the multiplexed system were measured as the pump power was varied. From the raw count rates the coherence functions of Eq. 6.11 and Eq. 6.19 were evaluated. These are plotted against the measured coincidence count rate in Fig. 6.12. Once again the disparity between source 1 and 2 is clear to see. There is evidently more noise in source 1, at a fixed coincidence count rate, due to uncorrelated photons and multi-pair emission. Overall, all three systems display the same behaviour. At low pump powers, the second order coherence is low. As the power is raised, the number of coincidence counts increases, but so does $g^{(2)}_H(0)$, as more noise photons are generated.

The approximately linear increase in $g^{(2)}_H(0)$ can be mainly attributed to photons gener-
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Figure 6.13  Heralded second order coherence function, $g^{(2)}_H (0)$, sampled at lower coincidence count rates: (Blue) Source 1, (Green) Source 2, (Red), multiplexed device, (Cyan) average individual source performance. At a fixed $g^{(2)}_H (0)$, the count rate is improved by multiplexing for a fixed amount of noise. The minimum value of $g^{(2)}_H (0) = 0.049$ indicates the multiplexed device is capable of producing a high quality single photon output state.

ated into the long-wavelength arm from spontaneous Raman scattering and also multi-pair FWM events. Ultimately it is these two contributions that limit the achievable value of $g^{(2)}_H (0)$ at high powers. At low pump powers, the relative contribution to the raw count rates from APD dark counts is large, this limits the achievable heralded second order coherence in this region. For a fixed coincidence count rate, we see that by multiplexing we have been able to reduce $g^{(2)}_H (0)$. This corresponds to a suppression of the noise from higher-order photon pairs. Alternatively, at a fixed $g^{(2)}_H (0)$, we can achieve an increased probability of delivering a single photon.

To provide the best quality single photon state we must operate in a region where $g^{(2)}_H (0) < 0.1$. This region of the plot was re-measured over a larger number of samples and is displayed in Fig. 6.13. The same overall behaviour, as seen in the broad scan, can be seen here. In Fig. 6.13 the lowest heralded second order coherence was recorded as
$g^{(2)}_H(0) = 0.049 \pm 0.02$ at a coincidence count rate of $100 \pm 10 C/s$, indicating that this is a high performance source in terms of the single photon output.

6.4 Summary of Source Performance and Potential Improvements

From the heralded count rates we can determine the pair generation probabilities of each source and the complete multiplexed device. At a CAR = 39.8, we have achieved a heralded count rate of $67 \pm 8 C/s$, $67 \pm 8 C/s$ and $124 \pm 11 C/s$ for source 1, source 2, and the multiplexed device. At a repetition rate of 10 MHz this corresponds to a pair generation probability of $6.7 \times 10^{-6}$, $6.7 \times 10^{-6}$ and $1.25 \times 10^{-5}$ respectively. Whilst these values are low, the benefit of multiplexing is very clearly seen.

In order to improve these count rates and corresponding pair generation probabilities the sources should be operated at higher average powers. However in the current implementation the sources, the achievable count rate is limited by the need to maintain a high CAR which is degraded at higher powers by the presence of noise photons reaching the detectors. This is particularly noticeable in the signal arm of each source where the rate of detection events rapidly increases as the pump power is raised without a commensurate increase in idler photon detections. A clear indication of noise reaching the detector. The noise likely has a number of origins. Firstly, more pump photons breaking through the filtering and reaching the silicon APDs which are still able to detect the photons at the pump wavelength. Secondly, on inspection of the transmission bands of the PBGF filters and WDM, Stokes shifted pump light due to Raman scattering will propagate in the signal arm and again reach the APDs where it can be detected. Finally, as a result of the phasematching scheme implemented in the PCFs, photon pairs are also generated on the inner side bands of the phasematching
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contours. Four-wave mixing in this region is present in the FWM spectrum of Fig. 4.7b, and will again be guided in the signal arm of the source through the PBGFs albeit with high attenuation. All of these processes contribute to an increase in the rate of spurious heralding events at the silicon APD without a corresponding idler photon being detected. This significantly reduces the CAR and heralding efficiency of the sources, and in turn limiting the power level at which they can be pumped.

Another source of accidental coincidence count rate are those generation events that result in multi-pair emission, which increases with pump power and is a fundamental limitation in photon-pair sources. At present, the heralding detectors have no ability to discriminate single pair generation from multi-pair generation. As a result of this multi-pair events can be heralded as single-pair events leading to an increase in the number of accidental coincidences. As we have seen in Chapter 3, moving from a binary detector to a pseudo-PNR or true PNR detector gives a significant performance enhancement of the individual sources as they can be operated at higher individual pair pulse probabilities.

Further to spectrally filtering the output of the photon-pair sources to remove uncorrelated noise photons from the output, we have also demonstrated the potential of temporal filtering in the form of a noise gate. Because photon number is correlated between the arms, the heralding signal can be used to effectively induce a time dependent loss in the heralded arm, such that only photons in the idler arm that have a correlated heralding signal can propagate through to the output. We have seen in Section 6.2.3 that by including a noise gate we can improve the CAR of the individual source by a factor of 7. This has the potential to be improved further by reducing the time window that switch opens around the arriving heralded photon and also by combining it with detector that has some PNR capabilities. The noise gate therefore not only acts as a filter for uncorrelated photons but also as a filter for multi-photon events. Together this could allow each individual source to be operated
closer to the peak of the thermal photon number probability distribution, which when multiplexed yields a significant improvement in the performance of the device. This also has the added benefit of reducing the number of individual sources that need to be multiplexed together to produce a pseudo-deterministic single photon source. We have implemented the noise gate by using the optical switch that was used for multiplexing, however if we wish to also multiplex the two sources a second switch or fibre coupled optical modulator would be required. The added benefits of a fibre coupled optical modulator are the low loss and high switching speeds (upto GHz bandwidth) that can be achieved.

One of the defining components of the multiplexed set-up is the switch. The switch currently in use has a reasonable efficiency of 80%, but only has a switching bandwidth of 1 MHz. As the pump laser system operates at 10 MHz, the switch can not react to every pulse from the laser, this is manifested as an increase in the insertion loss of the switch, which as we have seen in Chapter 3 must be minimised. The main limitation in the switching speed is the switch driver electronics. A new design of switch driver could allow the switch to operate faster and therefore be able to respond to every possible heralding signal. Ultimately, the switching speed will be limited by the performance of the material. Developing an ultra fast switch with up to several gigahertz of bandwidth would allow access to ultra fast laser systems such as the Ti:Sapph and VECSEL, increasing the base rate at which heralded photons can be delivered from the multiplexed source.

With the current level of switch technology, a further two levels of switching network could be installed before the induced loss outstrips the benefit of multiplexing. This would correspond to a total of 8 individual sources multiplexed together and a maximum improvement factor of 8. This would require a large number of components and identical pieces of PCF, so alternatively the already spatial multiplexed sources could be combined with a delay loop to produce a hybrid temporal-spatial scheme (2 spatial bins and 4 temporal
bins). This scheme combined with pseudo-PNR controlled noise gating would represent a significant step forward in the performance of the multiplexed system constructed as part of this thesis.

In addition to spurious counts from the signal arm, the overall coincidence count rate is also determined by the loss leading to the idler detector and the efficiency of the detector itself. In these characterisation measurements the heralding detector is an important component, and as we have seen in Chapter 3 optimising its efficiency is key to overall source performance. Unlike the heralding detector, the idler detector is not a component of the source and is only present as a tool for characterisation. In all of the above experiments the InGaAs detector was run in a gated configuration with a detector efficiency of 15%. This efficiency could be corrected for to give the rate of delivered heralded single photons, increasing the overall heralded rate by a factor of approximately 6.

Another factor affecting the pair generation probability per pulse is the length of the PCF used in each source. The probability of generating a pair is proportional to the square of the fibre length. Thus by increasing the length of PCF used we could increase rate of photon-pair generation. However, as was seen in Chapter 4 the PCF is not uniform over length scales greater than 30cm. As we also wish to deliver a spectrally pure state these variations in the PMF and JSA must be minimised and we are therefore limited in the length of fibre which can be used. Improving the fabrication technique to reduce the degree of variation in the PCF structure along its length would allow a longer length of fibre to be used and with it the potential of higher pair-generation probabilities.

One key requirement of the heralded single photons from the multiplexed source is that they must be completely indistinguishable from one another. In Section 4.4.2 we saw that the stimulated joint spectra of the two sources shows an overlap of 95% indicating a high degree of spectral indistinguishability. This measurement does however neglect the remain-
ing degrees of freedom of the photon such as polarisation state and the timing. A more suitable approach is to perform HOM interferometry on the heralded photons from the two sources. This also provides an indication of the suitability of these photons to be used in quantum information schemes that are based on HOM interference. The experimental evidence of indistinguishability in a HOM interference experiment is the drop in coincidence count rate between two detectors placed in the output ports of the beam splitter as some distinguishing information (such as time of arrival at the beam splitter) is introduced to one of the photons. This is know as the HOM dip. The depth, or visibility, of which indicates the indistinguishability of the two photons impinging on the beam splitter. For perfectly indistinguishable photons the count rate drops to zero and visibility tends towards 1.

However the visibility of the dip is not just dependent on the indistinguishability of the two photons but also on the purity of each single photon state. Overall the visibility, $V$ is given by,

$$V = \frac{P_1 + P_2 - \mathcal{O}(\hat{\rho}_1, \hat{\rho}_2)}{2},$$

(6.21)

where $P_1$, $P_2$ are the purities of the heralded single photons from source 1 and 2 respectively and $\mathcal{O}$ is the distinguishability of the density matrices of source 1 and 2. For perfectly indistinguishable photons $\mathcal{O} = 0$, but $V$ will only attain its maximal value of 1 if both $P_1 = P_2 = 1$. Using Eq. 6.21 we can infer the potential HOM dip visibility of the two sources from the spectral overlap of 95% and the Schmidt mode number $K = 1.42$. Assuming that remaining degrees of freedom of the photon can be engineered into a single mode (e.g. using polarisers), and the two photons are perfectly aligned in time so that they impinge on the beam splitter at precisely the same time, the distinguishability of the photons is determined mostly by the spectral overlap which is very high. Therefore, an upper bound of HOM dip visibility is determined mostly by the average purity of the heralded photons.
Figure 6.14 Pump spectra after filtering in the 4-f spectrometer. The pulse spectrum exhibits very sharp edges due to the aggressive filter edges and a significant amount of noise on the top of the spectrum, although some of this could be due to modal interference in the multimode fibre used in the collection optics.

A direct measure of the purity of the heralded photons from source 1 and 2 was made in Section 6.3.1 by determining the marginal second order coherence of the idler photons generated in each source. This yielded a Schmidt mode number of \( K = 1.42 \) for both sources equivalent to a purity of \( P_1 = P_2 = 0.7 \). Substituting these values into Eq.6.21 gives a HOM dip visibility of \( V = 0.7 \). The purity of the idler photons could be improved, and with it the HOM visibility, by improving the conditioning of the pump pulses to produce a pulse shape that more closely resembles the ideal gaussian distribution. The pump envelope spectrum is shown in Fig. 6.14. By passing the pump pulses through a 4f-spectrometer the bandwidth and central wavelength of the pulses was controlled, but the resulting pulse spectra is no longer the ideal Gaussian profile that is assumed for many calculations. Additionally, because the pulses are produced from an amplified fibre laser the pulse spectrum
shows characteristics of SPM. This leads to chirping of the pump pulse and because of it additional phase factors in the JSA, something which the SET process that was used to determined the two-photon correlation is insensitive to. Reducing the uncorrelated photon noise and moving to a different laser system, or establishing a method of dispersion compensation to remove the chirp on the pump pulses, could lead to a significant improvement in the marginal second order coherence \((g_m^{(2)}(0) \rightarrow 2 \text{ and } \mathcal{P} \rightarrow 1)\) and hence the purity of the idler photons and HOM dip visibility.

6.5 Conclusions

This chapter has described the implementation and characterisation of a spatial multiplexing scheme for the two individual photon pair sources constructed in Chapter 5. The two sources were integrated into one device through the use of a fast electro-optic switch, where the heralding detector of source 2 controls the state of the switch in a feed-forward manner.

The individual sources and multiplexed device were characterised first in terms of the coincidence-to-accidental ratio. A CAR in the range of 5-50 was achieved depending on the coincidence count rate. At a CAR = 10, coincidence count rates of \(245 \pm 15\text{C/s}, 356 \pm 18\text{C/s}\) and \(491 \pm 22\text{C/s}\) were achieved for source 1, source 2, and the multiplexed device when pumped at repetition rate of 10 MHz. For a fixed CAR = 39.8, an improvement of 86% was achieved in the heralded single photon rate by multiplexing two sources. This corresponds to an increase in the probability of delivering a single photon at a fixed level of noise.

Following these measurements, the marginal second order correlation was measured for each source. Through this the purity of the heralded state can be determined. The bandwidth of the pump pulses was varied and the purity maximised. For both sources, the peak value of the marginal second order coherence function was found to \(g_m^{(2)}(0) = 1.7\).
corresponds to a Schmidt number of $K = 1.42$ and a heralded state purity of 70%.

Finally, the output of both individual sources and the multiplexed system was shown to be non-classical in nature by violating the Cauchy inequality, indicating that all configurations of the sources were generating heralded single photon states. The measured values of $g^{(2)}_H(0)$ here are comparable to other multiplexed sources based on both PDC and FWM\cite{88–90,92}. In some cases surpassing the heralded count rates of previous multiplexed devices by up to an order of magnitude, whilst achieving a consistent $g^{(2)}_H(0)$\cite{89,90}. Through better spectral conditioning of the pump pulses and reducing optical losses this performance could be extended further.

Although the absolute performance of the individual sources is not, in terms of the heralded count rates, superior to other sources using FWM or PDC, the multiplexing scheme that has been implemented here could be applied to many of these sources. In doing so, a comparable improvement in the heralded photon count rate at a fixed signal-to-noise ($g^{(2)}_H(0)$ or CAR) could be achieved.
Chapter 7

Conclusion

It was first proposed in 2002 by Migdall et al.\cite{10} that a pseudo-deterministic source of heralded single photons could be realised by active multiplexing. In the intervening years, this work has been built upon with the development of several other novel multiplexing protocols in a variety of domains. Of these protocols, a limited number of multiplexed devices have been constructed, but none so far have achieved this with the heralded pure single photon states required by many quantum information science applications. The work presented in this thesis builds upon a broad foundation of previous work in a range of fields, including photon-pair generation in photonic crystal fibres, spectral engineering of the two-photon state and multiplexing strategies, to demonstrate an active multiplexed source of heralded single photons in pure spectral states. How this source fits into the landscape of multiplexed sources can be seen in Table 7.1, where it is highlighted in blue. Overall, the performance of the multiplexed source is comparable to previous sources, outperforming many systems of similar multiplexing depth whilst doing so in an integrated architecture that is stable, scalable, portable, and user-friendly.
<table>
<thead>
<tr>
<th>Year</th>
<th>Paper</th>
<th>Medium</th>
<th>Multiplexed</th>
<th>Depth</th>
<th>Purity</th>
<th>g&lt;sup&gt;(2)&lt;/sup&gt;(0)</th>
<th>C.R.</th>
<th>Rep. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>Pittman&lt;sup&gt;[75]&lt;/sup&gt;</td>
<td>PDC in BBO</td>
<td>Storage Loop (T)</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>2 C/s</td>
<td>75 MHz</td>
</tr>
<tr>
<td>2004</td>
<td>Jeffery&lt;sup&gt;[76]&lt;/sup&gt;</td>
<td>PDC in BBO</td>
<td>Storage Loop (T)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10-50 kHz</td>
</tr>
<tr>
<td>2011</td>
<td>Ma&lt;sup&gt;[88]&lt;/sup&gt;</td>
<td>PDC in BBO</td>
<td>Log-Tree (S)</td>
<td>4</td>
<td>-</td>
<td>0.08</td>
<td>714 C/s</td>
<td>~15 MHz</td>
</tr>
<tr>
<td>2011</td>
<td>Broome&lt;sup&gt;[82]&lt;/sup&gt;</td>
<td>PDC in BBO</td>
<td>Pulse Doubling (T)</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>40 C/s/mW</td>
<td>152 MHz</td>
</tr>
<tr>
<td>2013</td>
<td>Collins&lt;sup&gt;[89]&lt;/sup&gt;</td>
<td>FWM in PhCW</td>
<td>Log-Tree (S)</td>
<td>2</td>
<td>-</td>
<td>~0.19</td>
<td>1-5 C/s</td>
<td>1 MHz</td>
</tr>
<tr>
<td>2014</td>
<td>Meany&lt;sup&gt;[90]&lt;/sup&gt;</td>
<td>PDC in PPLNW</td>
<td>Log-Tree (S)</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>60-70 C/s</td>
<td>1 MHz</td>
</tr>
<tr>
<td>2015</td>
<td>Kaneda&lt;sup&gt;[91]&lt;/sup&gt;</td>
<td>PDC in BiBO</td>
<td>Storage Loop (T)</td>
<td>35</td>
<td>0.05</td>
<td>0.479</td>
<td>19.3 kC/s</td>
<td>50 kHz</td>
</tr>
<tr>
<td>2016</td>
<td>Mendoza&lt;sup&gt;[92]&lt;/sup&gt;</td>
<td>PDC in PPLN</td>
<td>Tree + Delay (S &amp; T)</td>
<td>2 &amp; 4</td>
<td>-</td>
<td>-</td>
<td>140 C/s</td>
<td>500 kHz</td>
</tr>
<tr>
<td>2016</td>
<td>Xiong&lt;sup&gt;[93]&lt;/sup&gt;</td>
<td>FWM in Nanowire</td>
<td>Delay Lines (T)</td>
<td>4</td>
<td>69 - 91%</td>
<td>-</td>
<td>600 C/s</td>
<td>10 MHz</td>
</tr>
<tr>
<td>2016</td>
<td>This Thesis</td>
<td>FWM in PCF</td>
<td>Log-Tree (S)</td>
<td>2</td>
<td>70-86%</td>
<td>0.05</td>
<td>100 C/s</td>
<td>1 MHz</td>
</tr>
</tbody>
</table>

**Table 7.1** Multiplexing scheme performance comparison. Medium = pair generation process and nonlinear material. Multiplexed = implemented multiplexing scheme (S = spatial, T = temporal). Depth = number of multiplexed bins, or stages used. Pure State = spectral engineering carried out. \( g^{(2)}(0) \) = second order coherence measurement. C.R. = count rate or brightness. Rep. rate = maximum switching rate. The system outlined in this Thesis is shown highlighted in blue for comparison.
7.1 Summary

In Chapter 1, the motivation for developing a deterministic source of pure indistinguishable heralded single photons was discussed. The properties required of these photons and the demands this places on source technology were outlined. Chapter 2 developed the theory of photon pair generation via four-wave mixing in photonic crystal fibres, introducing the concept of phasematching through which photons in the pair may become spectrally correlated. Following this, a method of spectrally engineering the two-photon state to remove these correlations was detailed. This was achieved by group-velocity matching the pump, signal, and idler field in a method laid out by Grice and Walmsley\cite{68} and Garay-Palmett et al.\cite{101}. The Schmidt decomposition technique was introduced as a means of quantifying the degree of spectral correlations within the two-photon joint spectral amplitude. From this the approximate purity of the heralded single photon was determined using the singular value decomposition. Factors affecting the photon number statistics of the heralded single photon were discussed, and the second order coherence function was introduced as a method for measuring the photon number statistics.

In Chapter 3, the theory behind active multiplexing in the spatial and temporal domain was introduced. The performance of these multiplexed sources is largely influenced by the loss of the constituent components. To determine the effect of loss, a numerical model of the photon pair generation process and multiplexing strategy was established. Within this model, systems consisting of different numbers of photon pair sources were considered with different levels of loss. It was found that in the spatial domain, when the loss of the switch is high, it is no longer beneficial to increase the multiplexing depth, even though the probability of heralding a pair increases. Increasing the multiplexing depth becomes detrimental, resulting in a reduction in the probability of delivering a single photon from the output, due to a reduction in the fidelity of the heralded single photon state by reintroduction of the
vacuum. In the temporal domain, there is no such detrimental effect by “over-multiplexing”, instead the performance of the source becomes dominated by only a handful of temporal modes which have experienced the least amount of loss. A comparison between temporal and spatial multiplexing was made, from which it was seen that temporal multiplexing is more efficient in terms of the number of experimental resources required.

Chapter 4 documented the design, fabrication, and characterisation of photonic crystal fibres for photon pair generation and more specifically photons heralded into a spectrally engineered pure state. The technique of stimulated emission tomography was introduced as a means of measuring the joint spectral distribution function of the two-photon state. From these measurements, an upper bound was placed on the purity of the heralded idler photon of $\sim 86\%$. Stimulated emission tomography was also used to estimate the length scale over which the PCF yields homogeneous regions of phasematching, this was found to be roughly $\sim 30$ cm. Lengths longer that this typically contained multiple regions of different dispersion, resulting in fluctuations in the FWM wavelengths and additional spectral correlations along the length of the fibre.

Chapter 5 details the construction of two photon pair sources in an integrated fibre architecture, using two pieces of PCF which were identified as having factorable joint spectral distributions from the SET measurements in Chapter 4. A novel, broadband spectral filter was developed in a photonic bandgap fibre. This allowed the amount of noise in the system to be reduced without impacting on the spectrally engineered JSI, unlike previous implementations of fibre based sources which made use of narrowband FBGs. Each source was characterised in the classical domain, including measurements of the loss of 5.6 dB at 810 nm and 5.0 dB at 1550 nm, not including the switch loss of approximately 1dB. The process of switch integration to multiplex the two sources was outlined.

In Chapter 6, each individual source and the complete multiplexed device was charac-
terised. This included measurement of the coincidence count rates between the signal and idler modes. From this, at a coincidence to accidentals ratio of 39.8, an improvement factor of 86% was found on multiplexing the two sources together. Following this, the marginal second order coherence was measured to determine the spectral purity of the heralded single photon state. This allowed a comparison with the SET measurements of Chapter 4. Both sources displayed a $g^{(2)}_{m}(0) = 1.7$, corresponding to a heralded state purity of 70%.

Finally a violation of the classical bound of the heralded second-order coherence was observed for both individual sources and the complete multiplexed device. This indicated that single photon states were indeed being generated by the systems. A minimum value of $g^{(2)}_{H}(0) = 0.049 \pm 0.02$ at a coincidence count rate of $100 \pm 10$ C/s was recorded for the multiplexed device. Unlike previous systems, this multiplexed device is capable of producing high quality single photon states at count rates similar or greater than previous implementations. This demonstrates a step forward in multiplexed source technology.

7.2 Future Outlook

7.2.1 Photon Pair Generation in Fibres

The photon pair sources demonstrated in this thesis have several novel features that could yield further performance enhancement if optimised further. Firstly, the phasematching scheme implemented to give group-velocity matched solutions far from the pump was selected to work with a relatively inexpensive laser system. The output pulses from the laser have a significant amount of SPM on them; this will limit the spectral and temporal purity of the heralded state. The fibre structure that yields this phasematching is quite sensitive to imperfections in the fabrication process. Improving the fibre drawing process, particularly to reduce the sensitivity to small changes in the structure, would be beneficial. This could
be achieved by working at a higher draw tension to minimise these fluctuations. If this were successful then the fibre would be homogeneous over a longer length, allowing longer pieces of fibre to be used. As the probability of generating a pair scales with the square of fibre length, this would lead to higher count rates.

Secondly, the use of photonic bandgap fibre as a broadband filter was demonstrated to be successful, but at the expense of approximately 3dB of loss per filter. Further work on minimising the insertion loss of this component, as well as reducing the bend loss, which currently limits the footprint of the source to 80 cm×45 cm×8 cm, would be of significant benefit. A photograph of the two complete sources is shown in Fig. 7.1. An alternative, and perhaps more elegant route would be to try to achieve photon pair generation in a hybrid photonic crystal-bandgap fibre. Several groups have implemented a hybrid fibre structure whose cross-sectional profile consists of an array of high-index rods to achieve
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a photonic bandgap, whilst a secondary array of air holes in the interstitial sites could be used to tune the dispersion. These air holes also reduce the bend loss of the fibre by increasing the refractive index contrast between the guided mode of the core and the cladding supermodes\textsuperscript{[155]}. This would in theory allow photon pair generation with very little Raman noise. This would solve one of the largest deficits of fibre based photon pair sources.

The bandgap portion of the cladding leads to the formation of regions of high and low transmission as seen in Chapter 4. Photon pairs could be generated directly into a bandgap, whilst Raman shifted pump light becomes trapped in the bandgap in which the pump propagates due to the high loss region separating the pump from the idler. It still waits to be seen how much dispersion control can be exercised in these fibres, but if sufficient control can be made, these fibres could be a significant improvement over other fibre designs.

One key measurement that is missing from this discussion is the Hong-Ou-Mandel interference between heralded single photons from each source. This would provide a more accurate measure of the indistinguishability of the heralded photons from the multiplexed system; this aspect is still on going. A large benefit of the integrated fibre sources constructed here is the potential of replacing the current PCFs with a new design iteration, without having to alter any of the filtering or switching. One potential work package could be to replace the current fibre with birefringent PCFs for pair-generation such as those developed by McMillan et al.\textsuperscript{[33,57]}. These fibres have already been proven to yield high heralded count rates, and were designed to produce a factorable two-photon state.

7.2.2 Multiplexed Photon Pair Sources

Active multiplexing of photon pair sources is a top contender for producing a pseudo-deterministic source of single photons. In the light of the simulation results displayed in Chapter 3, optimising the collection efficiency of the photons from the source medium into
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the switch network, and minimising the loss of the switch network will be key. Additionally, it was seen that moving to PNR heralding detectors immediately brings significant performance enhancements. Development of high efficiency, fast PNR detectors in tandem with faster and lower loss optical switches will be key to fully realising the potential of multiplexed devices.

Poor collection efficiency can be mitigated by using more sources, but only if the switch loss is very low. Rather than the ideal 17 sources for a pseudo-deterministic source, tens of sources may be required if the loss is not improved (but this requires near perfect switches). The ability to fabricate large numbers of identical sources will be key. This is one of major the benefits of chip-scale waveguide sources. However, to minimise loss and remain an integrated device will necessitate developing switch, delay and detector technology in the host material, none of which are trivial to achieve. For the time being, fibre based sources have the potential to be scaled up to multiple sources with relative ease, especially if multiplexed in the temporal domain. For the immediate future of the sources fabricated in this thesis, moving into the temporal domain with the addition of a storage loop to the output is currently being explored.

An integrated source architecture offers many benefits over free-space implementations, primarily higher stability, portability and the potential for packaging into a commercial device. The large background in commercialisation of fibre based technology in the telecommunications industry will be highly advantageous. There are still some hurdles to overcome though. As was seen in Chapter 4, sources based on the current PCF design may be restricted by structural and dispersion fluctuations, but this could be addressed by redesigning the fibre to exploit birefringent PCF. The pitch and hole size required to achieve phasematched wavelengths of 810/1550 nm in such a scheme are much more routinely fabricated. As every length of fibre used in every source must be identical makes this difficult but not impossible
to achieve, especially with the huge benefits that SET brings for characterisation.

Multiplexing in the temporal domain is well suited to fibre based sources, as the necessary storage loop can be easily fabricated in low loss single mode fibre. This also reduces the overheads in the number of identical PCF fibres required. As seen in the more recent literature\textsuperscript{[92]}, it is likely that some form of hybrid scheme, utilising both spatial and temporal multiplexing will prevail as a balance between performance and resource costs.
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