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Abstract. We consider the approximate solution of parametric PDEs using the low-rank Tensor Train (TT) decomposition. Such parametric PDEs arise for example in uncertainty quantification problems in engineering applications. We propose an algorithm that is a hybrid of the alternating least squares and the TT cross methods. It computes a TT approximation of the whole solution, which is beneficial when multiple quantities of interest are sought. This might be needed, for example, for the computation of the probability density function (PDF) via the maximum entropy method [Kavehrad and Joseph, IEEE Trans. Comm., 1986]. The new algorithm exploits and preserves the block diagonal structure of the discretized operator in stochastic collocation schemes. In particular, it only requires solving independent PDEs at a few parameter values, thus allowing the use of existing high performance PDE solvers. In our numerical experiments, we apply the new algorithm to the stochastic diffusion equation and compare it with preconditioned steepest descent in the TT format, as well as with (multilevel) quasi-Monte Carlo and dimension-adaptive sparse grids methods. For sufficiently smooth random fields the new approach is orders of magnitude faster.
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1. Introduction. As a model, we consider the parameter-dependent diffusion problem

\[ - \nabla_x \cdot \left( c(x,y) \nabla_x u(x,y) \right) = f(x,y) \quad \text{with} \quad x \in \Omega \subset \mathbb{R}^{d_0}, \]

subject to appropriate boundary conditions, where \( d_0 = 2, 3 \) is the dimension of the physical space, and \( y = (y_1, \ldots, y_d) \) is a parameter, which can be high- or even infinite-dimensional. A typical application is the modelling of stochastic subsurface flow, where the parametrization arises through a Karhunen-Loève expansion of the stochastic coefficient:

\[ c(x,y) = c_0(x) + \sum_{k=1}^{d} y_k \psi_k(x), \quad y_k \sim \mathcal{U}(-\sqrt{3}, \sqrt{3}). \]

In practice, of greater interest are the so-called log-normal and log-uniform cases,

\[ c(x,y) = \exp \left( \sum_{k=1}^{d} y_k \psi_k(x) \right), \]

where \( y_k \) are random variables satisfying either the standard normal distribution \( \mathcal{N}(0, 1) \) or the uniform distribution \( \mathcal{U}(-\sqrt{3}, \sqrt{3}) \). Typically, we are interested in evaluating some statistics
of the solution \( u \) itself, or of a function of \( u \) – a *quantity of interest* (QoI). To carry out the quadrature w.r.t. the parameters requires solving problem (1.1) for a sufficiently large number of parameter values \( y \). The parameter dimension \( d \) can range from tens to thousands. Classical approaches that rely on tensorizing one-dimensional quadrature rules are unthinkable in that case, since the number of quadrature points would grow exponentially in \( d \).

The most common alternatives are (quasi) Monte Carlo [39, 22] and quadrature methods based on sparse grid/polynomial approximation [11]. Classical Monte Carlo quadrature introduces randomly distributed points in a \( d \)-dimensional space, and converges independently of \( d \) (if the variance of the QoI is bounded independently of \( d \)). However, the error decays no faster than \( N^{-1/2} \) for \( N \) points, which can be prohibitively slow. Quasi-Monte Carlo (QMC) methods introduce a deterministic set of points, and can have higher convergence rates. Standard QMC rules provide an error close to \( O(N^{-1}) \), and this rate can be proved rigorously with a constant that is again independent of \( d \) if the coefficient \( c(x,y) \) satisfies certain conditions (both for the coefficients in (1.2) and in (1.3)). There exist higher order QMC rules [14] which, under even stronger assumptions, can be shown to achieve faster convergence rates (but so far only for (1.2)). Another approach (with rigorous theory for (1.2) and (1.3)) is the multilevel QMC method [37, 36], which relies on a hierarchy of spatial discretizations: the (fast) solution on a coarse spatial mesh is used as a control variate for the solution on a finer mesh, and hence fewer expensive fine-mesh solves are needed.

Quadrature methods based on sparse polynomial approximations for the solution of stochastic PDEs are usually constructed using stochastic collocation [1, 40] or stochastic Galerkin [9, 38] techniques. In particular, total-degree approximation builds on tensorized univariate polynomial interpolation with a maximum polynomial degree of \( n \) in each coordinate direction. In its basic form, it can only be used for moderate-dimensional problems (with \( d \) up to 10), since the total-degree polynomial space has a cardinality of \( O\left(\frac{(d+n)!}{d!n!}\right) \), which is still very large for high \( d \) and a typical size of \( n \) of about 10. However, in the PDE application considered here, the different components of \( y \) typically have decreasing influence, since \( \|\psi_k\| \) typically decreases algebraically or even exponentially with \( k \to \infty \). In that case, adaptive sparse grids can be designed that require significantly smaller numbers of quadrature points [20, 33], and that can even be shown to converge dimension-independently when \( c(x,y) \) is of the form (1.2) in special cases [13]. No such proofs exist for the coefficients in (1.3).

Tensor product decompositions form another class of adaptive techniques. They trace back to separation of variables and the Fourier method for solving PDEs. The solution can be sought in the form of products of univariate factors, e.g. \( u(x,y) \approx \sum_{\alpha=1}^{r} v_\alpha(x)w_\alpha(y) \), where the number of terms \( r \) is as small as possible. Similarly, different components of \( y \) can be separated. If \( r \) is moderate, it becomes possible to use the tensor product quadrature and its superior accuracy, since a high-dimensional integral breaks into one-dimensional integrals over each factor. In practical computations, all functions are discretized and the separation of variables results in the so-called *low-rank tensor formats*, generalizations of low-rank matrices. For extensive reviews on the topic see [34, 25, 30]. Tensor product algorithms employ robust tools of linear algebra, such as the singular value decomposition and pivoted Gaussian elimination to deliver an optimal low-rank approximation for a given accuracy. Several approaches to apply them to the stochastic PDE problem exist already [29, 16, 3, 18, 4].
Tensor product methods have the computational complexity $O(dnr^p)$, which scales linearly in the dimension $d$ and in the univariate grid size $n$, but polynomially in the ranks $r$ that define the number of elements in tensor representation, and thereby the approximation accuracy. In turn, the order $p$ and the hidden constant may be significantly different for different representations and algorithms. In this paper, we use the Tensor Train (TT) decomposition [42], which is both simple and robust, but generalisations, such as the hierarchical tensor (HT) format [26, 23], exist and could also be employed. The TT format has a storage complexity bounded by $dnr^2$, where $r$ is the largest TT rank. However, the algorithmic complexity can feature $p > 2$ and/or constants much greater than 1. The overhead may be particularly high if the algorithm discards some of the underlying structure in the problem. For example, (1.1) with finite element discretization in $x$ and collocation on a tensor product grid in $y$ results in a large linear system with a block-diagonal structure (see Section 3.2). Generic algorithms for the solution of tensorized linear systems destroy this structure in the course of the computation. In that case, the computational complexity is $O(dnr^6)$ for a direct solver or $O(Kdnr^4)$ for an iterative solver for the reduced linear systems (with hidden constants being in the order of 1), where $K$ is the number of iterations that can be in the order of thousands. Moreover, if $M$ is the number of spatial degrees of freedom, the computation of the first TT factor (which carries the $x$ variable) requires the solution of a fairly dense $Mr \times Mr$ system, which does not lend itself easily to efficient preconditioning techniques.

We propose a new algorithm, where the TT factors corresponding to the $y$ variables can be computed using a direct solver, but in a number of operations no bigger than $O(dnr^4)$, with the hidden constant being again below 10. The TT factor corresponding to the spatial variable $x$ can be computed using only $O(r)$ independent deterministic PDE solves and $O(Mr^3)$ additional floating point operations. Extensive numerical experiments have shown that the TT rank $r$ grows only logarithmically with the required accuracy $\varepsilon$ (in the approximation of the QoI) and at most linearly in $d$. The actual value of $r$ depends on the smoothness of the input random field $c(x, y)$ – our experiments include fairly rough models, similar to lognormal fields with Matérn covariance with smoothness parameter $\nu = 1$. Even using efficient preconditioning techniques, the $O(|\log \varepsilon|)$ PDE solves will typically dominate the computational cost, especially in three spatial dimensions. Thus, the overall cost estimate is much lower than for QMC methods, which require $N = O(\varepsilon^{-1})$ PDE solves to achieve an accuracy of $\varepsilon$.

Our overall TT scheme is carried out as follows. Firstly, using the TT-Cross algorithm [46], we approximate the whole coefficient $c(x, y)$ at all grid points in $x$ and $y$ in the TT representation (see Section 2.2). The TT-Cross algorithm requires to evaluate $c(x, y)$ only at $O(dnr^2)$ grid points in $x$ and $y$, where $r$ grows at most linearly in $d$ and logarithmically in $\varepsilon$. As already mentioned, so far there is no rigorous proof for this statement but substantial numerical evidence. Then, using our proposed hybrid method based on the TT-Cross and an Alternating Least Squares (ALS) linear solver [27], we approximate the whole PDE solution $u(x, y)$ at all the grid points in the TT representation (see Section 2.3), providing a so-called surrogate model or response surface. Since a pointwise evaluation of a TT decomposition is inexpensive, the accuracy of a TT approximation can be certified cheaply using, for example, a Monte Carlo estimate. We will provide such evidence with our numerical experiments. Finally, multiple statistics of multiple QoIs can be evaluated at negligible cost by direct tensor product integration based on the TT approximation of $u(x, y)$. 
In [3], the authors use a cross algorithm to directly build a surrogate model in HT format (in the high-dimensional parameter \( y \)) for a functional of the PDE solution (e.g. \( \int_{\Omega} u(x, y) dx \)), avoiding the approximation of the entire solution \( u \) at all the spatial grid points. When only one moment of one QoI is needed this is likely going to lead to a lower rank in the TT approximation and to a lower computational cost than our proposed TT scheme. However, often several statistics of several QoIs are required. One such example is the Maximum Entropy method [10] for approximating the entire probability density function (PDF) of a QoI \( Q \), which is useful for computing probabilities of events, including rare ones, or quantiles. The quality of the approximation, especially of the tails of the PDF, depends strongly on the number of moments. It may thus be necessary to compute many moments, see Section 4.3. In that case, the TT rank of the simultaneous approximation of all those moments may be of the same order as (or even higher than) the rank required to approximate the whole solution. Moreover, once the whole solution is available in a structured representation, further QoIs or higher moments are available immediately at negligible extra cost.

The paper is organised as follows. Section 2 contains the definition and some basic properties of TT decomposition, as well as the TT-Cross and the Alternating Least Squares algorithm for the approximation and for the solution of linear systems in TT format, respectively. In Section 3 we present a combination of the two algorithms and tailor it to provide an efficient algorithm for discretized parameter-dependent PDEs. Section 4 is devoted to numerical experiments, where we compare the newly proposed TT algorithm with single and multi-level QMC and Sparse Grid techniques. We demonstrate that, for sufficiently fast decaying \( ||\psi_k|| \) in the expansions (1.2) and (1.3), the new algorithm is consistently up to two orders of magnitude faster. Finally, Section 5 summarises our findings in a conclusion.

2. Background on TT algorithms.

2.1. Tensor Train decomposition and notation. In this section, we give a very brief introduction to the tensor train methodology in an abstract notation. To link with the original PDE problem in Section 3, we deviate slightly from the common notation in tensor literature. We consider a tensor \( v(j_0, \ldots, j_d) \), where the total number of variables (the dimension) is \( d + 1 \), and each \( j_k \) for \( k = 0, \ldots, d \) enumerates degrees of freedom (DOFs) corresponding to the \( k \)-th variable. On the other hand, \( v \) must also be represented as a vector to apply standard linear algebra tools. An equivalence between tensors and vectors is established via multi-indices.

**Definition 2.1.** Given indices \( j_0, \ldots, j_d \) with ranges \( n_0, \ldots, n_d \leq n \), a multi-index is introduced as their straightforward lexicographic grouping,

\[
\overbrace{j_0 \ldots j_d} = (j_0 - 1)n_1 \cdots n_d + \cdots + (j_{d-1} - 1)n_d + j_d.
\]

Now we can represent the same data by either a tensor \( v(j_0, \ldots, j_d) \) or a vector \( v(\overbrace{j_0 \ldots j_d}) \).

Throughout the paper, we use the Tensor Train (TT) decomposition [42] to represent (or approximate) tensors:

\[
v(j_0, \ldots, j_d) = \sum_{\alpha_0, \ldots, \alpha_{d-1} = 1} v^{(0)}_{\alpha_0}(j_0)v^{(1)}_{\alpha_0, \alpha_1}(j_1) \cdots v^{(d)}_{\alpha_{d-1}}(j_d) .
\]
Each element of $\mathbf{v}$ is represented (or approximated) by a sum of products of elements of smaller tensors $\mathbf{v}^{(k)} \in \mathbb{R}^{r_{k-1} \times n_k \times r_k}$, called TT blocks. The auxiliary summation indices $\alpha_0, \ldots, \alpha_{d-1}$ are called rank indices, and their ranges $r_0, \ldots, r_{d-1}$ are called TT ranks. For simplicity, we define $r_{-1} = r_d = 1$. In the physics literature, the TT decomposition is known as the Matrix Product States [47] representation, since in (2.1), each element of $\mathbf{v}$ is given by a product of $d + 1$ matrices, with the $k$-th matrix depending on the “state” of the index $j_k$. The TT ranks depend on the approximability of the particular tensor and on the required accuracy, if (2.1) does not hold exactly. Defining upper bounds $r_k \leq r$, $j_k \leq n$, $k = 0, \ldots, \tilde{d}$, we can see that the required storage for the TT blocks is $\leq d n^2 + n r$, which can be much less than the full amount $n^{d+1}$. We refer to $r$ as the maximal TT rank.

If a tensor is given fully or as another TT representation, a TT approximation with quasi-optimal TT ranks for a given accuracy threshold $\varepsilon$ can be computed via the Singular Value Decomposition [42]. This is crucial to avoid growth of the TT ranks when performing algebraic operations, such as additions or multiplications, with TT representations.

A matrix $A \in \mathbb{R}^{n \times m}$ can be seen as a $(2d+2)$-dimensional tensor and represented in a slightly different TT format,

$$
A(j_0 \ldots j_d, j'_0 \ldots j'_d) = \sum_{\gamma_0 \cdots \gamma_d} A_{\gamma_0}(0) A_{\gamma_0, \gamma_1}(j_1, j'_1) \cdots A_{\gamma_{d-1}}(j_d, j'_d),
$$

where $A^{(k)} \in \mathbb{R}^{r_{k-1} \times n_k \times r_k}$ are the matrix TT blocks. This is consistent with the Kronecker product ($\otimes$) in two dimensions. The matrix-vector product $A \mathbf{v}$ can then be implemented in the TT format block by block [42].

In what follows, to shorten calculations it will be convenient to consider a TT block $\mathbf{v}^{(k)}$ (a 3-dimensional tensor) as a matrix or a vector.

**Definition 2.2.** Given a 3-dimensional tensor (TT block) $\mathbf{v}^{(k)} \in \mathbb{R}^{r_{k-1} \times n_k \times r_k}$, we define the following repartitions of its elements:

(a) **Vector folding:** $\mathbf{v}^{(k)}(\alpha_{k-1}, j_k, \alpha_k) = \mathbf{v}^{(k)}_{\alpha_{k-1}, \alpha_k}(j_k)$, $\mathbf{v}^{(k)} \in \mathbb{R}^{r_{k-1} n_k r_k \times 1}$.

(b) **Left matrix folding:** $V^{(k)}(\alpha_{k-1}, j_k, \alpha_k) = \mathbf{v}^{(k)}_{\alpha_{k-1}, \alpha_k}(j_k)$, $V^{(k)} \in \mathbb{R}^{r_{k-1} n_k r_k}$.

(c) **Right matrix folding:** $V^{(k)}(\alpha_{k-1}, j_k, \alpha_k) = \mathbf{v}^{(k)}_{\alpha_{k-1}, \alpha_k}(j_k)$, $V^{(k)} \in \mathbb{R}^{r_k n_k r_k}$.

Equivalently, once any of the foldings is defined, we assume that the original tensor, as well as all others foldings are also defined and carry the same elements.

The full range (a vector of all values) of an index $i$ is denoted by $\{i\}$ or “:”, for example, $A(:, j) = A(\{i\}, j)$ is the $j$-th column of a matrix $A$ with elements $A(i, j)$.

**2.2. TT-Cross approximation.** Even if a low-rank TT approximation exists, it is not always obvious how to obtain it efficiently. In this section, we recall a general approach for building TT approximations that requires only a small number of evaluations of tensor elements. We assume that we do not have access to the whole tensor, but only a procedure that can return elements of the tensor at any arbitrary index.

The TT-Cross algorithm [46] is an extension of Gaussian elimination to TT tensors. An $n \times m$ matrix $V$ of rank $r$ can be recovered by computing a so-called cross

$$
V = V(:, J) V(I, J)^{-1} V(I, :)
$$
of \( r \) columns and rows, where \( \mathcal{I} \subset \{1,\ldots,n\} \) and \( \mathcal{J} \subset \{1,\ldots,m\} \) are two index sets of cardinality \( r \) such that \( V(\mathcal{I},\mathcal{J}) \) (the intersection matrix) is nonsingular. If \( r \ll n \) and \( m \), this decomposition requires computing only \((n + m - r)r \ll nm\) elements of the original matrix. If the matrix is not exactly of low rank, we can still try to approximate it with the right hand side of \((2.3)\). However, we need a stable algorithm for computing such \( \mathcal{I} \) and \( \mathcal{J} \) that not only provide a nonsingular intersection matrix, but minimize also the approximation error.

A theoretically optimal, but NP-hard choice of \( \mathcal{I} \) and \( \mathcal{J} \) is such that \( V(\mathcal{I},\mathcal{J}) \) has the maximum volume (= modulus of the determinant) among all \( r \times r \) submatrices. Different sub-optimal strategies have been suggested in practice, such as Adaptive Cross Approximations (ACA) [6, 19], a search restricted to a random submatrix [3] and alternating maximum volume iteration [21]. ACA algorithms build up a matrix [6] or a tensor [19, 7, 8] approximation by successive addition of rank-1 corrections. “Simultaneous” matrix, TT- and HT-Cross algorithms [21, 46, 3] evaluate the sought tensor at all indices from the interpolation sets (e.g. \( \mathcal{I},\mathcal{J} \)) in each step, thereby recomputing all elements of each decomposition block at once. The total number of tensor evaluations in ACA and TT-Cross methods is usually of the same order, so for the original approximation problem the choice between the two is problem-specific. However, for solving operator equations a non-greedy optimisation approach (see Sec. 2.3) manifests typically a better convergence. Since our goal is a combination of cross and optimisation techniques, we adopt the TT-Cross for algorithmic convenience.

The idea is to replace the (hard) problem of finding a \( r \times r \) optimal submatrix in a \( n \times m \) matrix by a feasible problem of finding a \( r \times r \) submatrix in a \( n \times r \) matrix, when \( r \ll m \). Let one index set be given; without loss of generality, let it be \( \mathcal{J} \). Then it is feasible to compute the \( nr \) elements of the corresponding \( r \) columns \( V(:,\mathcal{J}) \). Now a \( r \times r \) submatrix that has close to maximum volume can be found in \( V(:,\mathcal{J}) \) instead of in the full matrix \( V \) by the so-called \textit{maxvol} algorithm [21] in \( \mathcal{O}(nr^2) \) operations. We collect the corresponding row positions of this submatrix into an index set

\[
\mathcal{I} = \text{maxvol}(V(:,\mathcal{J})) = \{i_a\}_{a=1}^r, \quad \text{s.t.} \quad |\det V(\mathcal{I},\mathcal{J})| \geq c \max_{\mathcal{I} \subset \{i\}, \#\mathcal{I} = r} |\det V(\hat{\mathcal{I}},\mathcal{J})|, \quad c > 0.
\]

The index set \( \mathcal{I} \) can in turn be used to compute \( r \) rows \( V(\mathcal{I},:) \). The maxvol algorithm, applied to \( V(\mathcal{I},:) \), gives a new index set \( \mathcal{J} \), and the process repeats. Since the volume of \( V(\mathcal{I},\mathcal{J}) \) is non-decreasing and bounded from above, it converges. A few of such alternating iterations are usually sufficient to obtain index sets that deliver good approximations.

However, especially in the first iterations, the factor \( V(:,\mathcal{J}) \) can be ill-conditioned or even rank-deficient. This makes it difficult to determine the maximum volume index set, not to mention that the inversion in \((2.3)\) becomes impossible. Fortunately, it is sufficient to orthogonalize \( V(:,\mathcal{J}) \) to stabilize the calculations. Indeed, in exact arithmetic,

\[
V(:,\mathcal{J})V(\mathcal{I},\mathcal{J})^{-1} = QR(Q(\mathcal{I},:)R)^{-1} = QRR^{-1}Q(\mathcal{I},:)^{-1} = QQ(\mathcal{I},:)^{-1},
\]

where \( QR = V(:,\mathcal{J}) \) is the QR decomposition, and hence \( \text{maxvol}(Q) \) and \( \text{maxvol}(V(:,\mathcal{J})) \) produce exactly the same \( \mathcal{I} \). But in the presence of round-off errors, using the \( Q \)-factor gives a much more robust algorithm in comparison to \((2.3)\).

A full TT decomposition can now be computed by applying this alternating maxvol algorithm recurrently. To start the procedure, suppose we are given an initial \( \text{\textit{right}} \) index set.
$J_{>0} \in \mathbb{N}^{r_0 \times d}$, containing rows of indices $(j_1, \ldots, j_d)_{\alpha_0}$, for $\alpha_0 = 1, \ldots, r_0$. Then it is feasible to compute $n_0 r_0$ elements $v((j_0, (j_1)_{\alpha_0}, \ldots, (j_d)_{\alpha_0})$, to collect them into a matrix $V^{(0)}$, to orthogonalize it and to apply the maxvol procedure to deduce the left index set $I_{<1}$. Now, suppose in the $k$-th step we are given index sets $I_{<k} \in \mathbb{N}^{r_{k-1} \times k}$ and $J_{>k} \in \mathbb{N}^{r_k \times d-k}$, containing some instances of $(j_0, \ldots, j_{k-1})_{\alpha_{k-1}}$ and $(j_{k+1}, \ldots, j_d)_{\alpha_k}$, respectively. We can evaluate $r_{k-1} n_k r_k$ elements

\begin{equation}
V^{(k)}((\alpha_{k-1}^{-1}j_k, \alpha_k) = v((j_0)_{\alpha_{k-1}}, \ldots, (j_{k-1})_{\alpha_{k-1}}, j_k, (j_{k+1})_{\alpha_k}, \ldots, (j_d)_{\alpha_k}),
\end{equation}

orthogonalize this matrix and compute the set of local maxvol indices

\[ L_k = \text{maxvol}(V^{(k)}) = \{ (\alpha_{k-1}^{-1}j_k)_{\alpha_k} \}_{\alpha_k=1}^{r_k}. \]

Since $V^{(k)}$ consists of the elements of $v$, $\alpha_{k-1}$ is associated with the tuples $(j_0, \ldots, j_{k-1})_{\alpha_{k-1}}$, and we can map $(\alpha_{k-1})_{\alpha_k}$ from $L_k$ to the set of global indices

\begin{equation}
I_{<k+1} = \{ (j_0)_{(\alpha_{k-1})_{\alpha_k}}, \ldots, (j_{k-1})_{(\alpha_{k-1})_{\alpha_k}}, (j_k)_{\alpha_k} \}_{\alpha_k=1}^{r_k}, \quad (j_0, \ldots, j_{k-1})_{\alpha_{k-1}} \in I_{<k}.
\end{equation}

This procedure continues until $k = d$, and then recurs in a similar fashion backward from $k = d$ to $k = 0$, updating the right indices in the process:

\begin{equation}
J_{>k-1} = \{ (j_k)_{(\alpha_{k-1})_{\alpha_{k-1}}}, (j_{k+1})_{(\alpha_{k})_{\alpha_{k-1}}}, \ldots, (j_d)_{(\alpha_{k})_{\alpha_{k-1}}} \}_{\alpha_{k-1}=1}^{r_{k-1}}, \quad (j_{k+1}, \ldots, j_d)_{\alpha_k} \in J_{>k},
\end{equation}

where $(j_k)_{\alpha_{k-1}}$ and $(\alpha_k)_{\alpha_{k-1}}$ belong to a similar set of local maxvol indices

\[ \text{maxvol}((V^{(k)})^T) = \{ (j_k^{(\alpha_{k})_{\alpha_{k-1}}} \}_{\alpha_{k-1}=1}^{r_{k-1}}. \]

Instead of specifying initial indices $J_{>k}$, we can start with any TT decomposition as an initial guess. In this case, we compute $J_{>k}$ from the maxvol procedure applied to the initial TT blocks in the first iteration. The whole procedure is outlined in Algorithm 2.1.

Remark 2.3. In general, the selection of the initial guess, or, equivalently, of the initial indices, might be a crucial, but difficult task. For example, consider a tensor of all zeros except for one single nonzero entry. The probability of finding its location (an initial index) at random is $1/n^d$, i.e. extremely small. However, this is to some extent an academic example. The tensors in our application are smooth. In this case, if no specific initial guess is available, a reasonable choice is to initialize $J_{>k}$ with $N$ random indices, where $N$ is slightly larger than the expected ranks. We can therefore evaluate Line 9 already in the first iteration. To compress the solution to optimal ranks, we replace the (exact) QR decomposition in Line 9 by an approximate truncated singular value or cross decomposition. The random index initialization was also employed in the cross approximation in the HT format [3, 4]. However, the HT cross is implemented differently: both $I_{<k}$ and $J_{>k}$ are sought among a priori chosen random subsets of the corresponding spaces. In Alg. 2.1, one of the sets ($I_{<k}$) is optimized by the maxvol algorithm (in particular, $I_{<1}$ is chosen from the entire range $\{i_0\}$). Moreover, if the initial representation is insufficient, better index sets are found by conducting several alternating iterations.
Algorithm 2.1 TT-Cross algorithm \[46\]

**Input:** Initial TT blocks \(v^{(k)}, k = 0, \ldots, d\); function to evaluate \(v(j_0, \ldots, j_d)\); tolerance \(\varepsilon\).

**Output:** Updated TT approximation blocks \(v^{(k)}\).

1: Initialize \(I_{<0} = J_{>d} = \emptyset\) (see also Remark 2.3) and \(\text{iter} = 0\).
2: while \(\text{iter} < \text{I}_{\text{max}}\) or \(\|v - v_{\text{prev}}\| > \varepsilon\|v\|\) do
3:   Set \(\text{iter} \leftarrow \text{iter} + 1\) and \(v_{\text{prev}} \leftarrow v\)
4:   for \(k = 0, 1, \ldots, d\) do
5:     if \(J_{>k}\) exist, e.g. \(\text{iter} > 1\) then
6:       Evaluate \(v^{(k)} = v(I_{<k} \cup \{j_k\} \cup J_{>k}) \in \mathbb{R}^{r_k-1 \times n_k \times r_k}\), as given in (2.4).
7:     end if
8:     if \(k < d\) then
9:       Compute QR decomposition \(V^{(k)} = QR, Q \in \mathbb{R}^{r_k-1 \times n_k \times r_k}\).
10:      Determine a new vector of local pivots \(L_k = \text{maxvol}(Q)\).
11:     end if
12:     Update TT blocks: \(V^{(k)} \leftarrow Q(L_k,:)^{-1}\) and \(V^{(k+1)} \leftarrow Q(L_k,:)^{-1}R V^{(k+1)}\) as given in (2.5).
13:   end if
14: end for
15: for \(k = d, d-1, \ldots, 0\) do
16:   Evaluate \(V^{(k)} = v(I_{<k} \cup \{j_k\} \cup J_{>k}) \in \mathbb{R}^{r_k-1 \times n_k \times r_k}\), as given in (2.4).
17:   if \(k > 0\) then
18:      Compute QR decomposition \((V^{(k)})^T = QR, Q \in \mathbb{R}^{n_k r_k-1 \times r_k-1}\).
19:      Determine a new vector of local pivots \(L_k = \text{maxvol}(Q)\).
20:      Update TT blocks: \(V^{(k)} \leftarrow Q(L_k,:)^T Q^T\) and \(V^{(k-1)} \leftarrow V^{(k-1)} R^T Q(L_k,:)^T\).
21: end if
22: end for
23: end while

2.3. Alternating Least Squares linear solver. Cross algorithms are suitable when an explicit function for evaluating an arbitrary element of a tensor is available. However, this is not the case if the tensor is given as the unknown solution of a linear system, such as \(Au = f\), where \(u\) is a \(n^{d+1} \times 1\) vectorization of the sought tensor \(u(j_0, \ldots, j_d)\). A central element of the TT-Cross algorithm is the alternating iteration over the TT blocks. A similar idea applies also to linear systems, leading to the so-called Alternating Least Squares (ALS) algorithm \[27\].

We assume that \(A\) is symmetric positive definite and that it can be represented in TT format as in (2.2). Let \(f\) also be represented in TT-format with ranks \(\rho_0, \ldots, \rho_d\), i.e.,

\[
 f(j_0 \ldots j_d) = \sum_{\delta_0, \ldots, \delta_{d-1}} \rho_{\delta_0 \ldots \delta_{d-1}} f_{\delta_0}^{(0)}(j_0)f_{\delta_0 \delta_1}^{(1)}(j_1) \cdots f_{\delta_{d-1}}^{(d)}(j_d).
\]

We reformulate the solution of the linear system \(Au = f\) as a minimization problem for the functional \(J(u) = u^T A u - 2 u^T f\) and plug the TT decomposition of \(u\) into the functional \(J\). We
solve this minimisation problem by iterating over \( k = 0, \ldots, d \) and restricting the optimization in each step to a single TT block:

\[
(2.7) \quad \mathbf{u}^{(k)} = \arg\min_{\mathbf{v}^{(k)} \in \mathbb{R}^{r_k \times n_k \times r_k}} J(\mathbf{u}), \quad \text{where}
\]

\[
(2.8) \quad \mathbf{u}(j_0 \ldots j_d) = \mathbf{u}^{(0)}(j_0) \cdot \mathbf{u}^{(1)}(j_1) \mathbf{v}(j_2) \cdot \mathbf{u}^{(d)}(j_d).
\]

In order to solve the univariate minimisation problem (2.7) for each \( k \), we rewrite (2.8) as a single matrix product.

**Definition 2.4.** By **interface matrices**, or simply **interfaces**, we denote partial TT decompositions, with elements

\[
U^{(<k)}_{\alpha_{k-1}}(j_0 \ldots j_{k-1}) = \sum_{\alpha_0, \ldots, \alpha_{k-2}} \mathbf{u}^{(0)}(j_0) \ldots \mathbf{u}^{(k-1)}_{\alpha_{k-2}, \alpha_{k-1}}(j_{k-1}), \quad U^{(<k)} \in \mathbb{R}^{n_0 \ldots n_{k-1} \times r_k},
\]

\[
U^{(>k)}_{\alpha_k}(j_{k+1} \ldots j_d) = \sum_{\alpha_{k+1}, \ldots, \alpha_{d-1}} \mathbf{u}^{(k+1)}_{\alpha_{k+1}, \alpha_{d-1}}(j_{k+1}) \ldots \mathbf{u}^{(d)}_{\alpha_{d-1}}(j_d), \quad U^{(>k)} \in \mathbb{R}^{r_k \times n_k \ldots n_{d}}.
\]

To simplify the presentation, we also define \( U^{(<0)} = 1 \) and \( U^{(>d)} = 1 \).

Using these interfaces, (2.8) can be represented as

\[
\mathbf{u} = U_{\neq k} \mathbf{v}^{(k)}, \quad \text{where} \quad U_{\neq k} = U^{(<k)} \otimes I_{n_k} \otimes (U^{(>k)})^\top,
\]

\( I_{n_k} \) is the identity matrix of size \( n_k \), and \( \mathbf{v}^{(k)} \) is a \( r_{k-1} n_k r_k \times 1 \) vectorization of the TT block \( \mathbf{v} \) (see Def. 2.2). The so-called **frame** matrix \( U_{\neq k} \in \mathbb{R}^{n_k \times r_{k-1} n_k r_k} \) defines thus a linear map from the \( k \)th TT block to the whole tensor. Finally, we can rewrite (2.7) as a reduced symmetric positive definite \( r_{k-1} n_k r_k \times r_{k-1} n_k r_k \) linear system, i.e.,

\[
(2.10) \quad \mathbf{u}^{(k)} = \arg\min_{\mathbf{v}^{(k)} \in \mathbb{R}^{r_{k-1} n_k r_k}} (U_{\neq k} \mathbf{v}^{(k)})^\top A U_{\neq k} \mathbf{v}^{(k)} - 2(U_{\neq k} \mathbf{v}^{(k)})^\top f \quad \Leftrightarrow \quad (U_{\neq k}^\top A U_{\neq k}) \mathbf{u}^{(k)} = U_{\neq k}^\top f.
\]

The representations of \( A \), \( f \) and \( U_{\neq k} \) in TT format can be exploited for an efficient assembly of the reduced system (2.10). In particular, \( f_k = U_{\neq k}^\top f \) reduces to

\[
(2.11) \quad f_k = \sum_{\delta_{k-1}, \delta_k = 1} F_{<k}(\cdot, \delta_{k-1}) \otimes \hat{F}_{<k}(\cdot, \cdot, \delta_k) \otimes F_{>k}(\delta_k, \cdot) \in \mathbb{R}^{r_{k-1} n_k r_k}, \quad \text{where} \quad \hat{F}_{<k} = (U^{(<k)})^\top F^{(<k)}
\]

and \( \hat{F}_{>k} = F^{(>k)}(U^{(>k)})^\top \) can be computed by exploiting the TT formats of \( u \) and \( f \) again. These projections are the counterparts of the index sets \( \mathcal{I}_{<k} \) and \( \mathcal{J}_{>k} \) in the TT-Cross Algorithm (Alg. 2.1). The reduced matrix can be constructed in a similar way:

\[
(2.12) \quad A_k = U_{\neq k}^\top A U_{\neq k} = \sum_{\gamma_{k-1}, \gamma_k = 1} A_{<k}(\cdot, \gamma_{k-1}) \otimes A_{>k}(\gamma_k, \cdot) \in \mathbb{R}^{r_{k-1} n_k r_k \times r_{k-1} n_k r_k},
\]
where \( A_{7k-1,7k}^{(k)} = A_{7k-1,7k}^{(k)}(\cdot, \cdot) \) is a matrix slice of the TT block \( A^{(k)} \). To define the projections \( \hat{A}_{<k}, \hat{A}_{>k} \) in (2.12), we introduce the interfaces of \( A \), which are defined (similarly to those of vectors in Def. 2.4) as follows:

\[
(2.13) \quad A_{7k-1}^{(<k)} = \sum_{70, \ldots, 7k-2} A_{70, \ldots, 7k-2}^{(0)} \otimes \cdots \otimes A_{7k-2,7k-1}^{(k-1)} \quad \text{and} \quad A_{7k}^{(>k)} = \sum_{7k+1, \ldots, 7d-1} A_{7k,7k+1}^{(k+1)} \otimes \cdots \otimes A_{7d-1}^{(d)}.
\]

The projections \( \hat{A}_{<k}, \hat{A}_{>k} \) are then simply Galerkin projections of these interfaces onto the solution interfaces, i.e.,

\[
(2.14) \quad \hat{A}_{<k}(\cdot, \cdot, 7k-1) = (U^{(<k)})^\top A_{7k-1}^{(<k)} U^{(<k)} \quad \text{and} \quad \hat{A}_{>k}(7k, \cdot, \cdot) = U^{(>k)} A_{7k}^{(>k)} (U^{(>k)})^\top.
\]

In the course of the alternating iteration, these projections can be computed recursively, using only the \( k \)-th TT blocks of \( A, f \) and \( u \) and the projections from the previous step [27].

However, the solution interfaces \( U^{(<k)}, U^{(>k)} \) are dense. Hence, the projections in (2.14) and the reduced matrix in (2.12) are also dense, even if the TT blocks \( A^{(k)} \) are sparse, e.g. even if \( A^{(k)}(j_k, j_k') = 0 \) for all \( j_k \neq j_k' \). The next section is devoted to the main contribution of this paper, on how to avoid this unnecessary “fill-in” and the associated computational cost.

### 3. ALS-Cross algorithm for parameter-dependent PDEs.

In this section we introduce our new hybrid algorithm, where the iteration for \( k = 0, 1, \ldots, d \) is carried out in the ALS fashion, and the backward iteration for \( k = d, \ldots, 0 \) resembles the backward iteration of the TT-Cross algorithm. However, first we need to discretize the parametric PDE (1.1) both in space and in the parameters.

#### 3.1. Discretization of the elliptic parametric PDE.

For the spatial discretization we use continuous piecewise linear (or bilinear) finite elements. We denote by \( T_h \) a shape-regular family of simplicial triangulations or rectangular tessellations of the Lipschitz polygonal/polyhedral domain \( \Omega \), parametrized by the mesh size \( h = \max_{\tau \in T_h} \text{diam}(\tau) > 0 \). The partitioning \( T_h \) induces a finite element (FE) space \( V_h = \text{span}\{ \phi_i(x) : s = 1, \ldots, M \} \) of continuous functions on \( \Omega \) that are linear (resp. bilinear) on each element \( \tau \in T_h \). For every fixed \( y \in \mathbb{R}^d \), the FE approximation to the solution of (1.1) is the unique function \( u_h \in \bar{V}_h \subset V_h \), satisfying the weak formulation

\[
\int_\Omega c(x,y) \nabla \phi_i(x) \cdot \nabla u_h(x,y) dx = \int_\Omega f(x,y) \phi_i(x) dx, \quad \forall i = 1, \ldots, M,
\]

where \( \bar{V}_h = \text{span}\{ \phi_i(x) : i = 1, \ldots, M \} \) is the subspace of \( V_h \) containing only those FE functions that also satisfy the essential boundary conditions on \( \partial \Omega \) (for details see Sec. 4). Existence and uniqueness of \( u_h \), as well as the bound \( |u_h(\cdot, y)|_{H^s(\Omega)} \leq \|f(\cdot, y)\|_{H^{-1}(\Omega)}/\min_{x} c(x,y) \) follow by the Lax-Milgram Lemma. Standard convergence results are of the form

\[
|u - u_h|_{H^r(\Omega)} \leq Ch^{s-r}, \quad \text{where} \quad r \in [0, 1], \quad s \in (0, 2] \quad \text{and} \quad C > 0
\]

depend on the smoothness of the coefficient, the boundary and the right hand side [24]. For \( c \in W^{1,\infty}(\Omega) \) and \( f \in L^2(\Omega) \) on a convex domain \( \Omega \), we have \( \|u - u_h\|_{L^2(\Omega)} \leq Ch^2 \).
Since a closed form of the coefficient \( c(x, y) \) is rarely available, we need to discretize it as well. For simplicity, in this paper, we interpolate \( c(x, y) \) in the same FE space \( V_h \), such that 
\[
c_h(x, y) = \sum_{s=1}^{M} c(x_s, y) \phi_s(x).
\]
Similarly we discretize the right hand side. Now the finite element solution is defined by 
\[
A(y)u(y) = f(y),
\]
where
\[
A_{i,i'}(y) = \int_{\Omega} \sum_{s=1}^{M} c(x_s, y) \phi_s(x) \nabla \phi_i(x) \cdot \nabla \phi_{i'}(x) \, dx, \quad f_i(y) = \int_{\Omega} \sum_{s=1}^{M} f(x_s, y) \phi_s(x) \phi_i(x) \, dx,
\]
for \( i, i' = 1, \ldots, M \), and \( u \) is a coefficient vector, representing \( u_h \in V_h \).

The dependency on the parameters \( y \) is discretized via the stochastic collocation scheme on a tensor product grid. If \( y \) is normally (resp. uniformly) distributed, let \( Y_k = \{ y_{jk} \}_{j=1}^{n_k} \subset (-a, a) \) denote the roots of the Hermite (resp. Legendre) polynomials for each of the components \( y_k \) of \( y \), where \( a = \infty \) (resp. \( a = \sqrt{3} \)). Using the sets \( Y_k \), we construct the following set of \( d \)-dimensional grid points,
\[
\mathcal{Y}_n = \left\{ y_j = (y_{j1}, \ldots, y_{jd}) : y_{jk} \in Y_k \quad \forall j_k = 1, \ldots, n_k, \quad 1 \leq n_k \leq n, \quad k = 1, \ldots, d \right\},
\]
which can be used to define the space
\[
\mathcal{V}_n = \left\{ L_j(y) = \prod_{k=1}^{d} L_{jk}(y^k) : L_{jk}(y^k) \text{ is a Lagrange polynomial centered at } y_{jk} \in Y_k \right\}
\]
of globally continuous Lagrange interpolation polynomials on \((-a, a)^d\). The approximate solution is then sought in the form 
\[
u_n(x, y) = \sum_{y_j \in \mathcal{Y}_n} u_j(x) L_j(y) \text{ with } (u_j)_{y_j \in \mathcal{Y}_n} \subset V_h.
\]

Having discretized both in space and in the parameters, the discrete approximations of the coefficient, the right-hand side and the solution can be represented as the following tensors:
\[
c_i(j_1, \ldots, j_d) = c(x_s, y_j), \quad f_i(j_1, \ldots, j_d) = f_i(y_j) \quad \text{and} \quad u_i(j_1, \ldots, j_d) = u_i(x_i) = u_i(y_j),
\]
for \( i = 1, \ldots, M \), \( s = 1, \ldots, M \), \( j_k = 1, \ldots, n_k \), \( k = 1, \ldots, d \).

The \( n_1n_2 \ldots n_d \) unknown FE functions \((u_j)_{y_j \in \mathcal{Y}_n} \subset V_h\) are then uniquely defined by assuming that the semidiscrete FE system \( A(y)u(y) = f(y) \) is satisfied at all the grid points \( y_j \in \mathcal{Y}_n \) (collocation). This finally reduces the continuous problem (1.1) to a linear system with a block-diagonal matrix,
\[
\begin{bmatrix}
A(y_{1, \ldots, 1}) & \cdots & \\
& \ddots & \\
& & A(y_{n_1, \ldots, n_d})
\end{bmatrix}
\begin{bmatrix}
u(, 1, \ldots, 1) \\
\vdots \\
u(, n_1, \ldots, n_d)
\end{bmatrix} =
\begin{bmatrix}
f(, 1, \ldots, 1) \\
\vdots \\
f(, n_1, \ldots, n_d)
\end{bmatrix},
\]
where \( y_{j_1, \ldots, j_d} \in \mathcal{Y}_n \). "\( \cdot \)" denotes the full range of \( i \) from 1 to \( M \), and \( A \) and \( f \) are assembled according to (3.1). The block-diagonal form arises from the property of the Lagrange polynomials that \( L_j(y_k) = 0 \), for all \( j \neq k \).

However, even to store the tensors \( c, u \) or \( f \) directly would be prohibitive, since the amount of values \( M \prod_k n_k \leq Mn^d \) exceeds the memory capacity already for moderate \( M, n \) and \( d \). Instead, we approximate \( c, u \) and \( f \) using TT decompositions.
3.2. Construction of the block-diagonal system in TT format. First, the discrete coefficient \( c \) needs to be provided in TT format

\[
c(s,j) = \sum_{\gamma_{0},...\gamma_{d-1}=1}^{R_0,...,R_{d-1}} c_{\gamma_{0},\gamma_{1}}^{(0)}(s)c_{\gamma_{1},...\gamma_{d-1}}^{(1)}(j_1) \cdots c_{\gamma_{d-1}}^{(d)}(j_d), \quad s = 1,...,\bar{M}, \quad j_k = 1,...,n_k, \quad k = 1,...,d.
\]

For the affine form (1.2), the following natural rank-\( d \) TT decomposition can be used:

\[
c(s,j) = \sum_{k=1}^{d} \psi_k(x_s) \cdot e_{j_1} \cdots e_{j_k-1} \cdot y_k \cdot e_{j_k+1} \cdots e_{j_d},
\]

where \( e \) is a vector of all ones. We construct this decomposition directly.

For the non-affine coefficient (1.3) no such explicit analytical TT decomposition exists. Instead, we use the TT-Cross algorithm (Alg. 2.1) to compute an approximate TT decomposition, passing the function \( v(s,j_1,...,j_d) = c(s,j) = \exp \left( \sum_{k=1}^{d} \psi_k(x_s)y_k \right) \) for the evaluation of the elements of the discrete tensor \( c \) to the TT-Cross algorithm. The initial indices for TT-Cross can be chosen randomly, see Remark 2.3.

Having decomposed the coefficient, we still need to decompose the matrix and the right-hand side to solve the system (3.3). A crucial ingredient is the fact that the bilinear form in (3.1) depends linearly on the coefficient. Plugging the TT format of the coefficient (3.4) into the bilinear form (3.1), we obtain

\[
A_{i,i'}(j) = \int_{\Omega} \sum_{s=1}^{\bar{M}} c^{(0)}(s) \phi_i(x) \cdot \nabla \phi_{i'}(x) dx \cdot c^{(1)}(j_1) \cdots c^{(d)}(j_d).
\]

These matrices \( A(j) \) are the blocks on the diagonal of (3.3). Now, notice that for any matrix \( P \) and vector \( q = (q_1,...,q_n) \) we have

\[
\text{diag}(q) \otimes P = \begin{bmatrix} Pq_1 & & \cdots & \cr & \ddots & \cdots & \cr \cdots & \cdots & \cdots & \cr \end{bmatrix}, \quad \text{where} \quad \text{diag}(q)_{j,j'} = q_j \delta_{j,j'};
\]

and \( \delta_{j,j'} \) is the Kronecker symbol, equal to 1 when \( j = j' \) and 0 otherwise. Due to distributivity, (3.7) can be extended to the TT format (3.6). Hence, the whole matrix \( A \) in (3.3) admits a TT decomposition (2.2) with the ranks \( R_0,...,R_{d-1} \) as in (3.4) and the following TT blocks:

\[
A^{(0)}_{\gamma_{0-1},\gamma_{d-1}}(i,i') = \int_{\Omega} \sum_{s=1}^{\bar{M}} c^{(0)}_{\gamma_{0},\gamma_{1}}(s) \phi_i(x) \cdot \nabla \phi_{i'}(x) dx,
\]

\[
A^{(k)}_{\gamma_{k-1},\gamma_{k}}(j_k,j_k') = c^{(k)}_{\gamma_{k-1},\gamma_{k}}(j_k) \delta_{j_k,j_k'}, \quad k > 0.
\]

The right-hand side is assembled or approximated in the TT format as well, i.e.

\[
f(i,j) = \sum_{\delta_0,...,\delta_{d-1}=1}^{\rho_0,...,\rho_{d-1}} f^{(0)}_{\delta_0}(i) f^{(1)}_{\delta_1}(j_1) \cdots f^{(d)}_{\delta_{d-1}}(j_d).
\]
The simplest case is a deterministic right-hand side, \( f = f(x) \), which yields a rank-1 TT decomposition

\[
f(i,j) = \left[ \int_{\Omega} \sum_{s=1}^{M} f(x_s) \phi_s(x) \phi_i(x) \, dx \right] e_{j_1} \cdots e_{j_d}.
\]

Another example would be the case of inhomogeneous deterministic Dirichlet boundary conditions. In that case, the right hand side depends linearly on the elements of the matrix \( A \) and thus again linearly on the coefficient \( c \) conditions. Indeed, the indices \( u_i \) with the multiplications in the TT format, \( u \), provided a TT decomposition of the tensor \( j \) in (3.2) are independent, and the summation over \( j \) can be distributed with the multiplications in the TT format,

\[
(3.9) \quad u_{h,n}(x,y) = \left[ \sum_{i=1}^{M} u^{(0)}(i) \phi_i(x) \right] \left[ \sum_{j_1=1}^{n_1} u^{(1)}(j_1) L_{j_1}(y^1) \right] \cdots \left[ \sum_{j_d=1}^{n_d} u^{(d)}(j_d) L_{j_d}(y^d) \right].
\]

Since the finite element basis functions \( \phi_i(x) \) are local, and \( L_{j_k}(y^k) \) are global (univariate) functions, evaluation of \( u_{h,n}(x,y) \) at fixed \( x, y \) requires \( O(r + dnr^2) \) operations. Similarly, the quadrature weights for integrating the interpolant \( u_{h,n} \) over \( x, y \) can be obtained by explicit integration of \( \phi_i \) and \( L_{j_k} \), and the overall quadrature complexity is \( O(Mr + dnr^2) \).

**Remark 3.1.** The presented approach is not limited to the discrete description. We can consider continuous variables, such that TT blocks become matrix-valued functions [43], e.g.

\[
c(x,y) = c^{(0)}(x)c^{(1)}(y^1) \cdots c^{(d)}(y^d),
\]

or tensors with one of the dimensions being infinite, e.g. \( c_{a_{k-1},a_k}(y^k) \). Matrix multiplications involving this dimension (e.g. ALS projections (2.14)) should be replaced by integrals. Products over rank indices (in e.g. QR decompositions) imply linear combinations of columns of the corresponding matrix foldings, which are to be replaced by linear combinations of functions. Computation of cross indices can be also performed at the continuous level, as determining one index means finding the maximal value of a function in modulus. This is done in the Empirical Interpolation method (EIM), for example [5]. From the practical perspective, it may pave the way for an adaptive discretization in space and in the parameters, interleaved with the ALS/cross iterations over the TT structure [2].

### 3.3. A hybrid ALS-Cross algorithm for solving the block-diagonal collocation system.

Our goal is to replace the dense, reduced matrix (2.12) in the ALS method by a sparser matrix which allows an efficient solution. Recall from (3.8) that, for \( k = 1, \ldots, d \), the TT factors \( A^{(k)}(j_k, j_k') = 0 \) whenever \( j_k \neq j_k' \). This structure is generally destroyed by the projection onto the dense interface \( U^{(k)} \) of the solution in (2.12).

In order to sparsify the factor \( A_{>k} \) in (2.12) we modify the ALS algorithm in two aspects. Firstly, instead of using the dense interface \( U^{(k)} \) in the \( k \)-th step directly, we use a similar trick to that used in Alg. 2.1 at Lines 18–21, i.e., we recursively apply the maxvol algorithm to
find an index set $J_{>k}$ and update the $k$-th TT block. This is equivalent to replacing $U^{(>k)}$ with $[U^{(>k)}(:,J_{>k})]^{\top} U^{(>k)}$. This transformation ensures that $U^{(>k)}(:,J_{>k}) = I_{r_k}$. Secondly, we replace the symmetric Galerkin projection $U_{\neq k}^{\top} AU_{\neq k}$ in (3.10) by a Petrov-Galerkin projection $W_{\neq k}^{\top} AU_{\neq k}$ with a specially chosen matrix $W_{\neq k} \in \mathbb{R}^{M_{n_1 \cdots n_d} \times r_k - 1 n_k r_k}$. Since we are interested in sparsifying the right projection $\hat{A}_{>k}$, we simply set the columns of $U^{(>k)}$ corresponding to indices $j \notin J_{>k}$ to zero, i.e.

$$W_{\neq k} = U^{(<k)} \otimes I_{n_k} \otimes \left( E^{(>k)} \right)^{\top},$$

where $E^{(>k)} \in \mathbb{R}^{r_k \times n_k + 1 \cdots n_d}$ is a submatrix of identity at the index set $J_{>k}$, that is

$$E^{(>k)}(:,J_{>k}) = I_{r_k},$$

while all other elements of $E^{(>k)}$ are zero. For the projected matrix we now obtain:

$$W_{\neq k}^{\top} AU_{\neq k} = \sum_{\gamma_{k-1}, \gamma_k=1}^{R_{k-1}, R_k} \hat{A}_{<k}(:,\gamma_{k-1},\gamma_k) \otimes A_{\gamma_{k-1},\gamma_k}^{(k)} \otimes \left( E^{(>k)} A_{\gamma_k}^{(>k)} (U^{(>k)})^{\top} \right) \in \mathbb{R}^{r_k - 1 n_k r_k \times r_k - 1 n_k r_k},$$

where $A_{\gamma_k}^{(>k)}$ is as given in (2.13). Finally, we solve the Petrov-Galerkin linear system

$$(W_{\neq k}^{\top} AU_{\neq k}) u^{(k)} = (W_{\neq k}^{\top} f)$$

to compute the next TT block $u^{(k)}$.

The block-diagonality of the hybrid projection (3.10) can be shown as follows. Without loss of generality, let us assume that $J_{>k} = \{1, \ldots, r_k\}$, and note that due to (3.8) $A_{\gamma_k}^{(>k)}$ is diagonal. Then, we obtain

$$E^{(>k)} A_{\gamma_k}^{(>k)} (U^{(>k)})^{\top} = \begin{bmatrix} A_{\gamma_k}^{(k)}(1,1) & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & A_{\gamma_k}^{(k)}(r_k, r_k) & 0 \end{bmatrix} \begin{bmatrix} 1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{bmatrix} = A_{\gamma_k}^{(>k)}(J_{>k}, J_{>k}).$$

Hence, both the middle and the right factor in (3.10), for each $\gamma_{k-1}, \gamma_k$, are diagonal, and so the matrix $W_{\neq k}^{\top} AU_{\neq k}$ is block-diagonal. Let us consider the cases $k = 0$ and $k > 0$ separately.

$k = 0$: For uniformity of notation, let $\hat{A}_{<k} = 1$. Assume again that $J_{>0} = \{1, \ldots, r_0\}$ and recall the definition of the zeroth TT block $A_{\gamma_0}^{(k)} = A_{\gamma_0}^{(0)}$ in (3.8). It follows from (3.10), since $W_{\neq 0} = I_M \otimes (E^{(>0)})^{\top} = [I_{M r_0} \ 0]$, that

$$W_{\neq 0}^{\top} AU_{\neq 0} = \sum_{\gamma_0} A_{\gamma_0}^{(0)} \otimes A_{\gamma_0}^{(0)}(J_{>0}, J_{>0}) = \left[ A(y_1) \ \cdots \ A(y_{r_0}) \right].$$
where $A(y_j)$ is the FE stiffness matrix at parameter value $y_j$, for $j \in J_{>0}$, according to (3.1). Similarly, the right hand side $W_{\neq k}^T f$ is simply the concatenation of the vectors $f(y_1), \ldots, f(y_{r_0})$, as defined in (3.1).

Therefore, the step $k = 0$ is similar to the offline stage in Reduced Basis methods [4]: we solve independent deterministic PDEs at a finite set of $r_0$ parameter values to produce the snapshots $u(y_j), j \in J_{>0}$, which then form the columns of the TT block $u^{(0)}$. The difference is that the choice of the parameter values is not random, but optimised by the maxvol algorithm. As the algorithm converges, the indices in $J_{>0}$ will converge to their maximum volume positions. For smooth functions, they should deliver better approximation than random (Monte Carlo) samples.

In order to proceed to the next step ($k = 1$), we need to construct the partially reduced factor $\tilde{A}_{<1}$ in (2.14). This involves orthogonalisation of $u^{(0)}$ and projection of $A^{(0)}$ and $f^{(0)}$ onto this orthogonal basis, as in Reduced Basis Methods. In this step it is possible to reduce the rank $r_0$, using truncated singular value decomposition, similarly to Proper Orthogonal Decomposition. For more details on adapting the ranks see Section 3.4.

$k > 0$: Due to the block-diagonal form of the matrix (3.10), for the other TT blocks, corresponding to the discretization in $y$, the solution of (3.11) decouples into $n_k r_k$ independent dense systems of size $r_{k-1} \times r_{k-1}$. These blocks are orthogonal projections of the FE stiffness matrices at some $y$ points, and hence are symmetric positive definite. This is similar to the online stage of Reduced Basis Methods. The difference is that this online computation is split into $d$ steps over individual TT blocks.

The pseudocode of the ALS-Cross method is shown in Alg. 3.1. Similarly to the TT-Cross and ALS methods, this algorithm is iterated forward, from $k = 0$ to $k = d$, and back, from $k = d$ to $k = 0$. In the forward iteration where $k$ increases, we compute the orthogonal projection $\tilde{A}_{<k}$ as in (2.14) for the ALS method. In the backward iteration where $k$ decreases, we use the recursive maxvol algorithm and update the TT blocks as described in this section.

### 3.4. Adaptation of TT ranks

The algorithms listed so far work with TT approximations of fixed rank. However, the final ranks of the solution are difficult to guess a priori. A practical algorithm should be able to decrease or increase the ranks depending on a desired accuracy. To decrease the ranks is easy: we just need to apply any rank-revealing technique (singular value decomposition or matrix cross) [27] to an appropriate folding of the TT block, $U^{(k)}$ or $U^{(k)}$, after it is computed from the reduced system (Lines 8 and 15 in Alg. 3.1).

More interesting is the rank-increasing step. There are two main approaches. The Density Matrix Renormalization Group (DMRG) method suggested in the quantum physics community [48] merges two neighbouring TT blocks into one larger block, $u^{(k,k+1)}$, then the corresponding larger system is solved, and the variables are separated back. In the latter step, the rank $r_k$ can be increased up to a threshold. An immediate drawback is the need to solve a larger “two-dimensional” system in each step. A less obvious caveat is the possible stagnation of convergence far from the optimal solution, which can occur especially for high dimensional problems. A remedy for this problem is to pad the TT blocks of the solution with random entries [45].

It was observed later that using this expansion the ranks can actually be increased explic-
Algorithm 3.1 ALS-Cross algorithm

**Input:** TT blocks of the coefficient \( c^{(k)} \) and right-hand side \( f^{(k)} \); initial index sets \( J_{>k} \), \( k = 0, \ldots, d \); stopping tolerance \( \varepsilon \).

**Output:** TT blocks of the solution \( u^{(k)} \).

1. Initialize \( \hat{A}_{<0} = \hat{F}_{<0} = 1 \), copy \( u^{(k)} \leftarrow c^{(k)} \), \( k = 0, \ldots, d \), set \( \text{iter} = 0 \).
2. **while** \( \text{iter} < I_{\text{max}} \) or \( \| u - u_{\text{prev}} \| > \varepsilon \| u \| \) **do**
   3. Set \( \text{iter} \leftarrow \text{iter} + 1 \) and \( u_{\text{prev}} \leftarrow u \).
   4. For all \( \alpha_0 = 1, \ldots, r_0 \), solve \( A(y_{\alpha_0})u^{(0)} = f(y_{\alpha_0}) \), with \( A(y_{\alpha_0}), f(y_{\alpha_0}) \) as given in (3.1).
   5. Orthogonalize \( u^{(0)} = QR \) and update the TT blocks \( u^{(0)} \leftarrow Q, U^{[1]} \leftarrow RU^{[1]} \).
   6. Compute projections \( \hat{A}_{<k+1} \) and \( \hat{F}_{<k+1} \) as shown in (2.14) and (2.11).
   7. **for** \( k = 1, 2, \ldots, d \) **do**
      8. Solve the reduced problem (3.11) with the matrix from (3.10).
      9. **if** \( k < d \) **then**
         10. Orthogonalize \( U^{[k]} = QR \) and update \( U^{[k]} \leftarrow Q, U^{[k+1]} \leftarrow RU^{[k+1]} \).
         11. Compute projections \( \hat{A}_{<k+1} \) and \( \hat{F}_{<k+1} \) as shown in (2.14) and (2.11).
      **end if**
   **end for**
13. **for** \( k = d, d - 1, \ldots, 1 \) **do**
   14. Solve the reduced problem \( (W_{\neq k}^T A U_{\neq k})u^{(k)} = W_{\neq k}^T f \), as above.
   15. Orthogonalize \( (U^{(k)})^\top = QR \).
   16. Determine a new vector of local pivots \( L_k = \maxvol(Q) \).
   17. Update the TT blocks \( U^{(k)} \leftarrow Q(L_k,:)^{-\top} Q^\top \) and \( U^{[k-1]} \leftarrow U^{[k-1]} R^\top Q(L_k,:)^\top \).
   18. Map \( L_k \) to the global index set \( J_{>k-1} = [j_k] \cup J_{>k} ]_{L_k} \), as given in (2.6).
19. **end for**
20. **end while**

It is worth noting with the TT blocks. A more reliable and theoretically justified method, where the TT blocks of the solution are augmented by the TT blocks of the residual, is the Alternating Minimal Energy (AMEn) method proposed in [17]. It converges faster than DMRG and its complexity remains of the same order as that of the plain vanilla ALS algorithm.

The AMEn algorithm features a semi-reduced system \( A_{\geq k} u^{(\geq k)} = f_{\geq k} \) with

\[
A_{\geq k}(\alpha_{k-1}j_{\geq k}, \alpha_{k-1}j_{\geq k}) = \hat{A}_{<k}(\alpha_{k-1}, \alpha_{k-2}^{(d)}(j_k, j_k')) A^{(k)}(j_k, j_k') \cdots A^{(d)}(j_d, j_d'),
\]

where only the coordinates \( < k \) are reduced. Then, before Line 10 in Alg. 3.1, the residual of the semi-reduced system is approximated in TT format with small TT ranks,

\[
z_{\geq k} = f_{\geq k} - A_{\geq k} u_{\geq k}, \quad z_{\geq k}(\alpha_{k-1}j_{\geq k}) \approx Z^{(k)}(\alpha_{k-1}j_k) z^{(k+1)}(j_{k+1}) \cdots z^{(d)}(j_d),
\]

before expanding the TT block \( U^{[k]} \) and orthogonalizing it to obtain \( [U^{[k]} Z^{[k]}] = QR_{\text{exp}} \). To update the next TT block \( U^{[k+1]} \) consistently, we remove the last rank\( (Z^{[k]} \) columns from \( R_{\text{exp}} \) to obtain \( R \) and then compute \( RU^{[k+1]} \).
To compute $Z^{[k]}$ efficiently, we use the same hybrid ALS-cross procedure, but on different index sets, tailored to the residual. Applying the recursive maxvol algorithm to the TT blocks of $z^{(k)}$, we obtain an index set $\tilde{J}_{>k}$, subsample the matrix, right hand side and the solution,

$$\tilde{A}_k = \sum_{\gamma_{k-1}\gamma_k=1}^{R_{k-1},R_k} \tilde{A}_{<k}(\cdot;\cdot,\gamma_{k-1}^{-1}) \otimes A_{\gamma_{k-1}\gamma_k}^{(k)}(\tilde{J}_{>k},\tilde{J}_{>k}),$$

$$\tilde{U}_k = \sum_{\delta_{k-1}\delta_k=1}^{R_{k-1},R_k} \tilde{F}_{<k}(\cdot;\cdot,\delta_{k-1}^{-1}) \otimes f_{\delta_{k-1}\delta_k}^{(k)}(\tilde{J}_{>k},\tilde{J}_{>k}),$$

$$\tilde{U}^{[k]} = U^{[k]}[U^{(>k)}(\cdot,\tilde{J}_{>k})],$$

and update the TT block of the residual as $z^{(k)} = \tilde{v}_k - \tilde{A}_k \tilde{u}^{(k)}$.

**Remark 3.2.** The number of AMEn iterations to obtain convergence depends on two factors. Firstly, if the initial TT ranks are underestimated, we need to raise them to achieve the desired accuracy. The number of iterations in this stage is equal to the difference in the solution ranks, divided by the rank of $Z^{[k]}$. Secondly, once the proper ranks are achieved, a few more iterations might be necessary for the solution to actually converge. For the parametric PDE under consideration we have found that a single iteration in this second stage is sufficient. Since in the log-normal case the ranks of the solution and of the coefficient turn out to be approximately equal, this makes the treatment of the log-normal case particularly simple. Using the coefficient as the initial guess, Alg. 3.1 needs only one iteration overall. In the affine case, the TT ranks of the solution can be several times larger than the ranks of the coefficient. It is still advantageous though, to start with the coefficient and to conduct several iterations to increase the ranks.

**3.5. Complexity of the algorithm.** Let us now consider the cost of each of the steps in Alg. 3.1. For brevity, assume that there exists an $r \in \mathbb{N}$, such that $R_k \leq r$ and $r_k \leq r$, for all $k = 0, \ldots, d$. Lines 10 and 16–19 of Alg. 3.1 (QR, maxvol decompositions and updates of index sets) require $O(nr^3)$ operations. Lines 8 and 15 (updates of TT blocks for $k > 0$) require the construction and solution of $\leq nr$ dense systems of size $\leq r \times r$ at a cost of $O(nr^4)$ each. The computation of the projections in Line 11 has the same complexity. In particular, each of the matrix projections in (2.14) requires computing three tensor-tensor products. The projection of the right-hand side (2.11) has a cost of $O(nr^3)$ which can be neglected. Therefore, the TT blocks for $k = 1, \ldots, d$ can be computed at the cost not greater than $O(dnr^4)$ per iteration with the hidden constant being of order 1. This includes the products in the construction of (3.10), the direct inversions of the dense blocks, and the products in the update of (2.14).

We need to multiply a $M \times r$ by a $r \times r$ matrix to construct the deterministic coefficients for (3.1), resulting in a cost of order $O(Mr^2)$ for the setup of Line 4. The cost of the solution of the deterministic problems in Line 4 depends on the particular model and solver. For an optimal solver (e.g. multigrid), this step has $O(Mr)$ complexity, in general it can be of $O(KM^3r)$ with $\lambda \geq 1$ and/or $K \gg 1$. The deterministic solutions in Line 5 can be orthogonalized in $O(Mr^2)$ operations, while the deterministic matrices can be projected in $O(Mr^3)$ operations.

The total cost per iteration (with the hidden constants being of order 1) is therefore

$$O(KM^3r + Mr^3 + dnr^4).$$
Typical magnitudes for the parameters in (3.12) are $M \sim 10^4 - 10^5$ (for a two-dimensional physical space), $d \sim 20 - 100$, $r \sim 100 - 500$, and $n \sim 5 - 10$ (for a Gaussian grid). For smaller ranks, the complexity is mainly due to the deterministic part with the cost proportional to $M$. However, for larger ranks the $r^4$-term becomes dominant, and the stochastic part can consume most of the time. We will explore this in detail via some concrete numerical experiments.

4. Numerical examples. We consider the following instance of the PDE problem (1.1): we choose $\Omega = [0, 1]^2$, the right-hand side $f = 0$, and the boundary conditions

\begin{equation}
(4.1) \quad u|_{x^1 = 0} = 1, \quad u|_{x^1 = 1} = 0, \quad \frac{\partial u}{\partial n}|_{x^2 = 0} = \frac{\partial u}{\partial n}|_{x^2 = 1} = 0
\end{equation}

This allows us to introduce, for any $m \in \mathbb{N}$, a uniform rectangular partitioning

$$
T_h = \{ [x^1_{i1}, x^1_{i1+1}] \times [x^2_{i2}, x^2_{i2+1}] : x^1_{i1} = i_1/m \text{ and } x^2_{i2} = i_2/m, \quad i_1, i_2 = 0, \ldots, m-1 \},
$$

with mesh width $h = 1/m$ and the corresponding finite element space

$$
V_h = \text{span} \{ \phi_i(x) : i = i_1i_2 = 1, \ldots, M \}, \quad M = (m-1)(m+1),
$$

where $i_1 \in \{1, \ldots, m-1\}$, $i_2 \in \{0, \ldots, m\}$ and $\phi_i(x)$ is a continuous, piecewise bilinear function on $[0, 1]^2$, which is 1 at $(i_1h, i_2h)$ and 0 at all other vertices of the uniform grid.

The coefficient is based on the following expansion, proposed in [18],

\begin{equation}
(4.2) \quad w(x, y) = \sum_{k=1}^{d} y^k \psi_k(x), \quad \text{where} \quad \psi_k(x) = \sqrt{\eta_k} \cos(2\pi \rho_1(k)x^1) \cos(2\pi \rho_2(k)x^2),
\end{equation}

\begin{equation}
\rho_1(k) = k - \tau(k) \frac{(\tau(k) + 1)}{2}, \quad \rho_2(k) = \tau(k) - \rho_1(k), \quad \tau(k) = \left\lfloor -\frac{1}{2} + \sqrt{\frac{1}{4} + 2k} \right\rfloor,
\end{equation}

$$
\eta_k = \frac{\sigma^2 \mathcal{D}_k}{\sum_{m=1}^{d} \mathcal{D}_m}, \quad \text{and} \quad \mathcal{D}_k = \begin{cases} 1, & k \leq k_0, \\ (k - k_0)^{-\nu}, & k > k_0. \end{cases}
$$

Here, $d$ is chosen such that $\|\psi_{d+1}\|_\infty$ is smaller than the required tolerance. This coefficient mimics the Karhunen-Loève expansion (KLE) induced by the Matérn covariance function with smoothness parameter $\nu$, variance $\sigma^2$ and correlation length $\ell = 1/k_0$. The coefficient is constructed in either affine or log-form,

$$
c(x, y) = 10 + w(x, y), \quad \text{or} \quad c(x, y) = \exp(w(x, y)),
$$

respectively. To ensure well-posedness, only uniform $y$ are used in the affine case, while both uniformly and normally distributed parameters are used in the log-case.

The spatial grid levels vary from 1 to 5, with mesh size halved from level to level, starting from $h = 1/32$ at Level 1. The stochastic parameters $y^k$ are discretized with $n$ Gauss-Hermite or Gauss-Legendre points for normal or uniform $y$, resp. By default, we use $n = 7$ for the first dimension, and coarsen this anisotropically in the latter dimensions (see Sec. 4.1 for details). For the variance and the correlation length we use $\sigma^2 = \ell = 1$ by default; these parameters are varied in Fig. 4.7. The smoothness parameter $\nu$ is varied from 1 to 3.
The (vector-valued) QoI consists of 10 moments of the solution averaged over a subdomain,
\begin{equation}
Q_p = \mathbb{E}[Q^p(y)], \quad p = 1, \ldots, 10,
\end{equation}
where the offset by $0.2$ is added to make the magnitudes of the first two moments comparable. We show how these moments can be used for estimating the PDF of $Q$ in Section 4.3.

The TT solver is carried out as follows. Since $10 + w(x, y)$ is affine in $y$, it is constructed straightforwardly in the TT format. In the log-case, we approximate the exponential of $w$ at all spatial and parametric points using the TT-Cross algorithm (Alg. 2.1). After the full solution is computed via the ALS-Cross algorithm (Alg. 3.1), integration over $x$ in (4.3) involves only the zeroth (spatial) TT block. The resulting quantity depends only on $y$, and is raised to the $p$-th power via the TT-Cross algorithm. The moments of $Q$ are computed by multiplying the obtained tensor with the quadrature weights (the latter admit a rank-1 TT decomposition).

To compute the coefficient and the QoI, we initialize Alg. 2.1 with 800 random indices $J > k$, for each $k = 0, \ldots, d - 1$. This is a reasonable trade-off between overhead and reliability, since optimal TT ranks range from 50 to 500, depending on the model parameters.

For the ALS-Cross algorithm we have two strategies, depending on the form of the coefficient, see Rem. 3.2. In the log-normal and log-uniform case, the ranks of the coefficient and the solution are comparable, and we can use the coefficient as an initial guess. In the affine case, we can start from the coefficient and increase the ranks in the course of the iteration, or we can adopt the strategy used for the coefficient, i.e., to start from a high-rank initial guess and to truncate the ranks to the optimal values. However, the rank of the initial guess governs the number of deterministic problems we need to solve; if it is too large, the overall complexity will be too high. We compare these two strategies below.

Let us now briefly describe the methods we benchmark our ALS-Cross algorithm against. The first attempts of applying tensor techniques to stochastic PDEs used classical Richardson iteration, preconditioned by the mean-field operator \cite{31,29}. A slightly improved method is the preconditioned steepest descent iteration where linear combinations of vectors, scalar and matrix products are replaced by their TT counterparts, followed by rank truncation. We will benchmark against this method in the affine case. The mean-field preconditioner is efficient for small variances of the random field, but in general, excessive TT ranks of the preconditioned residual introduce a significant overhead. One way to reduce the complexity of classical iterative methods is to avoid multiplying the TT approximations of $A$ and $u$ and to compute directly the approximate residual using adaptive truncation both in the TT ranks and in the parametric resolution \cite{2}, but we will not compare against that approach.

Quasi Monte Carlo (QMC) methods are equal-weight quadrature rules where the nodes are chosen deterministically. Here, we use a randomised deterministic lattice rule, constructed by minimising the worst-case error component by component \cite{22}. We can also leverage the hierarchy of spatial discretizations for the PDE problem and design a multilevel QMC (MLQMC) algorithm \cite{36}. In MLQMC, large numbers of samples are only needed on the coarsest spatial grid. The solutions on finer grids are then used to correct this coarse-grid solution. When the difference between the solutions on two consecutive grids is small, only a few QMC samples of the fine-grid solution are sufficient to deliver the same accuracy as the single-level approach.
Finally, the Sparse Grid approach [11] is a particular realization of stochastic collocation, where instead of the full tensor product grid we use a union of grid surpluses with bounded total polynomial degree. Individual degrees for each variable can be weighted (anisotropically) to gain additional sparsity. For the stochastic PDE, one can introduce lower degrees in the latter, less important dimensions and the weights can be determined adaptively [20].

The TT algorithms\(^1\) were implemented within the TT-Toolbox [44]. The QMC points are produced via randomly shifted lattice rules [36], using the generating vector from [35, \text{lattice-39102-1024-1048576.3600.txt}]. Sparse grid experiments are carried out using an adaptive sparse grid algorithm from the \text{spinterp} toolbox [33, 32]. This algorithm is only applicable for uniform \(y\) though, since it employs a Clenshaw-Curtis grid with boundary points, giving zero or infinite coefficients for normally distributed \(y\). The CPU times, measured in seconds, are summed over all runs. The numerical results were obtained in Matlab R2015b on one node of the University of Bath Balena cluster with a 2.6GHz Intel Xeon processor.

4.1. Equilibration of different errors in the approximation. We are going to benchmark the algorithms with respect to the total modelling error. To optimize the performance and to guarantee a fair comparison, we aim to equilibrate all the errors introduced at different stages: truncation of the coefficient expansion, discretization in space and in the parameters, approximation in TT format and quadrature errors in the QMC method. In this section, we investigate some of these individual errors, study their dependence on key modelling parameters and describe how we equilibrate them.

We begin with the truncation error. An exact parametrization of a continuous random field \(c(x, \omega)\), e.g., a Karhunen-Loève expansion of a Gaussian random field with Matèrn covariance, involves an infinite number of parameters, \(c(x, y_1, y_2, \ldots)\). For practical purposes, we have to truncate such an expansion to a finite number of parameters, and thus introduce an error. In the case of the affine expansion \(c(x, y) = 10 + w(x, y)\) with \(w\) defined in (4.2), the norm of \(\psi_k\) is bounded by the function \(D_k\), which is asymptotically proportional to \(k^{-\nu-1}\). This decaying sequence can be used for estimating the truncation dimension and the corresponding error. A similar dependence of the truncation error on the norm of the functions \(\psi_k\) and thus on \(k^{-\nu-1}\) can also be shown in the log-normal case [12]. In both cases, we truncate the sum by ensuring that the first discarded term has a norm less than a given tolerance \(\delta\), i.e. \(\|\psi_{d+1}\|_\infty \leq \delta\).

Next, let us study the error due to the stochastic collocation method and its dependence on the maximal polynomial degree \(n\) (and thus the number of collocation points) in any parameter direction. We consider both a uniform grid, where the same \(n_k = n\) is used for all components \(y^k\), \(k = 1, \ldots, d\), as well as a heuristic anisotropic coarsening strategy, reducing the polynomial degree as \(k\) increases. The decay of \(D_k\) and thus of the norm of the \(k\)th term in the expansion of \(w\) suggests the use of fewer discretization points for the latter \(y^k\), i.e. an anisotropic grid. In the TT format, it is possible to estimate the quadrature error in computing the QoI for each individual term and we can bound the total error due to the choice of polynomial degree in the stochastic collocation approximation by

\[
(4.4) \quad \widehat{\varepsilon_{SC}} \leq C \sum_{k=1}^{d} D_k \varepsilon_q(n_k),
\]

\(^1\)The codes are available from http://people.bath.ac.uk/sd901/als-cross-algorithm.
where $\tilde{\varepsilon}_q(n_k)$ is the quadrature error in the $k$-th variable. Our anisotropic coarsening strategy aims to balance the terms in (4.4) such that $D_k\tilde{\varepsilon}_q(n_k) = \delta/d$, where $\delta$ is again the prescribed error tolerance. For analytic functions, Gauss quadrature converges exponentially, i.e., $\tilde{\varepsilon}_q(n_k) = \exp(-cn_k)$, suggesting the choice $n_k = \frac{1}{c} (\log D_k - \log(\delta/d))$. Denoting $n_1 = n$ and setting $n_d = 1$ for the last variable, we obtain

\begin{equation}
(4.5) \quad n_k = \left\lceil n + (1 - n) \frac{\log D_k}{\log D_d} \right\rceil,
\end{equation}

where $n$ is chosen such that the total quadrature error is less than $\delta$.

In Fig. 4.1, we investigate numerically the quadrature error due to collocation in the stochastic parameters $y$. We fix the spatial mesh level at 4 (i.e. $h = 1/256$), let $\nu = 3$ and set the TT approximation and KLE truncation thresholds to $\delta = 10^{-6}$, varying the numbers of grid points $n_1, \ldots, n_d$ in $\mathcal{Y}_n$. We consider both the uniform grid with $n_k = n$, for all $k = 1, \ldots, d$, as well as the anisotropic coarsening strategy in (4.5), discussed above. The total stochastic collocation error $\tilde{\varepsilon}_{SC}$ is estimated by considering the relative error in the Frobenius-norm of the vector of moments (4.3):

\begin{equation}
(4.6) \quad \tilde{\varepsilon}_{SC} = \frac{\|Q - Q_*\|_2}{\|Q_*\|_2}
\end{equation}

where the reference solution $Q_*$ is computing using all the same model parameters except for a uniform collocation grid with $n = 11$. We see that on average, the errors for the uniform and for the anisotropic grid are the same, while the CPU time for the uniform grid is significantly larger, and moreover, grows faster than linearly due to the growth of the TT ranks. In the anisotropic setup, the growth is perfectly linear in $n$.

As stated above, for $\nu \geq 1$, the spatial discretization error has an algebraic decay rate of $O(h^2)$. We estimate the precise dependence numerically for different values of $\nu$ by comparing again the vector of moments with the reference solution as in (4.6), see Fig. 4.2 (left). The moments are computed using the same $N = 2^{20}$ QMC points for all levels and a tolerance...
The spatial discretization error and QMC error for the log-normal field (1.3) are shown in Fig. 4.2. The FE error \( \hat{\varepsilon}_{\text{FE}} \) similar to (4.6) is \( \nu = 3 \) and \( \nu = 1.5 \), similar to (4.6) \( \nu = 3 \) and \( \nu = 1.5 \). The QMC error \( \hat{\varepsilon}_{\text{QMC}} \) similar to (4.6) is \( \nu = 3 \) and \( \nu = 1.5 \).

We see that the spatial and QMC errors are not sensitive to the choice of \( \nu \).

We finish with an analysis of the TT approximation errors. The TT algorithms are parametrized again by the same stopping tolerance \( \delta \); the TT ranks are adapted such that the relative mean error in the Frobenius vector norm is below that tolerance. In Tab. 4.1, we vary \( \delta \) from \( 10^{-2} \) to \( 10^{-5} \) and compute Monte Carlo (MC) estimates of the expected values of the relative errors in the coefficient \( c \) and the solution \( u \) of (1.1). In particular, we compute

\[
\hat{\varepsilon}_{\text{TT},c} = \frac{1}{N} \sum_{i=1}^{N} \| c_{\text{TT}}(:, y_i) - c(:, y_i) \|_{\infty} \quad \text{and} \quad \hat{\varepsilon}_{\text{TT},u} = \frac{1}{N} \sum_{i=1}^{N} \| u_{\text{TT}}(:, y_i) - u(:, y_i) \|_{2},
\]

where \( c_{\text{TT}} \) and \( u_{\text{TT}} \) are the TT approximations of the exact coefficient and the solution for the case of the log-normal coefficient field \( c(x, y_i) = \exp(w(x, y_i)) \) with \( \nu = 3 \), and where \( \{y_i : i = 1, \ldots, N\} \) is a set of \( N \) i.i.d. standard normals. The norm used for \( \hat{\varepsilon}_{\text{TT},c} \) approximates the error in the \( L^\infty \) norm, while the norm used for \( \hat{\varepsilon}_{\text{TT},u} \) approximates the error in the \( L^2 \) norm. The total number of samples \( N = 10^4 \), the spatial mesh size is set to \( h = 1/256 \), \( n = 7 \) and the truncation tolerance is \( 10^{-5} \). We see that the actual errors decay (roughly) linearly with \( \delta \), and the \( L^2 \) norm of the error is within the requested tolerance.

### 4.2. Benchmarking the ALS-Cross algorithm

Let us now come to the main experiments, where we compare the TT scheme and the alternative techniques in terms of CPU time and number of deterministic solves versus total error. We vary the spatial grid level from 1 \( (h = 1/32) \) to 5 \( (h = 1/512) \). To equilibrate all errors, we use the estimate of the spatial discretization error in Fig. 4.2 for each grid level as the tolerance \( \delta \) for the truncation error, for the stochastic collocation error and for the quadrature error (either due to QMC or TT...
Relative errors in the $L^\infty$-norm of the coefficient and in the $L^2$-norm of the solution with respect to the TT approximation tolerance (MC estimate with 95% confidence interval).

<table>
<thead>
<tr>
<th>TT tolerance $\delta$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\varepsilon}_{TT,c}$</td>
<td>$1.53e-2 \pm 3.3e-4$</td>
<td>$2.15e-3 \pm 4.7e-5$</td>
<td>$2.5e-4 \pm 5.7e-6$</td>
<td>$2.92e-5 \pm 6.8e-7$</td>
</tr>
<tr>
<td>$\hat{\varepsilon}_{TT,u}$</td>
<td>$4.91e-3 \pm 4.3e-5$</td>
<td>$6.10e-4 \pm 1.1e-5$</td>
<td>$8.7e-5 \pm 2.0e-6$</td>
<td>$1.01e-5 \pm 1.9e-7$</td>
</tr>
</tbody>
</table>

This heuristic should ensure that the total error is less than $4\delta$.

Since both the TT and the QMC approaches involve randomness, we conduct 16 runs of each and compare the results. The total error in the QoI is log-averaged over the runs,

$\hat{\varepsilon}_{tot} = \exp\left(\frac{1}{16} \sum_{i=1}^{16} \log \|Q(i) - Q_\star\|_2 - \log \|Q_\star\|_2\right)$,

where $i$ enumerates the runs, and $Q_\star$ is the reference solution computed using MLQMC with 6 levels, $h_L = 1/1024$ and all other errors equilibrated. The 2-norm of the vector of moments $Q$ is used since it governs the Kullback-Leibler divergence of the estimated PDF (see [10]).

Since all algorithms are built upon state of the art Matlab software and run on the same computer, the CPU time should give a reliable complexity measure. In addition, we also compare the methods in terms of number of deterministic PDE solves, since they constitute most of the cost, especially for complex PDEs. In fact, numerical experiments confirm that for our model problem, the solution of the $O(r)$ deterministic PDEs (in Line 4 in Alg. 3.1) dominates when the TT ranks remain relatively small (below $r = 100$). This corresponds to the first term in the complexity estimate (3.12). When $r$ is larger, the other steps in Alg. 3.1 dominate the cost, due to their $O(r^3)$ and $O(r^4)$ complexity. More specifically, in our tests with log-normal random fields on spatial grid level 4 ($h = 1/256$), Line 4 in Alg. 3.1 constitutes 45% of the cost for smoother fields ($\nu = 3$) and about 5% for less smooth fields ($\nu = 1.5$).

Remark 4.1. For MLQMC, the deterministic solves on different levels have different complexity, but we know (or can estimate) very accurately how this cost scales with grid level $\ell$. Thus, to allow a comparison with the other methods in terms of number of deterministic PDE solves, we normalize the cost of each PDE solve on coarser levels, so that they represent the correct fraction of the cost of a PDE solve on the finest grid. The sum of these normalized costs over all the levels is then an accurate estimate of the equivalent cost in terms of number of PDE solves on the finest grid when compared to the other (single-level) methods.

4.2.1. Affine coefficients. We start with the affine coefficient and a fairly smooth random field ($\nu = 3$). In Fig. 4.3, we compare our new ALS-Cross algorithm with a simple preconditioned steepest descent iteration in the TT format (“psd”), as well as with the QMC methods, in single (“qmc”) and multilevel (“mlqmc”) form [36]. The ALS-Cross algorithm is invoked in two regimes: either one iteration, starting from a random initial guess with TT ranks 800 (“tt1”), or $K$ iterations, starting from the coefficient as the initial guess (“ttK”). In the latter case, the algorithm is stopped when the relative difference between the solutions at iterations $K$ and $K - 1$ is less than the chosen TT tolerance $\delta$. The numbers in the left figure denote slopes of least squares linear fits (discarding the right-most point(s) where necessary).
Figure 4.3. CPU time (left) and number of deterministic PDE solves (right) vs. $\log_{10} \hat{\varepsilon}_{\text{tot}}$ for the affine-uniform coefficient (1.2) with $\nu = 3$ (# solves in mlqmc computed according to Rem. 4.1).

We see that the ALS-Cross schemes are clearly faster and more accurate than the other techniques. The multilevel QMC method exhibits the same asymptotic slope, but its absolute run time is two orders of magnitudes larger. Note that the minimal possible slope of cost with respect to error is 1 for the deterministic problem, since the FE error decays as $O(h^2)$, while the cost grows at least with $O(h^{-2})$. In the ALS-Cross and in the multilevel QMC methods this is indeed almost achieved for the overall cost. The single-level QMC exhibits a slope of 2, as was also observed previously [36]. The simple preconditioned steepest descent method becomes too slow due to the large TT ranks of the residual at the latter iterations. Its cost seems to be growing faster than algebraically. For the affine case, the adaptive Richardson iteration in [2] may allow to overcome this problem, but for larger variances such as those in Sec. 4.2.2 we still expect the number of iterations to be too high to be really competitive.

Comparing the two versions of the ALS-Cross method (“tt1” and “ttK”), we confirm that for lower accuracies, it is faster to perform several iterations, and to approach the TT ranks of the solution from below, as this requires fewer deterministic solves, which dominate the total cost. However, the method works also very well when choosing a high initial rank and performing only one iteration of the ALS-Cross algorithm. In our experiments, the complexity of “tt1” approaches the complexity of “ttK” for higher values of the TT tolerance $\delta$, since in that case the difference between initial and final TT ranks is smaller.

4.2.2. Log-normal and log-uniform coefficients. In the next experiments (Fig. 4.4–4.5), we focus on the log-uniform and the log-normal coefficients. We carry out systematic comparisons of the (tt1 version of the) ALS-Cross method, starting with the coefficient as the initial guess (“tt”), with the single and multilevel QMC methods (“qmc”, “mlqmc”), as well as with the dimension adaptive sparse grid method (“sg”, for uniform $y$ only). As before, we compare total CPU times (left) and numbers of deterministic solves (right), plotted against the estimate of the total error $\hat{\varepsilon}_{\text{tot}}$ in (4.8).

For the smooth field ($\nu = 3$, Fig. 4.4) the ALS-Cross method is the fastest approach, due to small TT ranks in both the spatial and stochastic TT blocks. For spatial grid level
Figure 4.4. CPU time (left) and number of deterministic solves (right) vs. $\log_{10} \epsilon_{tot}$ for log-uniform (top) and log-normal (bottom) coefficients with $\nu = 3$ (# solves in mlqmc computed according to Rem. 4.1).

For a less smooth field ($\nu = 1.5$, Fig. 4.5), the slope for the cost of the ALS-Cross method...
Figure 4.5. CPU time (left) and number of deterministic solves (right) vs. \( \log_{10} \hat{\epsilon}_{\text{tot}} \) for log-uniform (top) and log-normal (bottom) coefficients with \( \nu = 1.5 \) (# solves in mlqmc computed according to Rem. 4.1).

increases, in particular becoming larger than the respective slope of multilevel QMC. However, in absolute terms the ALS-Cross method remains consistently the fastest for the considered range of tolerances. For an even less smooth field with \( \nu = 1 \), both the single-level and the multilevel QMC method become faster than the ALS-Cross method and the rate of ALS-Cross is closer to that of single-level QMC (Fig. 4.6, left). This indicates that it might be beneficial to use the ALS-Cross solver also in a multilevel framework. A further investigation of this idea goes beyond the scope of this paper. However, in terms of PDE solves (Fig. 4.6, right), ALS-Cross still hugely outperforms both the QMC approaches, which may indicate potential even for rough coefficient fields for more complex 3D PDE problems.

Finally, we investigate in Fig. 4.7 the influence of the parameters \( k_0 \) and \( \sigma^2 \) in our coefficient model (4.2) on the performance. These two parameters correspond to the reciprocal of the correlation length and to the variance, respectively. We consider only ALS-Cross and multilevel QMC here. The results confirm what we expected: the TT ranks, and hence the complexity, are larger for a larger variance and for a smaller correlation length. Consequently,
Figure 4.6. CPU time (left) and number of deterministic solves (right) vs. $\log_{10}\hat{\varepsilon}_{\text{tot}}$ for the log-normal coefficient with $\nu = 1$ (# solves in mlqmc computed according to Rem. 4.1).
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The TT-based algorithm is more beneficial in the low variance, long correlation length regime. For larger variances the performance of the TT approach becomes comparable to that of MLQMC, since the variance influences the shape, and hence the TT ranks of the solution significantly through the nonlinear dependence.

4.3. Estimation of probability densities. Finally, we compute probability density functions via the maximum entropy method. Let $Q(y)$ be the QoI in (4.3), which we treat as a random variable. Let us assume that $Q$ has a probability density function (PDF) $P(Q) > 0$, normalised such that the zeroth moment $\int_{\mathbb{R}} P(Q) dQ = 1$. The $p$-th moment of $Q$, for $p \geq 1$, is then given by $\int_{\mathbb{R}} Q^p P(Q) dQ$. On the other hand, we have just described how to compute approximations $Q_p$ for these moments from the parametric solution (4.3).

To approximate the entire PDF of $Q$ we can use the maximum entropy method described in [28]. It maximizes the Shannon entropy $\mathbb{E}(-\ln(P(Q))) = -\int_{\mathbb{R}} P(Q) \ln P(Q) dQ$, subject to matching the first $S+1$ moments of $Q$ (including the zeroth moment) to the computed moments. By enforcing these constraints via Lagrange multipliers $\lambda = (\lambda_0, \ldots, \lambda_S)$, the first-order criticality conditions lead to an approximate PDF of the form $P_S(Q) = \exp \left( \sum_{p=0}^{S} Q^p \lambda_p \right)$ where the Lagrange multipliers $\lambda$ satisfy the $(S+1)$-dimensional nonlinear system

$$\int_{\mathbb{R}} Q^p P_S(Q) dQ = \begin{cases} 1, & p = 0, \\ Q_p, & p = 1, \ldots, S, \end{cases}$$

which can be solved via an efficient Newton algorithm [28]. So the main computational cost is in computing the moments $Q_p$, as described above.

In Fig. 4.8 we investigate two values of the smoothness parameter $\nu$ for the log-normal and log-uniform cases. The left axes in Fig. 4.8 show the PDFs for different numbers of moments. The right axes show the relative error in the PDF approximation $P_S$ with $S$ moments. As the exact solution in those error estimates, we use a computation with a larger number of moments (8 for the top left figure, 10 for the other plots). We see that up to 10 moments might
Figure 4.7. CPU time (left) and number of deterministic solves (right) vs. $\log_{10}\hat{\varepsilon}_{\text{rel}}$ for log-normal coefficients with $\nu = 3$, varying the correlation length $1/k_0$ (top) and the variance $\sigma^2$ (bottom). The number of solves in mlqmc is again computed according to Remark 4.1.

be necessary for approximating the PDF to achieve a relative error below $10^{-2}$. For a smaller relative error, more moments computed with a smaller tolerance $\delta$ would be necessary. This is the rationale behind computing the full solution in the TT format, particularly for more complex PDEs, since the number of deterministic problems the TT method needs to solve is several orders of magnitude lower than in the other methods, for all considered parameters.

5. Conclusion. We have generalised the TT-Cross method for the solution of algebraic tensor equations, arising in particular from stochastic and parametric PDEs. The core iteration is borrowed from ALS; however, the cross interpolation allows us to reduce numerical costs by preserving the block-diagonal structure of the PDE operator discretised using the stochastic collocation. The overall “TT method” for parametric PDEs consists of the approximation of the coefficient using TT-Cross, the solution of the PDE using ALS-Cross, and the computation of the moments using again TT-Cross. In most of our numerical experiments, the TT method is faster than multilevel QMC for lower accuracies, since the TT approach
needs much fewer deterministic solves. On the other hand, in these experiments the MLQMC cost is dominated by the work on the coarsest level, while the finer level corrections require less than a thousand samples. Thus, the multilevel correction idea could provide a more efficient way to enhance the accuracy of the TT solution, especially for rougher coefficients (i.e. for smaller values of $\nu$), similar to [41]. More importantly for applications, the TT solution of the forward problem can also be used as an efficient and accurate surrogate model for sampling-based Bayesian approaches to high-dimensional inverse problems, reducing the number of expensive PDE solves [15].
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