Characterisation of nanovoiding in dental porcelain using small angle neutron scattering and transmission electron microscopy
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Abstract

Objectives: Recent studies of the yttria partially stabilised zirconia-porcelain interface have revealed the presence of near-interface porcelain nanovoiding which reduces toughness and leads to component failure. One potential explanation for these nanoscale features is thermal creep which is induced by the combination of the residual stresses at the interface and sintering temperatures applied during manufacture. The present study provides improved understanding of this important phenomenon.

Methods: Transmission electron microscopy and small angle neutron scattering were applied to a sample which was crept at 750°C and 100 MPa (sample C), a second which was exposed to an identical heat treatment schedule in the absence of applied stress (sample H), and a reference sample in the as-machined state (sample A).

Results: The complementary insights provided by the two techniques were in good agreement and log-normal void size distributions were found in all samples. The void number density was found to be 1.61 μm⁻², 25.4 μm⁻² and 98.6 μm⁻² in samples A, H and C respectively. The average void diameter in sample A (27.1 nm) was found to be more than twice as large as in samples H (10.2 nm) and C (11.6 nm). The crept data showed the highest skewness parameter (2.35), indicating stress-induced growth of larger voids and void coalescence that has not been previously observed.

Significance: The improved insight presented in this study can be integrated into existing models of dental prostheses in order to optimise manufacturing routes and thereby reduce the significant detrimental impact of this nanostructural phenomenon.
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<table>
<thead>
<tr>
<th>3 Samples</th>
<th>Experimental Methods</th>
<th>Void density</th>
<th>Average diameter</th>
<th>Distribution skew</th>
<th>Interface behaviour</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-machined (A)</td>
<td>SANS</td>
<td>1.61 μm⁻²</td>
<td>27.1 nm</td>
<td>Narrow (1.27)</td>
<td>Thin</td>
</tr>
<tr>
<td>Heat-treated (H)</td>
<td>TEM</td>
<td>25.4 μm⁻²</td>
<td>10.2 nm</td>
<td>Narrow (1.43)</td>
<td>Thick</td>
</tr>
<tr>
<td>Crept (C) (100 MPa)</td>
<td>TEM</td>
<td>98.6 μm⁻²</td>
<td>11.6 nm</td>
<td>Broad (2.35)</td>
<td>Thick coalesced</td>
</tr>
</tbody>
</table>
1. Introduction

Recent decades have seen significant advances in ceramic processing which have facilitated the manufacture of more efficient and practical ceramic dental prostheses [1]. The appealing appearance of these systems compared to traditional metallic based implants has meant that despite questions regarding their mechanical reliability, ceramic prostheses have become popular with patients and dental technicians [2].

The exceptionally high toughness of Yttria Partially Stabilised Zirconia (YPSZ) in combination with its high strength and biocompatibility has resulted in the widespread use of this ceramic material in dental applications [3, 4]. Previously, one of the main concerns when using YPSZ in prosthesis manufacture has been the interaction between YPSZ and enamel in natural teeth [5, 6], as well as the need for managing the aesthetic appearance of the completed restoration. When used in dental prosthetics applications, YPSZ is therefore typically veneered with porcelain in order to tailor both the shade and pearlescence of the completed prosthesis and to match the appearance of natural teeth [2]. Dental porcelain is a predominantly amorphous ceramic composed of silica, alumina and a range of other oxides selected to produce a material with optimal mechanical properties and manufacturability [7, 8].

Despite the many benefits of this manufacturing approach, the origin of failure in YPSZ-porcelain prostheses is primarily located within the porcelain veneer [9]. Brittle porcelain failure may be induced at surfaces through effects such as wear faceting [10], or may nucleate at defects within the bulk material [11, 12]. Investigations into the influence of ineffective design [13, 14] and manufacturing route [15-17] have shed light onto the origins of these types of failure. For example, recent modelling and experimental studies have shown that the interaction between defects and transient stresses induced by thermal gradients increase the likelihood of failure of a porcelain veneer [11].

Fractographic studies of failed prosthesis (induced both by clinical use and simulated mastication loading) have indicated that failure can also be preferentially initiated within a few hundred microns of the YPSZ-porcelain interface [10, 18-20]. Microscale analysis has demonstrated that the microstructure and mechanical characteristics of this near-interface zone are distinct from the neighbouring regions [21, 22]. For example, one recent spatially resolved micropillar splitting study shows a significant reduction (of up to 90%) of porcelain fracture toughness within the first 100μm of the interface, as shown in Figure 1 [23]. The exact origins of this near-interface variation has so far remained unclear, although an opinion has been expressed by some researchers that failure may also be associated with the tensile residual stresses that arose
during manufacture [24-26]. Guided by these considerations, we recently used Transmission Electron Microscopy (TEM) of the YPSZ-porcelain interface region to obtain improved insight into the nanostructure of this near-interface region [21]. This analysis confirmed the presence of porcelain nanovoiding (with void sizes of ~10 nm) in a band located a few microns from the YPSZ-porcelain interface, where the residual stresses are also believed to be maximum.

Figure 1. Results of micropillar splitting to determine the fracture toughness variation of YPSZ and porcelain within the first 100μm of YPSZ-porcelain interface. The 95% confidence intervals of each data point are shown by error bars, and an average fracture toughness for each material is shown [23].

Recent studies have also revealed that the combination of residual stress and high sintering temperatures applied to the near interface region during manufacture are sufficient to induce localised creep in dental porcelain [27]. Micro-to-nano scale void-like features have previously been observed during creep studies of porcelain and are known to lead to reduced material strength, stiffness and fracture toughness [28, 29]. The origin of this voiding behaviour is believed to be associated with the diffusional motion of vacancies within the atomic structure that induces the early onset of component failure in amorphous materials [30].

Based on the above considerations we hypothesise that porcelain creep at the YPSZ-porcelain interface leads to the generation of nanovoids that ultimately reduce the mechanical strength of this near interface region and lead to failure. Critical evaluation of this hypothesis is the subject of the present study. To assess and quantify the nanoscale porosity associated with creep, we make a comparison between three porcelain
specimens. Sample C was crept at a temperature and stress representative of the conditions present at the YPSZ-porcelain interface [16, 31], sample H was exposed to the same thermal conditions but without the application of load, and sample A represents the original as-machined state.

Only a limited number of experimental techniques can provide complete characterisation of cavitation phenomena at the nanometre length scale. In the analysis that follows two independent but complementary methods were used. Small Angle Neutron Scattering (SANS) is a reciprocal space technique based on the analysis of diffraction spectra from the samples that provides information regarding the mean shape, number density, size and distribution of voids with sizes in the range ≈1-100 nm [32, 33]. The large gauge volumes (typically >mm length scales) associated with SANS ensure that this technique provides results representative of the average bulk response, but, conversely, the technique cannot provide insight into local features [34].

To obtain spatially resolved information about nanovoiding, TEM imaging was performed on lamellae extracted from samples C, H and A. This approach benefits from direct 2D visualisation of voids, so that image post-processing can be used to assess their shape, number density, interface characteristics and distribution [34-37]. These results can be directly compared with the TEM analysis performed at the YPSZ-porcelain interface [21] and can be combined and contrasted with the results of SANS to provide improved confidence in the evaluation of nanovoiding characteristics.

2. Material and Methods

2.1. Sample Preparation

The three samples examined in this study were manufactured from a single batch of I14 Vitablocs® Mark II for Cerec [38]. Vitabloc® restorations, although composed of similar ceramics to conventional metallic or ceramic porcelain veneers, are known have a different manufacturing route, thermal characteristics and mechanical response [1]. Despite these differences, the similarities in elemental composition between these porcelain types, in combination with the carefully controlled industrial sintering process used to manufacture Vitablocs®, ensures that these components offer a comparable and microstructurally consistent base material. This high level of consistency between samples is crucial in order to identify the subtle nanoscale changes induced by the heat treatment and creep of dental porcelain.

The samples were machined using a diamond-coated grinding lathe and tensile specimen manufacturing procedure outlined by Lunt et al [27]. Multiple dog-bone samples were produced with the nominal gauge
length of 6 mm and diameter of 3.4 mm. Following a multi-stage polishing routine, the gauge diameters and lengths of each specimen were measured using a micrometer screw gauge. The reference sample in the as-machined state (sample A) was selected as one of these specimens.

High temperature creep was induced in sample C using the 50 kN uniaxial servo-hydraulic Instron loading rig at beamline Engin-X at ISIS Spallation Source, UK and the approach previously outlined by Lunt et al. [27]. The sample was placed into high temperature nickel alloy grips, a thermocouple was attached to the surface and then the sample was preloaded to around 0.2 – 0.7 MPa in a displacement control mode. Radiant heat lamps were then used to heat the specimen up to 750 °C at a rate of 10 °C min⁻¹. This holding temperature corresponds to the sintering conditions applied to dental veneering porcelains of similar composition during manufacture [39]. A thermal dwell of 3 hours was used to stabilise the system fully, ensuring that no further displacement could be observed in the loading rig output. The sample was then loaded to 100 MPa in order to match the residual stress previously observed at the YPSZ-porcelain interface of a veneer of similar thickness [22]. A loading rate of 1 MPa s⁻¹ was used to minimise the likelihood of brittle failure.

The secondary creep rate behaviour of this type of dental porcelain has previously been identified elsewhere as [27]:

\[ \dot{\varepsilon} = A\sigma^n e^{-Q/RT}, \]

where \( \dot{\varepsilon} \) is the strain rate, \( A \) is the creep rate scaling factor (\( A = 490 \pm 83.2 \text{ MPa}^{-1.32}\text{s}^{-1} \)), \( \sigma \) is the applied uniaxial stress, \( n \) is the stress rate exponent (\( n = 1.32 \pm 0.08 \)), \( Q \) is the activation energy (\( Q = 243.0 \pm 3.1 \text{ kJ mol}^{-1} \)), \( R \) is the universal gas constant and \( T \) is the absolute temperature in K. Substitution of the sintering temperature and stress expected at the YPSZ-porcelain reveals that the corresponding strain rate is small (\( 8.24 \times 10^{-8}\text{s}^{-1} \)). Therefore, to ensure that the impact of creep on the microstructure could be clearly identified, the sample was subjected to creep loading for 96 hours to reach a nominal strain of 2.85 %. The sample was then unloaded at a rate of 1 MPa s⁻¹ and cooled at a rate of 10 °C min⁻¹.

At the end of the creep experiment, the loading rig strain reading was found to be 2.75 %. The sample was then carefully removed and a Micrometer Screw Gauge was used to measure the length of the deformed specimen which was found to correspond to a strain of 2.67 %. Despite the fact that these measurements show reasonable agreement (to their associated levels of precision), the localised necking which was observed in the gauge volume suggests that the local strain at this position may have been higher.
In order to replicate the thermal history of sample C, the remaining machined sample was placed into a Carbolite RHF 16-8 Chamber Furnace. The same ramp rate and 750 °C thermal dwell was applied to this heat-treated specimen (sample H).

2.2. Small Angle Neutron Scattering

SANS was performed at beamline LOQ at the ISIS Pulsed Neutron Source, UK for which a comprehensive overview of the capabilities and experimental setup has previously been published elsewhere [40]. Specially manufactured mounts were produced to hold the samples in an orientation such that their axial direction was perpendicular to the beam as shown in Figure 2. The gauge volume studied within each of the samples was aligned with the incident beam to within ~0.2 mm.

![Figure 2. Schematic diagram of the SANS experiment showing moderator (source), beam defining slits, sample and detector arrangement.](image)

Collimation of the incident beam was performed to define a $2 \times 4$ mm$^2$ cross sectional area. A sample to detector distance of 4.14 m, incident beam collimation length of 4.00 m and moderator to sample distance of 11.01 m were used in this study. The beam chopper was configured to define incident wavelengths between $2.2 < \lambda < 10.0$ Å at a repetition rate of 25 Hz. In order to collect sufficient statistics each sample was exposed for 6 hours corresponding to $\approx 0.5$ mA-hours of proton flux incident on the target station. A 6 hour exposure of an empty holder was also collected in order to enable background correction.

2.3. Transmission Electron Microscopy

For TEM analysis representative lamella samples were extracted from each of the three dog-bone specimens from the location from which SANS measurements were collected. A Beuhler IsoMet® low speed diamond saw was initially used to section the sample across the gauge volume at a position just below the point where minor necking had been observed in the crept sample (C) (Figure 3). A slow cutting speed was selected to minimise the impact on the local microstructure. A multi-stage grinding and diamond grit
Polishing process was next applied to the sectioned surface to remove any regions affected by sectioning. Colloidal silica polishing was finally applied to leave a smooth, uniform surface which was minimally influenced by sample sectioning.

Figure 3. Schematic diagram showing sectioning location within dog-bone samples as well as the location and dimensions of the TEM lamella [41].

The three samples were mounted onto Scanning Electron Microscopy (SEM) stubs using silver paint. A 5 nm layer of Au/Pd was sputtered onto the surface of the specimens in order to improve the conduction path and thereby minimise the impact of charging during lamella preparation. The sample was then placed into the Tescan Lyra 3XM FIB-SEM at the Multi Beam Laboratory for Engineering Microscopy (MBLEM), Oxford, UK. Initial SEM imaging of the polished surfaces revealed that micro-scale voids were present in all three samples as shown in Figure 4. These voids were many orders of magnitude larger than the nano-scale voiding typically induced by creep [42] and have previously been shown to be present in as-machined samples of dental porcelain [43]. Voids of this type are believed to be associated with sintering defects induced during the manufacture of porcelain and were not the primary focus of this study, however SEM imaging of the entire cross section was performed in order to ascertain the impact of creep or heat treatment at these length scales. A working distance of 9 mm, voltage of 30 keV and pixel size of 150 × 150 nm² was used for imaging over the ≈ 9 mm² cross sectional area.

Figure 4. SEM image of cross sectional surface of sample A showing a single microscale void typical of those observed in the cross sectional surface of all three samples.
Focused Ion Beam (FIB) milling was then used to extract TEM lamella from the centre of the polished cross-sections of each sample as shown in Figure 3. The automated ‘AutoSlicer’ routine [41] was used to extract small sections of material with nominal dimensions of $10 \times 3 \times 0.5 \, \mu m^3$ which were attached to a copper TEM grid. Gentle FIB polishing was then performed on each of the samples using a milling current of 100 pA. The thickness of the completed lamellas was found to be $0.1 - 0.05 \, \mu m$ however this process was found to reduce the visible cross sections of all samples.

TEM imaging was performed using the JEOL JEM-2100F TEM at the Research Complex at Harwell, UK. An imaging current of $1.0 \, \mu A$ and accelerating voltage of 200 kV was used produce a spot size of 0.25 nm during this analysis and $2056 \times 2056$ pixel images were captured at a resolution of 0.33 nm per pixel. Multiple TEM imaging was used to interrogate total areas of $22.9 \, \mu m^2$, $11.6 \, \mu m^2$ and $18.3 \, \mu m^2$ for samples A, H and C, respectively. Example micrographs of the three samples are given in Figure 5.

![Figure 5. TEM images of the as-machined (A), heat-treated (H) and crept (C) samples.](image)

3. Results

3.1. Neutron Scattering

In order to enable valid comparison between SANS results, care must initially be taken to determine the differences in the scattering volume between the specimens. For the three samples examined in this study the gauge volume is a $2 \times 4 \, \text{mm}^2$ section through the centre of a 6 mm tall cylinder which is $\approx 3.4 \, \text{mm}$ diameter. Taking into account any minor differences in diameter and the maximum offset, the expected maximum difference in gauge volume was determined to be 0.28 %. Therefore, results that show differences in the scattered intensity greater than this bound were assumed to be the consequence of the differing scattering response of the samples.

Inspection of the two dimensional SANS patterns showed no apparent anisotropy in the scattering response. Therefore the data was reduced to 1D profiles of scattered intensity versus the modulus of the scattered wavevector $Q = \frac{4\pi}{\lambda} \sin \frac{\theta}{2}$ where $\lambda$ is the incident wavelength and $\theta$ is the scattering angle as shown.
in Figure 2), by radially averaging the two dimensional scattering patterns using Mantid, a neutron scattering data manipulation software package [44]. The data was then corrected for instrumental background, the measured transmission, sample volume and detector efficiency [45]. A perdeuterated/protonated polystyrene blend was used as a calibrant in order to determine measures of the absolute scattered intensity ($I(Q)$) to within ± 5 % [46] as shown in Figure 6. This procedure also gives an indirect check on the $Q$ scale (through measurement of the polymer radius-of-gyration). In order to aid in the visualisation of the data the distributions of samples H and C have been offset by factors of 5 and 25, respectively in Figure 6.

![Figure 6. Intensity against wavevector for the three samples. In order to reduce the overlap between distributions samples H and C have been scaled by 5 and 25, respectively. The power law fitting is included and the error bars indicate the standard deviation of each point.](image)

The three curves show broadly similar behaviour with a power law response at low $Q$ (i.e. $I(Q) \sim Q^{-n}$) and fitting was performed on each of the three data sets in order to quantitatively describe the differences observed. The as-machined (A), heat-treated (H) and crept (C) samples were found to have power law exponents of 3.3, 3.2 and 3.7, respectively. Variations in the power law exponent can be indicative of differences in void shape, interface behaviour or larger (microscale) phenomena and are discussed in more detail in Section 4.3 [47].
Figure 7. Intensity against wavevector in showing the peak fitting applied to the data sets. In order to reduce data overlap the heat-treated (H) and crept (C) data has been offset by 0.01 and 0.02, respectively. The error bars indicate the standard deviation of each data point.

Examination of the three scattering profiles reveals a number of peak type features overlying the power law distributions. These may be indicative of the spherical shape of the voids [48] however close inspection of the variations of intensity reveal that the confidence bounds of the associated data points are typically larger than the offsets observed. The only exception to this behaviour is observed at intermediate wavevector values \((Q = 0.08 - 0.17 \, \text{Å}^{-1})\) within samples H and C as shown in Figures 6 and 7.

In order to provide quantitative comparison between the three profiles at the location of interest, least squares fitting of Gaussian peak distributions was performed using the function:

\[
I(Q) = f + ae^{-\frac{(Q-b)^2}{2c^2}}
\]

where \(a\) is the peak height, \(b\) is the peak centre, \(c\) is the standard deviation and \(f\) is the background. In order to convert the peak centre estimate into the associated void dimension, the relationship between the real space \((\bar{d})\) and reciprocal space \((Q)\) dimensions is required:

\[
\bar{d} = \frac{2\pi}{Q},
\]

and the results of this analysis are given in Table 1.

**Table 1. Parameter descriptors of peak centres and widths observed in the intensity vs wavevector plots. The void diameter \((d)\) associated with each peak has also been included.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>(a) (cm(^{-1}))</th>
<th>(b) (Å(^{-1}))</th>
<th>(c) (Å(^{-1}))</th>
<th>(d) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-machined (A)</td>
<td>0.004</td>
<td>0.125</td>
<td>0.010</td>
<td>10.0</td>
</tr>
<tr>
<td>Heat-treated (H)</td>
<td>0.021</td>
<td>0.125</td>
<td>0.057</td>
<td>10.0</td>
</tr>
<tr>
<td>Crept (C)</td>
<td>0.027</td>
<td>0.111</td>
<td>0.063</td>
<td>11.3</td>
</tr>
</tbody>
</table>

Examination of the Gaussian fitting applied to the scattering distribution of the as-machined sample (A) reveals that the peak intensity is the same order of magnitude as the errors associated with each data point. This suggests that this peak is not statistically significant in comparison with the underlying background noise and therefore limited conclusions can be drawn from this fit.
The peak fitting analysis revealed that the average void diameter associated with the heat-treated sample (H) was smaller than in the crept sample (C) with the nominal sizes of 10.0 nm and 11.3 nm, respectively. The two peaks were also found to have different intensities, with the crept sample (C) demonstrating a peak height 28% higher than the heat-treated sample (H). The width of the two peaks was also found to differ, with the crept sample (C) showing a broader distribution of void sizes (c values equal to 0.057 Å⁻¹ and 0.063 Å⁻¹ for H and C, respectively). Further details on these differences are provided in Sections 4.1 and 4.2.

3.2. Micrograph Analysis

Examination of the SEM images collected from the porcelain cross section revealed that relatively low numbers (< 50) of microscale voids were observed in all the samples. The average void diameter and standard deviations of these measurements were 4.0 ± 0.6 μm, 3.1 ± 0.5 μm, and 5.8 ± 1.3 μm for the as-machined (A), heat-treated (H) and crept (C) samples, respectively. It is interesting to note that heat treatment appears to lead to a reduction in average void size and that creep results in a moderate increase. However, the limited number of micro-voids that could be examined in this study limits any firm conclusions that can be reliably drawn on the impact of these processes on the void distribution at this length scale. The primary conclusion from this analysis is that a random distribution of voids is present prior to creep. These voids have a number density of ≈ 4.3 μm⁻² and diameters covering the range from 1 – 20 μm with an average of ≈ 4 μm.

In order to quantify the number and size of each of the particles within the TEM images, the ‘analyse particles’ subroutine within the image processing software ImageJ was used [49]. A minimum linear dimension threshold of 4 pixels (1.3 nm) was applied during processing. The outputs from this analysis include the area, perimeter, orientation and aspect ratio (maximum / minimum dimension) of each particle. The total number of particles identified was 37, 295 and 1,805 corresponding to number densities of 1.61 μm⁻², 25.4 μm⁻² and 98.6 μm⁻² for the A, H and C samples, respectively.
The examination of the orientation distribution revealed that no clear preferred direction could be found in any of the samples. A broad range of particle aspect ratios were also observed in all three samples, covering the range from $1 - 15$. The mean value of all particles (1.77) was found to be influenced greatly by the high aspect ratio particles and therefore the median (1.366) and mode (1.094) were found to be more representative. This analysis suggests that most voids are close to spherical, with a few asymmetric outliers.

In order to obtain a representative value for the diameter of each particle the nominal diameter $d_n$ was determined based on the cross-sectional area $A$:

$$d_n = 2 \sqrt{\frac{A}{\pi}}.$$ \hspace{1cm} (4)

This data was next discretised into one hundred bins 1.3 nm-wide each and normalised by dividing each data set by the cross-sectional area over which imaging was successfully performed (22.9 $\mu$m$^2$, 11.6 $\mu$m$^2$ and 18.3 $\mu$m$^2$ for samples A, H and C, respectively) to produce histograms of number per $\mu$m$^2$ against $d_n$ as shown in Figure 8. Examination of these distributions revealed that they follow approximately log-normal variation of the form:

$$L(d^n) = \frac{\alpha \beta}{d^n \sigma \sqrt{2\pi}} e^{-\left(\ln\left(\frac{d^n}{\beta}\right) - \mu\right)^2},$$ \hspace{1cm} (5)

where $\mu$ and $\sigma$ are the location and variance parameters, respectively and $\alpha$ and $\beta$ are the vertical and horizontal scaling parameters respectively. The $\alpha$ scaling parameter is necessary to accommodate for the fact that these profiles are not probability density functions and therefore the area under the curve does not sum
to 1. The $\beta$ scaling factor scales the data in the horizontal direction in order to account for the differences between the void mode sizes.

Least squares fitting of log-normal distribution to the three data sets was performed in order to evaluate $\mu$, $\sigma$, $\alpha$ and $\beta$. These parameters can then be used to provide descriptors of the data set including the arithmetic mean $E[d^n]$ and median $\text{Med}[d^n]$:

$$E[d^n] = \beta e^{\mu + \frac{\sigma^2}{2}}, \quad (6)$$
$$\text{Med}[d^n] = \beta e^\mu. \quad (7)$$

These measures provide information on the average void diameter. To gain insight into the characteristics of the ‘tail’ of the distribution, the skewness of each data set can be obtained from:

$$\text{Skew}[d^n] = (e^{\sigma^2} + 2)\sqrt{e^{\sigma^2} - 1}. \quad (8)$$

Larger values of skew are indicative of the growth of voids and therefore provide quantitative descriptors of this important behaviour. The tabulated results of all statistical measures and fitted parameters are given in Table 2.

**Table 2. Log-normal parameter descriptors and associated statistical measures of the void distribution histograms obtained from TEM analysis of samples A, H and C.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\sigma$ ($\mu$m)</th>
<th>$\mu$ ($\mu$m)</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$E$ (nm)</th>
<th>Med (nm)</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-machined (A)</td>
<td>0.39</td>
<td>0.11</td>
<td>0.0940</td>
<td>0.022</td>
<td>27.1</td>
<td>24.8</td>
<td>1.27</td>
</tr>
<tr>
<td>Heat-treated (H)</td>
<td>0.43</td>
<td>0.10</td>
<td>2.90</td>
<td>0.012</td>
<td>10.2</td>
<td>11.1</td>
<td>1.43</td>
</tr>
<tr>
<td>Crept (C)</td>
<td>0.61</td>
<td>0.10</td>
<td>108</td>
<td>0.013</td>
<td>11.6</td>
<td>12.9</td>
<td>2.35</td>
</tr>
</tbody>
</table>

For the three data sets large variations were observed between the maximum values of the void number per $\mu m^2$, $N_{\text{max}}$ (which are shown by the highest number densities in the histogram in Figure 8). This is reflected in the relative values of $\alpha$ however presents difficulties when visibly comparing the distributions obtained from the three samples. In order to overcome this limitation, a normalised version of the data was replotted in which each dataset was divided by the corresponding value of $N_{\text{max}}$ as shown in Figure 9. The peak centre and the characteristics of the distribution “tail” of the three data sets can be clearly observed.
4. Discussion

Examination of the body of characterisation data reveals that statistically significant differences have been detected between the as-machined (A), heat-treated (H) and crept (C) samples using both SANS and TEM analysis. It is important to reiterate at this stage that the gauge volumes of these two techniques were different, and therefore a degree of difference in the observation is to be expected. In the case of TEM analysis, the lamella was extracted from the centre of the sample at the exact location where creep-induced necking was observed. Neutron diffraction, on the other hand, was performed to provide insight into the bulk characteristics of the three samples, and therefore is a technique that delivers measurements with lower spatial resolution, but with increased statistical averaging. The presence of necking in the crept sample (C) indicates that the deformation response was induced within a subsection of the gauge volume and it is therefore perhaps unsurprising that after averaging over neighbouring regions, the changes detected in the neutron scattering data are more subtle.

4.1. Void Numbers

Examination of Figure 8 reveals that large variations in void number were detected in the TEM study. The total number of voids per unit area was found to be $1.61 \, \mu\text{m}^{-2}$, $25.4 \, \mu\text{m}^{-2}$ and $98.6 \, \mu\text{m}^{-2}$ for samples A, H and C, respectively.

The regions of increased intensity as a function of neutron scattering wavevector correspond to the length scales for which consistent periodic variation is observed in the number of scattering features, such as interfaces or regions of high gradient of density. The average void sizes observed in the TEM analysis ($10 - 30 \, \text{nm}$ diameter) correspond to equivalent $Q$ values in the range $0.08 - 0.12 \, \text{Å}^{-1}$. Examination of this region in the three scattering profiles reveals that the two strongest scattering peaks are observed at this
location in the heat-treated (H) and crept (C) samples. Peak fitting of these profiles has revealed that the crept data shows a 28% increase in the scattering response over that observed in the heat-treated sample (H). In the case of the as-machined sample (A), no clear peaks are observed in this region, suggesting that the void numbers are sufficiently small that they cannot be detected by SANS. This trend in the increasing scattering response matches the relative void numbers obtained by TEM analysis, indicating consistency between the techniques.

The absence of grain boundaries in amorphous materials means that creep-induced void nucleation is primarily driven by vacancy condensation [50]. The thermodynamic origins of this phenomenon have been the focus of several studies, and a number of constitutive models have been proposed to describe this response observed [51-54]. Typically these models show a negative exponential dependence upon the inverse temperature. At higher temperatures, void nucleation occurs at a faster rate. The void nucleation rate stress dependence in these models is either linear or proportional to the negative exponential of the inverse square of stress, demonstrating that larger numbers of voids are expected to initiate at higher stresses.

Although the limited number of samples examined in this study is insufficient to perform model matching or quantitative assessment of these relationships, the experimentally derived void numbers do match the relationships previously published. The largest number of voids was found in the crept sample (C) which was exposed to the highest temperature and stress combination, and the smallest number of voids was observed in the as-machined sample (A).

4.2. Void Size Distribution

The void size distributions obtained through TEM analysis are well matched by the log-normal fitting. This distribution is widely observed in particles sizes and other natural phenomena, and occurs as a result of Gibrat’s law which indicates systems in which relative growth rates are independent of size [55]. This suggests that over the length scales examined in this TEM analysis, the void growth rate in porcelain is close to being uniform irrespectively of diameter. This result is perhaps surprising as below a certain threshold it is generally more energetically favourable for voids to reduce in size and ultimately annihilate [56]. However, it may simply be the case that for this system this threshold is below the TEM length scale resolution.

Examination of the mean and median void sizes obtained by TEM analysis reveals that these measures are similar for the heat-treated (H) \((E = 10.2 \text{ nm and } \text{Med} = 11.1 \text{ nm})\) and crept (C) \((E = 11.6 \text{ nm and } \text{Med} = 12.9 \text{ nm})\) samples. In contrast to this behaviour, the mean and median size of as-machined
sample (A) are approximately 2 – 3 times larger \((E = 27.1 \text{ and Med } = 24.8)\). Despite the limited number of voids observed in sample A, this significant difference indicates that the thermal processing conditions applied during manufacture were distinct from those applied during this study. In the case of the heat-treated (H) and crept (C) samples, the similarities in response indicate that the average void size is dominated by the 750°C hold and that a stress of 100 MPa has a limited impact on this aspect of behaviour.

In contrast to the average void size behaviour, the skewness of the as-machined (A) (1.27) and heat-treated (H) (1.43) void distributions are similar, while the skewness of the crept (C) sample is almost twice as large (2.35). This indicates that in the case of the crept sample (C), the ‘tail’ characteristics are more dominant than for the other two specimens. This behaviour is evident in the creep distribution shown in Figure 9 for which relatively large numbers of voids can still be seen at large values of \(d^n\). The distinct difference in the void distribution profiles obtained through TEM analysis suggests that the application of stress drives the larger diameter void growth in porcelain.

In terms of SANS behaviour, the average size response of a particular phenomenon is indicated by the peak centre position on the intensity against wave vector plot. In the case of the as-machined (A) sample, there is a lack of clear peaks in the scattering data, and therefore no insight can be obtained into this measure. In contrast, peak fitting applied to the heat-treated (H) and crept (C) SANS results indicates the presence of voids of nominal diameters of 10.0 nm and 11.3 nm, respectively. Comparison of these diameters with the TEM analysis indicates similar behaviour in the heat-treated (H) (10.2 nm) and crept (C) sample (11.6 nm).

Insight into the distributions of voids within the sample can either be derived from the presence of multiple peaks or through peak broadening, with wider peaks indicating a larger variation in the nominal size of scattering medium. The standard deviation measures obtained from the Gaussian peak fitting reveals that the crept sample (C) has a broader distribution \((0.063 \text{ Å}^{-1})\) than the heat-treated sample (H) \((0.057 \text{ Å}^{-1})\). This is consistent with the larger values of skew observed in the TEM analysis of the crept sample (C) data.

In order to provide a more rigorous understanding of the variations in void size and distribution observed, the underlying relationships which drive this behaviour can be considered. Thermodynamic analysis of the impact of temperature on creep reveals that higher temperatures induce larger diameter voids within a broad range of ductile materials [57], as well as in the primary constituent of porcelain, silica [58]. This suggests that the large average void size in sample A is indicative of a manufacturing temperature greater than the 750°C applied to samples H and C. Although the exact manufacturing conditions of
Vitablocs are confidential, details have been published for similar dental porcelain ingots [59]. This method is based on melting the porcelain at temperatures above 1,000°C (the exact temperature is not revealed) and then applying compressive pressure during cooling to reduce the build-up of pores. This high temperature process correlates well with the average pore size and low numbers of pores observed in sample A.

The wider distribution of void sizes observed in the crept sample (C) can also be explained through the underlying thermodynamics of optimal void sizes. As in the case of the heat-treated sample (H), the dominating influence on void size behaviour in the crept sample (C) is temperature. However the application of stress induces a small increase in growth rate which can be shown to act preferentially on larger pores [60, 61]. This generates a larger number of larger pores and results in a broader and more skewed void size distribution. As well as initially accommodating the increased strain energy applied to the crept sample (C), analysis has shown that broader void distributions of this type result in a more ductile material (for the same void volume fraction) which is better able to accommodate the deformation induced by creep [62].

4.3. Void Shape and Interface Behaviour

In order to gain insight into the shape and interface behaviour of the nanoscale voiding, detailed examination of the TEM images collected from each of the samples can be performed (Figure 5). In sample A this visual study reveals that within the limited number of voids in the sample, most voids are close to spherical in shape, and there is no obvious void grouping. Examination of the edge of the voids reveals a lack of distinct boundary layer suggesting that the interface of the void is sharp and contains no diffusional zone.

Although the heat-treated sample (H) contains a larger number of voids, most of them remain close to spherical in shape, and limited void clustering is observed. The main difference between this void type and that observed in sample A is the presence of a distinct boundary layer at void edges. This suggests that the interface between the void and bulk material is thicker for this sample.

Examination of the TEM image collected from the crept sample (C) reveals that although the voids are larger in number, the average void shape remains close to spherical. Similar to the heat-treated sample (H), distinct boundary layers can be observed at the edge of the void, suggesting a thicker interface than that observed in sample A. The distinguishing feature of the crept sample (C) void distribution is the void clustering behaviour that is present.

In the context of SANS, the impact of void shape and interface behaviour is indicated by the underlying distribution of intensity against wavevector. Power law fitting can be used to give a numerical descriptor of
this behaviour [63] and this approach has previously been successfully applied to study voiding behaviour in silica [64]. In this study the power law exponents for the three samples were found to be 3.3, 3.2 and 3.7 for the as-machined (A), heat-treated (H) and crept (C) samples, respectively. These values suggest that the behaviour of the crept sample (C) is distinct from the other two specimens however care must be taken when interpreting these results, as multiple structural features are known to influence this parameter.

Variation in the average shape and connectivity of voids is known to influence the power law exponent, in the case of a dispersion of voids with limited connectivity, larger exponents indicate a more spherical void geometry [47]. However, as previously mentioned, visual examination of the TEM images reveals that the average void shape is very similar for the three samples. This conclusion is further validated by the average aspect ratios obtained from particle analysis which were found to be 1.08, 1.10 and 1.09 for the as-machined (A), heat-treated (H) and crept (C) samples, respectively. This suggests that the differences in power exponents observed are not a consequence of void shape changes.

A second variable which is known to affect the power law exponents is the sharpness of the void-to-bulk interface, with the more gradual/diffuse transitions being associated with smaller power law exponents in the range 3 – 4 [47]. In TEM images sharper transitions correspond to clearer interfaces between the void and the surrounding bulk material. Within the three porcelain samples it can be seen that the heat-treated (H) and crept (C) specimens have noticeably thicker diffuse interfaces and therefore that the power law exponent associated with these two samples (3.2 and 3.7) should be smaller than the as-machined (A) (3.3). This contradiction between the results of TEM and SANS analysis suggests that there is another effect which dominates the SANS power law exponent response. One potential explanation is the microscale voiding observed using SEM analysis and this is explained in more detail in Section 4.4.

In order to consider the origins of the dark interfaces observed at the edges of the voids in the heat-treated (H) and crept (C) samples it is necessary to consider the fundamentals of TEM imaging [65]. A region containing a void has a reduced number of atoms interacting with the incident electron beam and therefore should appear lighter in a light field TEM image. In contrast to this, regions of increased disorder may interact more with the incident beam and therefore appear darker. In the case of a void surrounded by a region of increased disorder, a dark boundary layer is observed surrounding a lighter central region [66]. In some cases after travelling through the two disorder layers (top and bottom of the void), the scattering is such that the overall greyscale value is darker than neighbouring regions [67]. These regions of high disorder have
previously been observed at the void interfaces of other types of silica [42] and identical structures have previously been observed in dental porcelain at the YPSZ-porcelain interface [21].

Consideration must also be given to the void coalescence response which was observed only in the crept sample (C). Typically this clustering behaviour is considered to be energetically favourable at either a critical void growth rate or critical void volume fraction [68, 69]. As highlighted in Sections 4.1 and 4.2, the crept sample (C) has a higher volume fraction and growth rate than the other two samples, and therefore may have surpassed this threshold. The absence of clear void clustering or coalescing in dental porcelain which was exposed to similar stresses and temperatures but for a shorter time period [21] suggests that the critical parameter may be void fraction. One factor which remains unclear about the void clustering behaviour is why multiple voids are present rather than single large voids which have a lower surface energy penalty. The reason for this may simply be associated with the time taken for mass transport to remove these connections and similar arrangements have previously been observed in simulations of void coalescence [70].

4.4. Microscale effects

One of the other important considerations which needs to be taken into account when comparing relative power law exponents obtained from SANS is the influence of microscale scattering phenomena such as grain boundaries or voids [47]. Both increased numbers and larger void or grain sizes will lead to an increase in the power law exponent observed in the SANS scattering response. The lack of grains and other compositional inhomogeneous regions in this sample suggests that these two effects are unlikely to be the origin of this response. However, the microscale voiding observed through SEM imaging occurs at a length scale which may influence this behaviour.

Despite the limited numbers of voids examined in the SEM study it is interesting to note that the relative sequence of average void size determined in the analysis (4.0 μm, 3.1 μm, and 5.8 μm for samples A, H and C, respectively) is the same as in the power law fitting (3.3, 3.2 and 3.7). This suggests that the application of stress may induce a similar void growth response in both microscale and nanoscale voids. In contrast to the nanoscale response, this sequence of average void sizes would suggest that microscale voids reduce in size with the application of heat. The origins of such behaviour are not fully understood but may simply be the result of smaller voids being more energetically favourable, or preferential diffusion of larger voids towards the surface [71, 72].
5. Conclusions

In this study clear distinctions between the nanoscale voiding response of samples A, H and C have been demonstrated. The results of SANS and TEM characterisation have been shown to be generally consistent in terms of nanoscale void numbers, distribution and average size. Furthermore, the outcomes of the limited microscale void analysis are also consistent.

TEM void histograms obtained for all samples demonstrated a log-normal distribution, suggesting that the relative growth rate of nanovoids is independent of size. Similarities were also observed in the shape of the voids, with near-spherical average aspect ratios being found in all samples. The lowest void density was observed in the as-machined sample (A) (1.61 \( \mu \text{m}^{-2} \)) with higher void nucleation rates resulting in increased numbers in the heat-treated (H) (25.4 \( \mu \text{m}^{-2} \)) and crept (C) (98.6 \( \mu \text{m}^{-2} \)) samples. The average void diameter for the heat-treated (H) (10.2 nm) and crept (C) (11.6 nm) samples were found to be similar, and to correspond to less than half of that observed in the as-machined sample (A) (27.1 nm). This suggests that the sintering temperature applied during manufacture is likely to be higher than the 750\(^\circ\)C used in this study. The skewness of the three data sets was found to be 1.27, 1.43 and 2.35 for samples A, H and C, respectively which indicates that the application of force increases the numbers of larger voids in this material. Distinct differences in the void interface behaviour were also observed, with thin edges in the as-machined sample (A), thicker boundaries in the heat-treated (H) and coalesced groups of voids identified in the crept sample (C). This suggests that a critical void fraction may have been surpassed in the case of the crept sample (C). Variations were also observed in the SANS power law exponents of the three samples (3.3, 3.2 and 3.7 for samples A, H and C, respectively) which corresponded closely to the ratio between average microscale void diameters determined using SEM analysis (4.0 \( \mu \text{m} \), 3.1 \( \mu \text{m} \), and 5.8 \( \mu \text{m} \) for samples A, H and C, respectively).

These results demonstrate that a thermal dwell is sufficient to induce nanovoiding in porcelain and thereby explains the limited sintering associated with porcelain veneers of maximum mechanical strength. The application of stress during heat treatment has also been shown to increase void nucleation rates and growth rates in porcelain. This would therefore suggest that the band of nanovoiding observed at the YPSZ-porcelain interface, where high magnitude residual stresses are known to be present, is likely associated with creep in this material. Despite being exposed to an almost identical thermal history, the absence of voiding beyond this highly stressed region indicates that residual stress is necessary to induce the phenomena.
observed. This region of reduced mechanical strength and toughness is known to be the primary failure location of YPSZ-porcelain dental prosthesis. Based on this insight, this study suggests that the minimisation of near interface porcelain creep through modified heat treatment and control of residual stresses is crucial to improve near-interface mechanical properties and thereby reduce the likelihood of this mode of prosthesis failure.

In order to optimise the future heat treatment routines, further study is necessary to quantify the impact of parameters such as temperature, stress and time on the generation of nanovoids in porcelain. Although examination of samples exposed to long term creep and thermal dwells has proven sufficient to easily distinguish the nanovoiding response of this material, study of samples exposed to shorter, more representative timescales is also required.
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