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The nested Kingman coalescent describes the ancestral tree of a population undergoing neutral evolution at the level of individuals and at the level of species, simultaneously. We study the speed at which the number of lineages descends from infinity in this hierarchical coalescent process and prove the existence of an early-time phase during which the number of lineages at time $t$ decays as $2\gamma/c t^2$, where $c$ is the ratio of the coalescence rates at the individual and species levels, and the constant $\gamma \approx 3.45$ is derived from a recursive distributional equation for the number of lineages contained within a species at a typical time.

1. Introduction. Kingman’s coalescent [15] lies at the centre of modern mathematical population genetics. It is a simple probabilistic model describing the ancestral tree of a population undergoing neutral evolution, which has been shown to apply to a wide variety of population dynamical models [18], and gives rise to the hugely important Ewens sampling formula [11] for the expected genetic variation within a population. Work on Kingman’s coalescent and its variants has fueled a wealth of developments in the probability literature, summarised succinctly in [6].

A key result of this theory is that Kingman’s coalescent comes down from infinity, meaning coalescence occurs so quickly that even when the process is started with an infinite number of lineages, only finitely many survive after any positive time. It is in fact possible to be more precise and state the speed of this descent from infinity. Let $K_n(t)$ denote the number of lineages surviving to time $t$ in the Kingman coalescent initialized on a population of size $n$. Theorem 1 of [5] (see also [1]) states that taking $n \to \infty$ and then $t \to 0$ we have the almost sure convergence $t K_n(t) \to 2$. Thus, for small times the number of surviving lineages in
the Kingman coalescent decays as $1/t$. This result is important to the population genetics community as it characterizes the expected shape of the lineages through time (LTT) plot \cite{13, 19}, a popular technique for analyzing phylogenetic trees reconstructed from genetic data. The speed of descent from infinity has also been studied for coalescents with multiple mergers in \cite{5} and for more general birth and death processes in \cite{3}.

From the perspective of applications to genetics, a limitation of Kingman’s coalescent is that it describes only the historical coalescence of lineages within a species, and cannot at the same time account for macroevolutionary events occurring between species. The problem of how the gene tree is embedded inside the species tree has been one of the central research questions of population genetics for some time now (see, e.g., \cite{17, 24}), and the issue of how to draw the distinction between intra- and inter-specific genetic variation is an important and contested one \cite{21–23}.

In this article, we address this deficit in the theory by computing the speed of descent from infinity in a nested (hierarchical) coalescent process which models both the species tree and the embedded gene tree as a Kingman coalescent, with the latter constrained to be embedded in the former; see Figure 1 for an illustration. We prove that this model exhibits an early-time period in which the number of lineages decays as $1/t^2$; much faster than Kingman’s coalescent. This result is potentially important for the environmental metagenomics community, where differentiating between inter- and intra-specific genetic variation is a key step in quantifying biodiversity (see, e.g., \cite{8}). Empirical verification of a $1/t^2$ scaling in
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\caption{Illustration of the nested Kingman coalescent starting with $s = 3$ species and $n = 4$ lineages per species. Black lines show a possible ancestral tree for the sampled individuals, with lineage mergers constrained to lie within the species tree (shown behind in pale blue). The species mergers are described by a Kingman coalescent with rate $c$, while the within species lineage mergers form a Kingman coalescent with rate 1.}
\end{figure}
the LTT plot of an experimentally reconstructed phylogeny would suggest, according to our results, that the gene tree and species tree are evolving on the same time scale, greatly complicating this task.

The article is organised as follows. In the remainder of this section, we give the formal definition of our process (and its population dynamical dual), and state our main theorem. Section 2 develops several results for the standard Kingman coalescent to do with the rate of decrease of the number of lineages, and the asymptotic independence of branches in the ancestral tree. These results are needed for our investigation since, in the nested model, both the species tree and the within-species gene trees (before and between species merger events) are described by Kingman’s coalescent. Section 3 brings together the results of Section 2 to deduce a recursion relation between species merger events in the nested coalescent and thence prove our main theorem.

1.1. Definition of the model. We consider the following nested coalescent model. We begin with a sample of $n$ individuals from each of $s$ species (including the possibility that one or both of $n$ and $s$ is infinite). Each pair of individuals within a species merges at rate one; also, each pair of species merges at rate $c > 0$. More formally, this process is a continuous-time Markov chain taking its values in the set of labeled partitions of $\{(m, k) \in \mathbb{Z} \times \mathbb{Z} : 1 \leq m \leq n, 1 \leq k \leq s\}$, in which each block of the partition is labeled with one of the integers $1, \ldots, s$. At time zero, the partition consists of $ns$ singleton blocks, and the block $(m, k)$ is labeled by the integer $k$. Two types of transition are possible:

**Lineage mergers** Any pair of blocks with the same label may merge into a single block with that label, with rate 1.

**Species mergers** For any pair of currently surviving labels $i < j$, all blocks with label $j$ have their label changed to $i$, with rate $c$.

We refer to this model as the nested Kingman coalescent because, both at the individual and species level, the merging follows the rule of the classical Kingman coalescent [15]. This model has appeared before in the literature in [9]. This model can be alternatively seen as a coalescent process with values in the set of bivariate nested partitions. It is actually an example of simple nested coalescents as defined in [7]. In this reference, a criterion is provided to determine whether nested coalescents come down from infinity or not. However, to our knowledge the speed of descent from infinity has not been computed previously.

The nested Kingman coalescent describes the genealogy in the following population model. Consider a population divided into $s$ species, each composed of $N$ individuals. Within each species, the population evolves according to the classical Moran model [20]. That is, each individual lives for an exponentially distributed time with mean 1; when an individual dies, a new individual is born, and one of the $N$ individuals of the species is chosen at random to be the parent of the new individual. To model the formation of new species, we also suppose that each species
becomes extinct after an exponentially distributed time with rate \( c(s - 1)/N \), at which time all members of the species simultaneously die. At that time, \( N \) new individuals are born, forming a new species. One of the \( s \) species is chosen at random, and each member of that species gives birth to one member of the new species. After scaling time by \( N/2 \), the genealogy of a sample consisting of \( n \) individuals from each species converges to the nested Kingman coalescent in the limit as \( N \to \infty \) because the large population size ensures that with probability tending to one as \( N \to \infty \), the sampled ancestral lines will not merge at the times when new species form. Similar to the standard Kingman coalescent, we expect that the nested Kingman coalescent will also appear as the asymptotic form of various other similar population models under suitable limits. However, this is not the topic of our present study.

1.2. Main results. At time \( t \), we write \( S(t) \) for the number of species, and \( N(t) \) for the total number of blocks (i.e., extant ancestral lines) across all species. Informally, our main result is that, if the initial number of species is large, then there is a period of time during the early evolution of the process in which \( N(t) \) decays as \( 1/t^2 \). Since the number of blocks in the standard Kingman coalescent decays as \( 1/t \), one can understand the \( 1/t^2 \) decay observed in the nested process as a consequence of mergers occurring on both scales (individuals within a species, and whole species mergers) simultaneously.

To state this claim precisely, it is necessary to consider a sequence of processes. For \( j \in \mathbb{N} \), consider an instance of the nested Kingman coalescent in which the initial number of species is \( s_j \) and the number of individuals sampled from each species is \( n_j \) (which, for simplicity, is assumed to be the same for each species). We allow the cases in which \( s_j = \infty \) or \( n_j = \infty \). Using the notation \( a_j \ll b_j \) to mean \( \lim_{j \to \infty} a_j/b_j = 0 \), \( \to_p \) to denote convergence in probability, and \( =_d \) to denote equality of distributions, our main result is expressed in the following theorem.

**Theorem 1.** Suppose \( 1/s_j \ll t_j \ll 1 \), and \( 1/\sqrt{n_j s_j} \ll t_j \). Then

\[
t_j^2 N(t_j) \to_p \frac{2\gamma}{c} \quad \text{as} \; j \to \infty.
\]

Here, \( \gamma \) is the mean of the uniquely determined random variable \( W \) that takes values in \([2, \infty)\) and obeys the recursive distributional equation

\[
W =_d \frac{2}{1 - U(1 - \frac{2}{W_1 + W_2})},
\]

where \( U \) has a uniform distribution on \([0, 1]\), \( W_1 \) and \( W_2 \) have the same distribution as \( W \), and the random variables \( U, W_1 \) and \( W_2 \) are independent.

When \( s_j = \infty \), Theorem 1 implies that

\[
t^2 N(t) \to_p \frac{2\gamma}{c} \quad \text{as} \; t \to 0.
\]
Therefore, in this case Theorem 1 gives the speed at which \((N(t), t \geq 0)\) descends from infinity. Note that the hypotheses of Theorem 1 require \(s_j \to \infty\), but not necessarily that \(n_j \to \infty\). For example, the case \(n_j \equiv 1\), which corresponds to sampling one individual of each species, is included. When \(n_j\) equals some fixed constant \(n\) for all \(j\), Theorem 1 implies that, for any fixed \(t > 0\) and \(\beta \in (0, 1/2)\),

\[
\frac{N(ts^{-\beta})}{s^{2\beta}} \to p \frac{2y}{ct^2} \quad \text{as } s \to \infty.
\]

This scaling can be compared with non-nested models such as Beta-coalescents (see Theorem 4.4 of [10]).

In the case that the initial number of lineages per species vastly exceeds the number of species \((n_j \gg s_j)\), the period of \(1/t^2\) scaling implied by Theorem 1 is preceded by an earlier phase dominated entirely by within-species coalescence. There the usual \(1/t\) scaling is recovered, as we make explicit in the following proposition.

**Proposition 2.** Suppose \(s_j \to \infty\) and \(1/n_j \ll t_j \ll 1/s_j\). Then

\[
\frac{t_j N(t_j)}{s_j} \to_p 2 \quad \text{as } j \to \infty.
\]

The proof of Proposition 2 is given in Section 2.2, and a numerical example showing both \(1/t\) and \(1/t^2\) phases is shown in Figure 2.

Lambert and Schertzer [16] independently obtained an alternative proof of Theorem 1; see Theorem 5.6 of [16]. Rather than characterizing the random variable \(W\) as the unique solution to a recursive distributional equation, they solved the
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problem by showing that the empirical distribution of the number of gene lineages per species evolves like the solution to a certain coagulation-transport equation. They also provided in Theorem 2.8 of [16] a clever alternative characterization of \( W \) using the excursion measure of a continuous-state branching process.

1.3. Heuristics and simulations. Before presenting our proofs, it is instructive to consider a simple mean-field heuristic for the time-evolution of the process. For the purposes of this discussion, we will focus on the case when \( n \gg s \gg 1 \). First note that the process \((S(t), t \geq 0)\) has the same law as the number of blocks in Kingman’s coalescent (with time scaled by a factor of \( c \)). Therefore (following [1]), for small times we can approximate \( S(t) \) by the solution to the differential equation

\[
\frac{d}{dt} S(t) \approx -\frac{cS(t)^2}{2}, \quad S(0) = s.
\]

It follows that when \( t \ll 1 \), we have

\[
S(t) \approx \frac{2}{ct + \frac{2}{s}}.
\]

We have \( N(t) = N_1(t) + \cdots + N_{S(t)}(t) \), where \( N_i(t) \) denotes the number of lineages belonging to the \( i \)th of the \( S(t) \) species at time \( t \). When \( t \ll 1/s \), we see from (1.2) that \( S(t) \approx s \), which means very few species mergers have occurred. Within each species, the lineages are merging according to Kingman’s coalescent. Therefore, during this period, \( N_i(t) \) can be approximated by the solution to the differential equation

\[
\frac{d}{dt} N_i(t) \approx -\frac{N_i(t)^2}{2}, \quad N_i(0) = n.
\]

It follows that

\[
N_i(t) \approx \frac{2}{t + 2/n}
\]

for \( t \ll 1/s \) and, in particular, \( N_i(t) \approx 2/t \) when \( 1/n \ll t \ll 1/s \). Consequently, we should have \( N(t) \approx 2s/t \) when \( 1/n \ll t \ll 1/s \), which is consistent with Proposition 2.

Note, however, that the number of lineages belonging to a given species will jump upwards when two species merge into one. Consequently, once species mergers start to occur around times of order \( 1/s \), we can no longer approximate the quantities \( N_i(t) \) by solutions to a differential equation. Indeed, these random variables will no longer be well approximated by their expectation, due to the randomness resulting from the timing of the species mergers. Instead, we will argue that
when $1/s \ll t \ll 1$, the distribution of $N_i(t)$ is well approximated by the distribution of $W/t$, where $W$ satisfies the recursive distributional equation (1.1). The law of large numbers then suggests the approximation

$$N(t) \approx S(t) \cdot \frac{E[W]}{t} \approx \frac{2}{ct} \cdot \frac{\gamma}{t} = \frac{2\gamma}{ct^2},$$

which matches the result of Theorem 1. Therefore, we see the possibility of both $1/t$ and $1/t^2$ behaviour, depending on the parameters. Figure 2 shows an example simulation of the nested Kingman coalescent in which both phases of decay are visible. Figure 3 shows several example simulations for different values of $c$, compared to the asymptotic result (1.4).

To understand the recursive distributional equation (1.1), we consider choosing at random one of the $S(t)$ species at time $t$. We then look for the last species merger in the species subtree rooted at this individual at time $t$. It is well known that this species merger happens at time $Ut$, where the distribution of $U$ is approximately uniform on $[0, 1]$, as we will explain in more detail in Section 2.3 below. Then, at time $Ut$, we merge two species with $W_1/Ut$ and $W_2/Ut$ individual lineages, respectively, where $W_1$ and $W_2$ are independent and have the same distribution as $W$. Because the resulting $(W_1 + W_2)/Ut$ lineages then merge as in Kingman’s coalescent for the remaining $(1 - U)t$ time, the number of lineages left at time $t$ is given by the right-hand side of (1.3) with $(W_1 + W_2)/Ut$ in place of $n$ and $(1 - U)t$ in place of $t$. That is, we get the approximation

$$N_i(t) \approx \frac{2}{(1 - U)t + \frac{2Ut}{W_1 + W_2}} = \frac{1}{t} \cdot \frac{2}{1 - U(1 - \frac{2}{W_1 + W_2})}.$$

Writing $N_i(t) \approx W/t$ leads to (1.1).
Straightforward bounds on the constant $\gamma$ can be obtained based on the conditional expectation

$$E[W|W_1, W_2] = \int_0^1 \frac{2}{1-u(1-2/(W_1 + W_2))} du$$

(1.5)

$$= \frac{2}{W_1+W_2} \log \left( \frac{2}{W_1 + W_2} \right).$$

On the one hand, we know that $W_1, W_2 > 2$, and hence we obtain

(1.6) $$\gamma > E[W|W_1 = W_2 = 2] = 4 \log(2) \approx 2.7726.$$

On the other hand, the right-hand-side of (1.5) is a concave function of the sum $W_1 + W_2$, which has expectation $2\gamma$, hence by Jensen’s inequality we must have

(1.7) $$\gamma < \frac{2}{1/\gamma - 1} \log \left( \frac{1}{\gamma} \right).$$

Solving at equality, we obtain the upper bound

(1.8) $$\gamma < -2 W_{-1}(-1/2\sqrt{e}) \approx 3.5129,$$

where $W_{-1}$ denotes the lower branch of the Lambert W function.

We have also simulated from the distribution of $W$ by constructing binary trees of height 12 and using the “recursive tree process” discussed in more detail in Section 2.3 of [2]. Two random variables $W_L$ and $W_U$ were obtained from each run of the procedure. The random variable $W_L$ was obtained by starting with values of 2 at the leaf notes, while $W_U$ was obtained by starting with $\infty$ at the leaf nodes. The same uniform random variables were used to obtain $W_L$ and $W_U$, which ensured that $W_L \leq W_U$. Furthermore, $W$ stochastically dominates $W_L$ and is stochastically dominated by $W_U$. This procedure was repeated 10,000,000 times. The values for $W_L$ had a mean of 3.4466, and the values for $W_U$ had a mean of 3.4467. The standard error of these estimates was 0.0009, which means we can be 95 percent confident that $3.4457 < \gamma < 3.4476$.

2. Results on Kingman’s coalescent.

2.1. Estimates on the number of blocks. Let $(\Pi_{\infty}(t), t \geq 0)$ be Kingman’s coalescent [15], which is a stochastic process taking its values in the set of partitions of $\mathbb{N}$, and let $(\Pi_n(t), t \geq 0)$ be the restriction of $(\Pi_{\infty}(t), t \geq 0)$ to $\{1, \ldots, n\}$. Recall Kingman’s coalescent is defined by the property that, for each $n$, the process $(\Pi_n(t), t \geq 0)$ is a continuous-time Markov chain such that each transition that involves two blocks of the partition merging together happens at rate one, and no other transitions are possible. Let $K_n(t)$ denote the number of blocks of the partition $\Pi_n(t)$, and let $K_{\infty}(t)$ denote the number of blocks of $\Pi_{\infty}(t)$. Theorem 1 of [5] (see also [1]) states that

(2.1) $$\lim_{t \to 0} t K_{\infty}(t) = 2 \quad \text{a.s.}$$
Theorem 2 of [5] implies that, for all \( d \geq 1 \),
\[
\lim_{t \to 0} E \left[ \left| \frac{t K_{\infty}(t)}{2} - 1 \right|^d \right] = 0.
\]

Our next result provides a first moment estimate for the coalescent started with \( n \) blocks.

**Lemma 3.** Let \( \delta > 0 \). There exists a positive number \( t_0 \) and a positive integer \( M \), both depending on \( \delta \), such that for all \( t \leq t_0 \) and \( n \geq M \), we have
\[
E \left[ \left| K_n(t) - \frac{2}{t+2/n} \right| \right] \leq \frac{\delta}{t+2/n}.
\]

**Proof.** Let \( 0 < \varepsilon < 1 \). By (2.2) with \( d = 1 \), there exists \( t_1 > 0 \), depending on \( \varepsilon \), such that if \( t \leq t_1 \) then
\[
E \left[ \left| K_{\infty}(t) - \frac{2}{t} \right| \right] \leq \frac{\varepsilon}{t}.
\]

Also, (2.1) implies that, for sufficiently large \( n \),
\[
P \left( K_{\infty} \left( \frac{2(1+\varepsilon)}{n} \right) \leq n \leq K_{\infty} \left( \frac{2(1-\varepsilon)}{n} \right) \right) > 1 - \varepsilon.
\]

The random variable \( K_n(t) \) is stochastically bounded from below by a random variable \( Y_1 \), which equals \( K_{\infty}(t + 2(1+\varepsilon)/n) \) on the event that \( K_{\infty}(2(1+\varepsilon)/n) \leq n \) and zero otherwise. Then, denoting the positive and negative parts of a random variable \( X \) by \( X^+ \) and \( X^- \) and using (2.3) and (2.4), we get that if \( t + 2(1+\varepsilon)/n \leq t_1 \) and \( n \) is sufficiently large, then
\[
E \left[ \left( K_n(t) - \frac{2}{t+2/n} \right)^- \right] \leq E \left[ \left( Y_1 - \frac{2}{t+2/n} \right)^- \right] \\
\leq E \left[ K_{\infty} \left( t + \frac{2(1+\varepsilon)}{n} \right) - \frac{2}{t+2/n} \right] \\
+ \frac{2}{t+2/n} P \left( K_{\infty} \left( \frac{2(1+\varepsilon)}{n} \right) > n \right) \\
\leq \frac{\varepsilon}{t+2(1+\varepsilon)/n} + \left( \frac{2}{t+2/n} - \frac{2}{t+2(1+\varepsilon)/n} \right) \\
+ \frac{2\varepsilon}{t+2/n} \\
\leq \frac{3\varepsilon}{t+2/n} + \frac{2}{(t+2/n)^2} \cdot \frac{2\varepsilon}{n} \\
\leq \frac{5\varepsilon}{t+2/n}.
\]
Let \((K'_\infty(t), t \geq 0)\) be an independent copy of the process \((K_\infty(t), t \geq 0)\). The random variable \(K_n(t)\) is stochastically bounded from above by a random variable \(Y_2\) that equals \(K_\infty(t + 2(1 - \varepsilon)/n)\) on the event that \(K_\infty(2(1 - \varepsilon)/n) \geq n\). On the event that \(K_\infty(2(1 - \varepsilon)/n) < n\), we set \(Y_2 = n\) if \(n \leq (2 + \varepsilon)/t\) and \(Y_2 = K'_\infty(t)\) otherwise. If \(t + 2(1 - \varepsilon)/n \leq t_1\) so that (2.3) can be applied and \(n\) is large enough that (2.4) holds, then using that \(\min\{a/b, c/d\} \leq a/b + c/d\) for fractions of positive numbers to get the third inequality, we have

\[
E \left[ \left( K_n(t) - \frac{2}{t + 2/n} \right)^+ \right] 
\leq E \left[ K_\infty \left( t + \frac{2(1 - \varepsilon)}{n} \right) - \frac{2}{t + 2/n} \right] 
+ (n \mathbb{1}_{n \leq (2 + \varepsilon)/t}) + E \left[ K'_\infty(t) \mathbb{1}_{n > (2 + \varepsilon)/t} \right] P \left( \frac{2(1 - \varepsilon)}{n} < n \right) 
\leq \frac{\varepsilon}{t + 2(1 - \varepsilon)/n} + \left( \frac{2}{t + 2(1 - \varepsilon)/n} - \frac{2}{t + 2/n} \right) + \min \{n, \frac{2 + \varepsilon}{t}\} \varepsilon 
\leq \frac{\varepsilon}{(1 - \varepsilon)(t + 2/n)} + \frac{2\varepsilon}{(1 - \varepsilon)(t + 2/n)} + \frac{2(2 + \varepsilon)\varepsilon}{t + 2/n} 
\leq \left( \frac{3\varepsilon}{1 - \varepsilon} + 2(2 + \varepsilon)\varepsilon \right) \frac{1}{t + 2/n}.
\]

Combining these results gives that if \(t + 2(1 + \varepsilon)/n \leq t_1\) and \(n\) is sufficiently large, we have

\[
E \left[ \left( K_n(t) - \frac{2}{t + 2/n} \right)^+ \right] \leq \left( 5\varepsilon + \frac{3\varepsilon}{1 - \varepsilon} + 2(2 + \varepsilon)\varepsilon \right) \frac{1}{t + 2/n}.
\]

The result follows. \(\square\)

**Corollary 4.** Let \(\delta > 0\), and choose \(t_0\) and \(M\) as in Lemma 3. Then for all \(\varepsilon \in (0, 1), t \leq t_0, \) and \(n \geq M\) such that \(\varepsilon > 2/(nt)\), we have

\[
P \left( K_n(t) < \frac{2(1 - \varepsilon)}{t} \right) \leq \frac{\delta}{\varepsilon - 2/(nt)}.
\]

**Proof.** By Lemma 3 and Markov’s inequality,

\[
P \left( K_n(t) < \frac{2(1 - \varepsilon)}{t} \right) = P \left( K_n(t) < \frac{2}{t + 2/n} \cdot (1 - \varepsilon) \left( 1 + \frac{2}{nt} \right) \right) 
\leq P \left( \left| K_n(t) - \frac{2}{t + 2/n} \right| > \frac{2(1 - (1 - \varepsilon)(1 + 2/(nt)))}{t + 2/n} \right)
\]
\[
\delta \\
\leq \frac{\delta}{2(1 - (1 - \varepsilon)(1 + 2/(nt)))} \\
\leq \frac{\delta}{\varepsilon - 2/(nt)},
\]

as claimed. □

2.2. Proof of Proposition 2.

PROOF OF PROPOSITION 2. We obtain upper and lower bounds on \( N(t_j) \) by comparing our process to simpler coalescent processes. For the upper bound, let \( N^+(t) \) denote the number of individuals remaining at time \( t \) in a model that is the same as our model, except that all species mergers are suppressed. Suppressing species mergers can only reduce the number of mergers of individual lineages, so \( N^+(t) \) stochastically dominates \( N(t) \) for all \( t \). Let \( N_i^+(t) \) be the number of individual lineages at time \( t \) belonging to species \( i \), in this new model. Let \( \varepsilon > 0 \).

Then, using Markov’s inequality,

\[
P\left( N^+(t_j) > \frac{(2 + \varepsilon)s_j}{t_j} \right) \leq \frac{t_j}{\varepsilon s_j} E\left[ \left| N^+(t_j) - \frac{2s_j}{t_j} \right| \right]
\]

(2.5)

\[
\leq \frac{t_j}{\varepsilon s_j} \sum_{i=1}^{s_j} E\left[ \left| N_i^+(t_j) - \frac{2}{t_j} \right| \right].
\]

Using Lemma 3 and the assumption that \( 1/n_j \ll t_j \), we get that for all \( i \in \{1, \ldots, s_j\} \) and all \( \delta > 0 \),

\[
\limsup_{j \to \infty} t_j E\left[ \left| N_i^+(t_j) - \frac{2}{t_j} \right| \right] \leq \limsup_{j \to \infty} t_j \left( \left| \frac{2}{t_j} - \frac{2}{t_j + 2/n_j} \right| + \frac{\delta}{t_j + 2/n_j} \right)
\]

(2.6)

\[= \delta.\]

Combining (2.5) and (2.6) yields

\[
\lim_{j \to \infty} P\left( N^+(t_j) > \frac{(2 + \varepsilon)s_j}{t_j} \right) = 0.
\]

For the lower bound, recall that at time zero, blocks of the partition are labeled by the integers \( 1, \ldots, s_j \), corresponding to the \( s_j \) species. When the two species corresponding to the labels \( i \) and \( j \) merge, where \( i < j \), individuals of both species take the label \( i \). Let \( N^-(t_j) \) denote the number of individual lineages at time \( t_j \) whose species label has not changed between times 0 and \( t_j \). That is, we keep only the individuals from one of the original species corresponding to each of the \( S(t_j) \) species at time \( t_j \). Clearly, \( N^-(t_j) \leq N(t_j) \). Conditional on \( S(t_j) = s \), the distribution of \( N^-(t_j) \) is the same as the distribution of what we get by running \( s \) independent copies of Kingman’s coalescent, each started with \( n_j \) lineages, and
counting the total number of lineages remaining at time \( t_j \). Therefore, the same reasoning that leads to (2.7) gives
\[
(2.8) \quad \lim_{j \to \infty} P \left( N^-(t_j) < \frac{(2 - \varepsilon)s}{t_j} \big| S(t_j) = s \right) = 0,
\]
and the convergence is uniform in \( s \). However, because \( t_j \ll 1/s_j \), another application of Lemma 3 yields
\[
\lim_{j \to \infty} P(S(t_j) \leq (1 - \varepsilon)s_j) = 0.
\]
Combining this result with (2.8) yields
\[
(2.9) \quad \lim_{j \to \infty} P \left( N^-(t_j) < \frac{(2 - \varepsilon)(1 - \varepsilon)s_j}{t_j} \right) = 0.
\]
The proposition follows from (2.7) and (2.9). □

### 2.3. Kingman’s coalescent and time-changed Yule trees

We now define the coalescent process that describes the species mergers. Let \( (\Psi^\infty_\infty(t), t \geq 0) \) be a coalescent process having the same law as \( (\Pi^\infty_\infty(ct), t \geq 0) \). That is, \( (\Psi^\infty_\infty(t), t \geq 0) \) has the same law as Kingman’s coalescent, except that pairs of blocks merge at rate \( c \) rather than at rate 1. For \( s \in \mathbb{N} \), let \( (\Psi^s_\infty(t), t \geq 0) \) denote the restriction of \( (\Psi^\infty_\infty(t), t \geq 0) \) to \( \{1, \ldots, s\} \). Let \( S^\infty_\infty(t) \) be the number of blocks in the partition \( \Psi^\infty_\infty(t) \), and let \( S^s_\infty(t) \) denote the number of blocks in the partition \( \Psi^s_\infty(t) \). We interpret \( S^\infty_\infty(t) \) as the number of species remaining at time \( t \) when we start with infinitely many species at time zero, and \( S^s_\infty(t) \) as the number of species remaining at time \( t \) when we start with \( s \) species at time zero. Note that the coalescent process \( (\Psi^\infty_\infty(t), t \geq 0) \) can also be depicted as a tree \( T \) with infinitely many leaves at height zero and \( S^\infty_\infty(t) \) branches at height \( t \). The leaves can be labeled by the positive integers.

For positive integers \( m \), let \( \tau_m = \inf \{ t : S^\infty_\infty(t) = m \} \). If we consider the portion of the tree \( T \) below height \( \tau_m-1 \), we have \( m \) subtrees, which we place in random order and denote by \( T^{1,m}, \ldots, T^{m,m} \). One of these trees is pictured in Figure 4.

For \( k \in \{1, \ldots, m\} \), \( \ell \in \{0, 1, 2, \ldots\} \), and \( i_1, \ldots, i_\ell \in \{1, 2\} \), we will define random variables \( U^{k,m}_{i_1 \ldots i_\ell} \) and \( V^{k,m}_{i_1 \ldots i_\ell} \) as follows. We begin at time \( \tau_m-1 \) and follow the tree \( T^{k,m} \) in reversed time from time \( \tau_m-1 \) down to time 0, so that branches split instead of coalescing. Define \( V^{k,m} \) to be the time when the initial branch splits into two. Then define \( V^{k,m}_1 \) and \( V^{k,m}_2 \) to be the times when the two branches created at time \( V^{k,m} \), ordered at random, split again. Given \( V^{k,m}_{i_1 \ldots i_\ell} \), let \( V^{k,m}_{i_1 \ldots i_\ell 1} \) and \( V^{k,m}_{i_1 \ldots i_\ell 2} \) denote the times when the two branches created at time \( V^{k,m}_{i_1 \ldots i_\ell} \) split into two. Let \( U^{k,m} = V^{k,m}/\tau_m-1 \), and for \( \ell \geq 1 \), define \( U^{k,m}_{i_1 \ldots i_\ell} = V^{k,m}_{i_1 \ldots i_\ell}/V^{k,m}_{i_1 \ldots i_{\ell-1}} \). Then
\[
(2.10) \quad V^{k,m}_{i_1 \ldots i_\ell} = U^{k,m} U^{k,m}_{i_1} U^{k,m}_{i_1 i_2} \ldots U^{k,m}_{i_1 \ldots i_{\ell-1}} \tau_m-1.
\]
A key ingredient in our proof is that the random variables $U_{i_1...i_\ell}$ are approximately independent, and have approximately a uniform distribution on $[0, 1]$. Making this statement rigorous involves coupling the coalescent with a time-changed Yule process. This connection between Kingman’s coalescent and a Yule process was discussed in [4], in which both Kingman’s coalescent and a Yule process are shown to be embedded in a Brownian excursion.

Consider a Yule process $(Y(t), t \geq 0)$, which is a continuous-time branching process in which there are no deaths and each individual independently gives birth at rate 1. Consider the time-change which maps $t$ to $u = 1 - e^{-t}$, so that $t = -\log(1 - u)$. It is well known that for all $u \in [0, 1)$, the next time that an individual at time $u$ gives birth is uniformly distributed on $[u, 1]$.

To see this, note that the probability that an individual at time $u$ gives birth before time $u + x(1 - u)$ is the same as the probability that an individual in the original Yule process at time $-\log(1 - u)$ gives birth before time $-\log(1 - u - x(1 - u))$, which is

$$1 - e^{\log(1-u-x(1-u)) - \log(1-u)} = 1 - \frac{1 - u - x(1 - u)}{1 - u} = x.$$ 

We can then do the time-reversal $v = 1 - u = e^{-t}$, so $t = -\log v$. After this additional time change, we start at time 1, and individuals branch as we go backwards in time. An individual at time $v$ will branch next at a time which is uniformly distributed on $[0, v]$, and individuals reproduce independently.

Fix a positive integer $m$. We now obtain a Yule process started with $m$ individuals by starting with Kingman’s coalescent and then performing a random time change.

**Lemma 5.** For $0 < t \leq \tau_{m-1}$, let

$$f_m(t) = \log \left( \frac{mc}{2} \right) + \int_t^{\tau_{m-1}} \frac{c(S_\infty(r) - 1)}{2} dr.$$
Then \((S_{\infty}(f_{m}^{-1}(u)), u > \log(mc/2))\) is a Yule process started with \(m\) individuals at time \(\log(mc/2)\).

**Proof.** First, note that \(f_{m}(t)\) is a strictly decreasing function of \(t\), so the inverse function is well defined. Now let \(k \geq m\), and note that \(\tau_{k-1} - \tau_{k}\), which is the amount of time for which there are \(k\) species, has an exponential distribution with rate \(ck(k-1)/2\). Because the time change stretches time by a factor of \(c(k-1)/2\) during this interval, the distribution of \(f_{m}^{-1}(\tau_{k}) - f_{m}^{-1}(\tau_{k-1})\) is exponential with rate \(k\), matching the distribution of the amount of time for which there are \(k\) individuals in a Yule process. □

We can now make the further time change discussed in the paragraph before Lemma 5, and define \(S^{*}(v) = S_{\infty}(f_{m}^{-1}(-\log v))\) for \(0 < v < 2/cm\). Just as there is a coalescent tree \(T\), with subtrees \(T^{1,m}, \ldots, T^{m,m}\), associated with the original coalescent process \((S_{\infty}(t), t \geq 0)\), there are \(m\) subtrees \(T^{1,m,*}, \ldots, T^{m,m,*}\) associated with the process \((S^{*}(v), 0 < v < 2/cm)\), and we can use these trees to define associated random variables \(U_{l_{1},\ldots,l_{l}}^{k,m,*}\) and \(V_{l_{1},\ldots,l_{l}}^{k,m,*}\) as before. Furthermore, because \((S^{*}(v), 0 < v < 2/cm)\) arises by time-changing a Yule process, it follows from the discussion above that the new random variables \(U_{l_{1},\ldots,l_{l}}^{k,m,*}\) are independent, and each has exactly the uniform distribution on \([0, 1]\).

For \(0 < t < \tau_{m-1}\), we have \(S_{\infty}(t) = S^{*}(e^{-f_{m}(t)})\). Lemmas 6 and 7 below establish that this time change is only a small perturbation of time.

**Lemma 6.** We have

\[
\sup_{0 < t \leq \tau_{m-1}} \left| \frac{t}{e^{-f_{m}(t)}} - 1 \right| \to_{p} 0,
\]

where \(\to_{p}\) denotes convergence in probability as \(m \to \infty\).

**Proof.** Taking logarithms, it suffices to show that as \(m \to \infty\),

\[
(2.11) \quad \sup_{0 < t \leq \tau_{m-1}} \left| \log t + f_{m}(t) \right| \to_{p} 0.
\]

From (2.1), we have \(tS_{\infty}(t) \to 2/c\) almost surely as \(t \to 0\). It follows that \(\tau_{k} \sim 2/c\) almost surely, where \(\sim\) means that the ratio of the two sides tends to one as \(k \to \infty\). Taking logarithms,

\[
(2.12) \quad \lim_{k \to \infty} \left| \log \tau_{k} - \log \left( \frac{2}{ck} \right) \right| = 0 \quad \text{a.s.}
\]

For \(k \geq m - 1\), let

\[
H_{k} = \int_{\tau_{k}}^{\tau_{m-1}} \frac{c(S_{\infty}(r) - 1)}{2} \, dr = \frac{c}{2} \sum_{j=m}^{k} (\tau_{j-1} - \tau_{j})(j - 1).
\]
Because $\tau_{j-1} - \tau_j$ has an exponential distribution with rate parameter $c(j - 1)/2$, and these random variables are independent for different values of $j$, we have

$$E[H_k] = \sum_{j=m}^{k} \frac{1}{j}$$

and

$$\text{Var}(H_k) = \sum_{j=m}^{k} \frac{1}{j^2}.$$

By Kolmogorov’s maximal inequality applied to the independent mean zero random variables $H_k - H_{k-1} - 1/k$, we have for all $\varepsilon > 0$,

$$P\left(\sup_{k \geq m} \left| H_k - \sum_{j=m}^{k} \frac{1}{j} \right| > \varepsilon \right) \leq \frac{1}{\varepsilon^2} \sum_{j=m}^{\infty} \frac{1}{j^2} \leq \frac{1}{(m - 1)\varepsilon^2}. \hspace{1cm} (2.13)$$

Now suppose $\tau_k \leq t < \tau_{k-1}$ for some $k > m$. Then

$$\log t + f_m(t) \leq \log \tau_{k-1} + \log \left(\frac{mc}{2}\right) + H_k$$

$$\leq \log \left(\frac{2}{c(k-1)}\right) + \left| \log \tau_{k-1} - \log \left(\frac{2}{c(k-1)}\right) \right|$$

$$+ \log \left(\frac{mc}{2}\right) + \sum_{j=m}^{k} \frac{1}{j} + \left| H_k - \sum_{j=m}^{k} \frac{1}{j} \right|$$

$$= \sum_{j=m}^{k} \frac{1}{j} - \log \left(\frac{k-1}{m}\right) + \left| \log \tau_{k-1} - \log \left(\frac{2}{c(k-1)}\right) \right|$$

$$+ \left| H_k - \sum_{j=m}^{k} \frac{1}{j} \right|, \hspace{1cm} (2.14)$$

and likewise

$$\log t + f_m(t) \geq \log \tau_k + \log \left(\frac{mc}{2}\right) + H_{k-1}$$

$$\geq \sum_{j=m}^{k-1} \frac{1}{j} - \log \left(\frac{k}{m}\right) - \left| \log \tau_k - \log \left(\frac{2}{ck}\right) \right| - \left| H_{k-1} - \sum_{j=m}^{k-1} \frac{1}{j} \right|. \hspace{1cm} (2.15)$$

From (2.14) and (2.15), combined with the bounds (2.12) and (2.13) and standard estimates for the harmonic series, we obtain (2.11). \(\square\)
Lemma 7. We have
\[ \sup_{0 < u < v \leq \tau_{m-1}} \left| \frac{e^{-f_m(u)} - e^{-f_m(v)}}{u - v} - 1 \right| \rightarrow_p 0, \]
where $\rightarrow_p$ denotes convergence in probability as $m \rightarrow \infty$.

Proof. Let $g(t) = e^{-f_m(t)}$. We have
\[ \sup_{0 < u < v \leq \tau_{m-1}} \left| \frac{e^{-f_m(u)} - e^{-f_m(v)}}{u - v} - 1 \right| \leq \sup_{0 < t < \tau_m} |g'(t) - 1|. \]
Also,
\[ g'(t) = -e^{-f_m(t)} f'_m(t) = \frac{e^{-f_m(t)}}{t} \cdot ct(S_\infty(t) - 1). \]
Equation (2.1) implies that $ct(S_\infty(t) - 1)/2 \rightarrow 1$ almost surely as $t \rightarrow 0$, and also that $\tau_m \rightarrow 0$ almost surely as $m \rightarrow \infty$. Combining these results with Lemma 6, we see that as $m \rightarrow \infty$,
\[ \sup_{0 < t < \tau_m} |g'(t) - 1| \rightarrow_p 0, \]
which implies the result. \qed

3. Results on the nested coalescent.

3.1. Convergence to a unique solution of the RDE. Let $\mathcal{P}$ denote the set of probability distributions on $[2, \infty]$, and let $\mathcal{P}_1$ denote the set of probability distributions on $[2, \infty]$ with finite mean. Let $T : \mathcal{P} \rightarrow \mathcal{P}$ be the mapping defined such that $T(\mu)$ is the distribution of
\[ \frac{2}{1 - U(1 - \frac{2}{W_1 + W_2})}, \]
where $U$ has a uniform distribution on $[0, 1]$, the random variables $W_1$ and $W_2$ have distribution $\mu$, and the random variables $U, W_1$ and $W_2$ are independent. Let $T^n : \mathcal{P} \rightarrow \mathcal{P}$ be the map obtained by iterating $n$ times the map $T$. Our goal in this subsection is to prove the following result.

Proposition 8. The equation $T(\mu) = \mu$ has a unique solution $\mu^*$, and $\mu^* \in \mathcal{P}_1$. For all $\mu \in \mathcal{P}$, the sequence $T^n(\mu)$ converges to $\mu^*$ in the sense of weak convergence of probability measures on $[2, \infty]$. Also, the mean of $T^n(\mu)$ converges as $n \rightarrow \infty$ to the mean of $\mu^*$. 
For \( u \in (0, 1) \) and \( x \in (0, \infty] \), define

\[
(3.2) \quad h(u, x) = \frac{2}{1 - u(1 - \frac{2}{x})} = \frac{2}{(1 - u) + \frac{2u}{x}}.
\]

**Lemma 9.** We have \( T(P_1) \subset P_1 \) and \( T^2(P) \subset P_1 \).

**Proof.** Let \( \mu \in P_1 \). Let \( U, W_1 \) and \( W_2 \) be independent random variables such that \( U \) has a uniform distribution on \([0, 1]\), and \( W_1 \) and \( W_2 \) have distribution \( \mu \). Then \( T(\mu) \) has the same distribution as \( h(U, W_1 + W_2) \), and a stochastic upper bound can be obtained by removing one of the two terms from the denominator on the right-hand side of (3.2). Therefore,

\[
E[h(U, W_1 + W_2)] \leq E\left[\frac{2}{1 - U}1_{\{U \leq 1/2\}}\right] + E\left[\frac{W_1 + W_2}{U}1_{\{U \geq 1/2\}}\right]
\]

\[
\leq 4 + 2E[W_1 + W_2].
\]

It follows that \( T(\mu) \in P_1 \), which proves the first statement of the lemma.

Let \( \delta_a \) denote the unit mass at \( a \). Because the expression in (3.1) is an increasing function of \( W_1 \) and \( W_2 \), if we can show that \( T^2(\delta_\infty) \in P_1 \), then it will follow that \( T^2(\mu) \in P_1 \) for all \( \mu \in P \), which will establish the second part of the lemma. Note that \( T(\delta_\infty) \) has the same distribution as \( \frac{2}{1-U} \), which has the same distribution as \( \frac{2}{U} \). Therefore, \( T^2(\delta_\infty) \) has the same distribution as \( \frac{2}{1-U(1-\frac{2}{U_1+2/U_2})} = \frac{2}{(1-U) + \frac{U}{1/U_1+1/U_2}} \), where \( U, U_1 \) and \( U_2 \) are independent random variables, each having the uniform distribution on \([0, 1]\). Thus, it suffices to show that \( E[Y] < \infty \). We have

\[
Y \leq \min\left\{\frac{2}{1-U}, \frac{2}{U}\left(\frac{1}{U_1} + \frac{1}{U_2}\right)\right\}.
\]

Let \( x \geq 4 \). If \( Y \geq x \), then we must have \( 2/(1-U) \geq x \) and, therefore, \( U > 1 - 2/x \). We also must have \( (2/U)(1/U_1 + 1/U_2) \geq x \). When \( U > 1 - 2/x \geq 1/2 \), this can only happen if \( 1/U_1 + 1/U_2 \geq x/4 \), which requires either \( U_1 \leq 8/x \) or \( U_2 \leq 8/x \). Thus,

\[
P(Y \geq x) \leq P(U_1 \geq 1 - 2/x \text{ and either } U_1 \leq 8/x \text{ or } U_2 \leq 8/x)
\]

\[
\leq \frac{2}{x}\left(\frac{8}{x} + \frac{8}{x}\right) = \frac{32}{x^2}.
\]

It follows that

\[
E[Y] = \int_0^\infty P(Y \geq x) \, dx \leq 4 + \int_4^\infty \frac{32}{x^2} \, dx < \infty,
\]

which completes the proof. □
Let $d$ denote the Kantorovich–Rubinstein metric on $P_1$, which goes back to [14] and is also the Wasserstein metric for $p = 1$. That is,
\[ d(\mu, \nu) = \inf \{ E[|X - Y|] : X \text{ has distribution } \mu \text{ and } Y \text{ has distribution } \nu \}. \]

It is well known that $d$ is a complete metric on $P_1$ (see, e.g., [12]). Because $2(1 - \log 2) < 1$, the following lemma shows that, with respect to this metric, $T$ is a strict contraction.

**Lemma 10.** Suppose $\mu, \nu \in P_1$ and $\mu \neq \nu$. Then
\[ d(T(\mu), T(\nu)) \leq 2(1 - \log 2)d(\mu, \nu). \]

**Proof.** Let $\varepsilon > 0$. Let $\mu, \nu \in P_1$. By the definition of $d$, on some probability space one can construct random variables $X_1$ and $Y_1$ such that $X_1$ has distribution $\mu$, $Y_1$ has distribution $\nu$ and $E[|X_1 - Y_1|] \leq d(\mu, \nu) + \varepsilon$. One can construct $X_2$ and $Y_2$, independently of $(X_1, Y_1)$, so that they satisfy these same conditions. Let $U$ be a random variable that has a uniform distribution on $(0, 1)$ and is independent of $(X_1, X_2, Y_1, Y_2)$. Let $X = h(U, X_1 + X_2)$ and $Y = h(U, Y_1 + Y_2)$, where $h$ is the function defined in (3.2). Note that $X$ has the same distribution as $T(\mu)$, and $Y$ has the same distribution as $T(\nu)$. For $x \geq 4,$
\[ \frac{\partial h}{\partial x}(u, x) = \frac{4u}{(x(1 - u) + 2u)^2} \leq \frac{4u}{(4(1 - u) + 2u)^2} = \frac{u}{4(1 - u/2)^2}. \]

Therefore,
\[ |X - Y| \leq \frac{U}{4(1 - U/2)^2} |(X_1 + X_2) - (Y_1 + Y_2)|. \]

Taking expectations, we get
\[ E[|X - Y|] \leq \frac{d(\mu, \nu) + \varepsilon}{2} E\left[ \frac{U}{(1 - U/2)^2} \right] = \frac{d(\mu, \nu) + \varepsilon}{2} \cdot 4(1 - \log 2). \]

Letting $\varepsilon \to 0$ gives $E[|X - Y|] \leq 2(1 - \log 2)d(\mu, \nu)$, which implies the result.

**Proof of Proposition 8.** Because $T^2(\mu) \in P_1$ for all $\mu \in P$ (by Lemma 9), any solution to the equation $T(\mu) = \mu$ must be in $P_1$. By Lemma 10, the map $T$ is a strict contraction with respect to the Kantorovich–Rubinstein metric on $P_1$. Therefore, as noted in Lemma 5 of [2], it follows from the Banach contraction theorem that the equation $T(\mu) = \mu$ has a unique solution $\mu^*$, and $T^n(\mu)$ converges to $\mu^*$ as $n \to \infty$ with respect to the Kantorovich–Rubinstein metric for all $\mu \in P_1$. Because convergence with respect to the Kantorovich–Rubinstein metric implies both weak convergence and convergence of means (see, e.g., [12]), the result follows.
3.2. **Mergers of individual ancestral lines.** We now consider the merging of individual ancestral lines within a species. Recall that, at time zero, there are \( s_j \) species, and we sample \( n_j \) individuals from each of the \( s_j \) species. Pairs of ancestral lines belonging to the same species merge at rate one.

Recall the definition of the trees \( \mathcal{T}^{1,m}, \ldots, \mathcal{T}^{m,m} \) derived from the species tree in Section 2.3. Let \( N_{k,m} \) be the number of individual lineages remaining at time \( \tau_{m-1} \) that belong to the species represented by the tree \( \mathcal{T}^{k,m} \). Note that this number could be zero when \( s_j \) is finite because \( \mathcal{T}^{k,m} \) is derived from a species tree starting from infinitely many species, whereas we only sample \( n_j \) lineages from \( s_j \) of these species. Let \( N_{k,m}^{i_1 \ldots i_\ell} \) be the number of individual lineages, belonging to the species created by the merger at time \( V_{k,m}^{i_1 \ldots i_\ell} \), that remain at time \( V_{k,m}^{i_1 \ldots i_{\ell-1}} \).

If we know the values of \( N_{k,m}^{i_1 \ldots i_\ell} \) for all \( i_1, \ldots, i_\ell \in \{1, 2\} \), then we obtain \( N_{k,m}^{i_1 \ldots i_{\ell-1}} \) by starting with \( N_{k,m}^{i_1 \ldots i_{\ell-1}} + N_{k,m}^{i_1 \ldots i_{\ell-2}} \) lineages and running Kingman’s coalescent for time \( V_{k,m}^{i_1 \ldots i_{\ell-2}} - V_{k,m}^{i_1 \ldots i_{\ell-1}} \). Also, let \( W_{k,m}^{i_1 \ldots i_\ell} = N_{k,m}^{i_1 \ldots i_\ell} \) for \( \ell \geq 1 \), and let \( W_{k,m} = \tau_{m-1} N_{k,m} \).

Fix a positive integer \( d \). Let \( W_{k,m,*,*}^{i_1 \ldots i_d} = \infty \), and let \( W_{k,m,*,*}^{i_1 \ldots i_d} = 2 \). Let \( W_{k,m,*}^{i_1 \ldots i_d} \) and \( \tilde{W}_{k,m}^{i_1 \ldots i_d} \) both equal \( \max(W_{k,m,*}^{i_1 \ldots i_d}, 2) \). Recall the definition of the function \( h \) from (3.2). For \( 0 \leq \ell \leq d - 1 \) and \( i_1, \ldots, i_\ell \in \{1, 2\} \), let

\[
W_{k,m,*}^{i_1 \ldots i_\ell} = h(U_{k,m,*}^{i_1 \ldots i_\ell}, W_{k,m,*}^{i_1 \ldots i_\ell} + W_{k,m,*}^{i_1 \ldots i_{\ell+1}}),
\]

\[
W_{k,m,*,*}^{i_1 \ldots i_\ell} = h(U_{k,m,*}^{i_1 \ldots i_\ell}, W_{k,m,*,*}^{i_1 \ldots i_\ell} + W_{k,m,*,*}^{i_1 \ldots i_{\ell+1}}),
\]

\[
W_{k,m,*,*}^{i_1 \ldots i_\ell} = h(U_{k,m,*}^{i_1 \ldots i_\ell}, W_{k,m,*,*}^{i_1 \ldots i_\ell} + W_{k,m,*,*}^{i_1 \ldots i_{\ell+1}}),
\]

\[
\tilde{W}_{k,m}^{i_1 \ldots i_\ell} = h(U_{k,m}^{i_1 \ldots i_\ell}, W_{k,m}^{i_1 \ldots i_\ell} + W_{k,m}^{i_1 \ldots i_{\ell+1}}).
\]

Because the random variables \( U_{k,m,*}^{i_1 \ldots i_\ell} \) are independent and have a uniform distribution on \([0,1]\), the distribution of \( W_{k,m,*,*}^{i_1 \ldots i_{d-1}} \) is \( T(\delta_{\infty}) \), while the distribution of \( W_{k,m,*,*}^{i_1 \ldots i_{d-1}} \) is \( T(\delta_{\infty}) \). More generally, for \( 0 \leq \ell \leq d \), the distributions of \( W_{k,m,*,*}^{i_1 \ldots i_\ell} \) and \( \tilde{W}_{k,m}^{i_1 \ldots i_\ell} \) are \( T^{d-\ell}(\delta_{\infty}) \) and \( T^{d-\ell}(\delta_2) \), respectively. In particular, the distributions of \( W_{k,m,*,*}^{i_1 \ldots i_d} \) and \( \tilde{W}_{k,m}^{i_1 \ldots i_d} \) are \( T^d(\delta_{\infty}) \) and \( T^d(\delta_2) \), respectively. Also, because \( h(u, x) \) is an increasing function of \( x \), we have

\begin{equation}
W_{k,m,*,*}^{i_1 \ldots i_\ell} \leq W_{k,m,*}^{i_1 \ldots i_\ell} \leq W_{k,m,*}^{i_1 \ldots i_\ell}.
\end{equation}

To prove Theorem 1, we will consider a sequence \((m_j)_{j=1}^{\infty}\) tending to infinity. That is, for the process in which there are \( s_j \) species and \( n_j \) individuals sampled from each of these species, we will consider the trees \( \mathcal{T}^{k,m,j} \). Throughout the rest of this section, we will occasionally drop the superscripts \( k \) and \( m_j \) to lighten notation, when doing so seems unlikely to cause confusion.
Lemma 11. We have
\[ \sup_{1 \leq k \leq m_j} \left| \frac{\tilde{W}^{k,m_j}_{k,m_j,*}}{W^{k,m_j,*}} - 1 \right| \to_p 0, \]
where \( \to_p \) denotes convergence in probability as \( j \to \infty \).

Proof. Recall the definition of the function \( h \) from (3.2). Note that
\[ h(u_1, x_1) = \frac{(1 - u_2) + 2u_2/x_2}{(1 - u_1) + 2u_1/x_1}. \]
Therefore, using that \( \min\{\frac{a}{b}, \frac{c}{d}\} \leq \frac{a+c}{b+d} \leq \max\{\frac{a}{b}, \frac{c}{d}\} \),
\[ \frac{h(u_1, x_1)}{h(u_2, x_2)} \leq \max\left\{ \frac{1 - u_2}{1 - u_1}, \frac{u_2 x_1}{u_1 x_2} \right\} \]
\[ \leq \max\left\{ \frac{1 - u_2}{1 - u_1}, \left( \frac{u_2}{u_1} \right)^2, \left( \frac{x_1}{x_2} \right)^2 \right\} \]
\[ \leq \max\left\{ \frac{1 - u_2}{1 - u_1}, \frac{u_2}{u_1}, \frac{x_1}{x_2} \right\}^2 \]
and
\[ \frac{h(u_1, x_1)}{h(u_2, x_2)} \geq \min\left\{ \frac{1 - u_2}{1 - u_1}, \frac{u_2 x_1}{u_1 x_2} \right\}^2. \]
Recall that \( W_{i_1 \ldots i_d}^* = \tilde{W}_{i_1 \ldots i_d} \), and for \( 0 \leq \ell \leq d - 1 \), we have
\[ (3.4) \]
\[ \frac{\tilde{W}_{i_1 \ldots i_\ell}}{W_{i_1 \ldots i_\ell}^*} = \frac{h(U_{i_1 \ldots i_\ell}, \tilde{W}_{i_1 \ldots i_\ell} + \tilde{W}_{i_1 \ldots i_{\ell+1}})}{h(U_{i_1 \ldots i_\ell}, W_{i_1 \ldots i_\ell}^* + W_{i_1 \ldots i_{\ell+1}}^*)}. \]
Recall also that, defining the random function \( f_m \) as in Lemma 5 and defining \( V_{i_1 \ldots i_\ell}^* \) as in the discussion following that lemma, we have \( V_{i_1 \ldots i_\ell}^* = e^{-f_m(V_{i_1 \ldots i_\ell})} \).
For \( 1 \leq \ell \leq d - 1 \), we have
\[ (3.5) \]
\[ \frac{U_{i_1 \ldots i_\ell}}{U_{i_1 \ldots i_{\ell-1}}} = \frac{V_{i_1 \ldots i_\ell}}{V_{i_1 \ldots i_{\ell-1}}}, \quad \frac{V_{i_1 \ldots i_\ell}}{V_{i_1 \ldots i_{\ell-1}}} = \frac{e^{-f_m(V_{i_1 \ldots i_\ell})}}{e^{-f_m(V_{i_1 \ldots i_{\ell-1}})}} \]
and
\[ \frac{1 - U_{i_1 \ldots i_\ell}}{1 - U_{i_1 \ldots i_{\ell-1}}} = \frac{(V_{i_1 \ldots i_{\ell-1}} - V_{i_1 \ldots i_\ell}) V_{i_1 \ldots i_{\ell-1}}}{V_{i_1 \ldots i_{\ell-1}} (V_{i_1 \ldots i_{\ell-1}} - V_{i_1 \ldots i_\ell})} \]
\[ = \frac{e^{-f_m(V_{i_1 \ldots i_{\ell-1}})} - e^{-f_m(V_{i_1 \ldots i_\ell})}}{V_{i_1 \ldots i_{\ell-1}} - V_{i_1 \ldots i_\ell}} \cdot \frac{V_{i_1 \ldots i_{\ell-1}}}{e^{-f_m(V_{i_1 \ldots i_{\ell-1}})}}. \]
Likewise, for the $\ell = 0$ case,

$$\frac{U^*}{U} = \frac{V}{e^{-f_{m_j}(V) \tau_{m_j} - 1}}$$

and

$$\frac{1 - U^*}{1 - U} = \frac{e^{-f_{m_j}(\tau_{m_j} - 1)} - e^{-f_{m_j}(V) \tau_{mj} - 1}}{\tau_{m_j} - V} e^{-f_{m_j}(\tau_{m_j} - 1)}. $$

Let

$$R = \max \left\{ \sup_{0 < t \leq \tau_{m_j} - 1} \left| \frac{t}{e^{-f_{m_j}(t)} - 1} \right|, \sup_{0 < u < v \leq \tau_{m_j} - 1} \left| \frac{e^{-f_{m_j}(u)} - e^{-f_{m_j}(v)}}{u - v} - 1 \right| \right\},$$

which converges in probability to zero as $j \to \infty$ by Lemmas 6 and 7. Using the fact that if $|a - 1| \leq R$ then $a$ and $1/a$ are both between $1 - R$ and $1/(1 - R)$, it follows from these results with (3.4), we obtain

$$(1 - R)^4 \leq \frac{\hat{W}_{i_1 ... i_d - 1}^*}{\hat{W}_{i_1 ... i_d - 1}} \leq \left( \frac{1}{1 - R} \right)^4.$$ 

Then by induction, we end up with

$$(1 - R)^{2d + 1} \leq \frac{\hat{W}_{k,mj}^*}{\hat{W}_{k,mj}} \leq \left( \frac{1}{1 - R} \right)^{2d + 1}$$

for all $k \in \{1, \ldots, m_j\}$. Because $d$ is a fixed positive integer, the result follows. \(\square\)

**Lemma 12.** Suppose $s_j \gg m_j$. Let $\varepsilon > 0$. For $i_1, \ldots, i_d \in \{1, 2\}$ and $k \in \{1, \ldots, m_j\}$, let $R_{i_1 ... i_d}^{k,mj}$ be the number of species, among the $s_j$ present at time zero, that are descended from the species created by the merger at time $V_{i_1 ... i_d}^{k,mj}$. Then there exists $\delta > 0$ such that for sufficiently large $j$, we have

$$P \left( R_{i_1 ... i_d}^{k,mj} > \frac{\delta s_j}{m_j} \right) > 1 - \varepsilon.$$ 

**Proof.** For all $t \geq 0$, the partition given by Kingman’s coalescent at time $t$, $\Pi_{\infty}(t)$, is an exchangeable random partition of $\mathbb{N}$. Therefore, if $B$ is a block of the partition $\Pi_{\infty}(t)$, then the limit

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{i \in B}$$

exists and is called the asymptotic frequency of $B$. Let $K_{\infty}(t)$ be the number of blocks of $\Pi_{\infty}(t)$, and let $\tau_m = \inf\{t : K_{\infty}(t) = m\}$ be the first time that the coalescent has $m$ blocks. Denote by $\Lambda(t)$ the sequence consisting of the asymptotic
frequencies of the blocks of $\Pi_\infty(t)$, ranked in decreasing order. It is shown in [15] that the distribution of $\Lambda(\tau_m)$ is uniform on the simplex

$$\Delta_m = \{x_1 \geq \cdots \geq x_m \geq 0 : x_1 + \cdots + x_m = 1\}.$$ 

In particular, if we choose one of the $m$ blocks uniformly at random, the distribution of $\Lambda_1(\tau_m)$ is uniform on the simplex $\Delta_1m = \{x_1 \geq \cdots \geq x_m \geq 0 : x_1 + \cdots + x_m = 1\}$. Furthermore, if we follow Kingman’s coalescent in reversed time, so that blocks split instead of merging, and $B$ is a block with asymptotic frequency $\lambda$, then immediately after this block splits into two, the new blocks will have asymptotic frequencies $\lambda U$ and $\lambda(1 - U)$, where $U$ has a uniform distribution on $[0, 1]$.

By the discussion above, the asymptotic frequency of the block of $\Psi_\infty(\tau_{mj})$ corresponding to the species represented by the tree $T_{k,mj}$ has the Beta $(1, m_j - 1)$ distribution. Moreover, let $\Lambda_{i_1...i_d}$ be the asymptotic frequency of the block of $\Psi_\infty(V_{i_1...i_d})$ created at the merger at time $V_{i_1...i_d}$. Then the distribution of $\Lambda_{i_1...i_d}$ is the same distribution of the product of $d + 1$ independent random variables, one of them having the Beta $(1, m_j - 1)$ distribution and $d$ of them having the Uniform $(0, 1)$ distribution. Because $d$ is a fixed positive integer, it follows that there exists $\delta > 0$ such that for all $j$, we have

$$P\left(\frac{\Lambda_{i_1...i_d}}{m_j} > \frac{2\delta}{m_j}\right) > 1 - \epsilon/2.$$ 

Conditional on $\Lambda_{i_1...i_d}$, the distribution of $R_{i_1...i_d}$ is Binomial$(s_j, \Lambda_{i_1...i_d})$. Because $s_j \gg m_j$, the result now follows from elementary concentration results for the binomial distribution.

**Lemma 13.** Let

$$L^{k,m_j} = \max_{i_1,...,i_d \in \{1,2\}} \left|\frac{W^{k,m_j}_{i_1...i_d}}{W^{k,m_j}_{i_1...i_d}} - 1\right|.$$ 

Suppose $s_j \gg m_j$ and $s_j m_j \gg m_j^2$. Then

$$\lim_{j \to \infty} E[L^{k,m_j} W^{k,m_j,*,+}] = 0.$$ 

**Proof.** Note that $W_{i_1...i_d} = \bar{W}_{i_1...i_d}$ unless $W_{i_1...i_d} < 2$. Therefore, $|L^{k,m_j}| \leq 1$, and $L^{k,m_j} = 0$ unless $W_{i_1...i_d} < 2$ for some $i_1, \ldots, i_d$. Because the distribution of $W^{k,m_j,*,+}$ is exactly $T^d(\delta_\infty)$ for all $k$ and $m_j$, the collection of random variables $\{L^{k,m_j} W^{k,m_j,*,+} : j \in \mathbb{N}, 1 \leq k \leq m_j\}$ is uniformly integrable. Therefore, noting also that the distribution of $L^{k,m_j} W^{k,m_j,*,+}$ does not depend on $k$, it suffices to show that $L^{k,m_j} W^{k,m_j,*,+} \to_p 0$ as $m \to \infty$. Because the random variables $W^{k,m_j,*,+}$ are identically distributed and finite, it suffices to show that $L^{k,m_j} \to_p 0$ as $j \to \infty$. 


Let $\varepsilon > 0$. We have
\[
P(L^{k,m_j} > \varepsilon) \leq 2^d P\left(\frac{|W_{i_1 \ldots i_d}|}{W_{i_1 \ldots i_d}} - 1 > \varepsilon\right)
\]
(3.7)
\[
= 2^d P(W_{i_1 \ldots i_d} < 2(1 - \varepsilon))
\]
\[
= 2^d P(V_{i_1 \ldots i_d} - 1 N_{i_1 \ldots i_d} < 2(1 - \varepsilon))
\]
Recall the definition of $R_{i_1 \ldots i_d}$ from Lemma 12. Note that there are $R_{i_1 \ldots i_d} n_j$ individual lineages at time zero descended from the species created by the merger at time $V_{i_1 \ldots i_d}$. Pairs of these individual lineages are subject to mergers at rate one, once the corresponding species lineages have merged, which means we can obtain a stochastic lower bound on the number of individual lineages by allowing all pairs of these lineages to merge at rate one. Therefore, a stochastic lower bound for $N_{i_1 \ldots i_d}$ can be obtained first constructing the species tree and then running the block-counting process associated with Kingman’s coalescent, started with $R_{i_1 \ldots i_d} n_j$ lineages, for time $V_{i_1 \ldots i_d} - 1$. In particular, denoting by $\mathcal{G}$ the $\sigma$-field generated by the process $(\Psi_{t_0}(t), t \geq 0)$ that governs the species mergers, we have
\[
P(V_{i_1 \ldots i_d} - 1 N_{i_1 \ldots i_d} < 2(1 - \varepsilon) \mid \mathcal{G}) \leq P(V_{i_1 \ldots i_d} - 1 K_{R_{i_1 \ldots i_d} n_j} (V_{i_1 \ldots i_d} - 1) < 2(1 - \varepsilon) \mid \mathcal{G}).
\]
Now let $\delta = \varepsilon^2$ and apply Corollary 4 with $V_{i_1 \ldots i_d} - 1$ in place of $t$ and $R_{i_1 \ldots i_d} n_i$ in place of $n$ to get
\[
P(V_{i_1 \ldots i_d} n_j < 2(1 - \varepsilon)) \leq \frac{\varepsilon^2}{\varepsilon - 2/(V_{i_1 \ldots i_d} - 1 R_{i_1 \ldots i_d} n_i)}
\]
on the event that $V_{i_1 \ldots i_d} < t_0$, $R_{i_1 \ldots i_d} n_j \geq M$, and \(2/(V_{i_1 \ldots i_d} - 1 R_{i_1 \ldots i_d} n_j) < \varepsilon\). Note that $P(V_{i_1 \ldots i_d} < t_0) \geq P(t_{m_j - 1} < t_0) \to 1$ as $j \to \infty$ by (2.1). Therefore, the result that $L^{k,m_j} \to \rho_0$ and, therefore, the result of the lemma, will follow from (3.7) and (3.8) provided we can show that
\[
V_{i_1 \ldots i_d} - 1 R_{i_1 \ldots i_d} n_j \to \rho_0 \quad \text{as } j \to \infty.
\]
Recall from equation (2.10) that $V_{i_1 \ldots i_d} = UU_{i_1} U_{i_1 i_2} \ldots U_{i_1 \ldots i_d} - 1 \tau_{m_j - 1}$. It follows from (2.1) that $m_j \tau_{m_j - 1} \to 2/c$ almost surely as $j \to \infty$. Combining this observation with (3.5) and Lemma 6, we see that there is a constant $\delta_1 > 0$ such that $P(V_{i_1 \ldots i_d} > \delta_1 / m_j) > 1 - \varepsilon/2$ for sufficiently large $j$. By Lemma 12 and the assumption that $s_j \gg m_j$, there is a constant $\delta_2 > 0$ such that $P(R_{i_1 \ldots i_d} > \delta_2 s_j / m_j) > 1 - \varepsilon/2$ for sufficiently large $j$. Combining these results, we get
\[
P\left(V_{i_1 \ldots i_d} n_j > \frac{\delta_1 \delta_2 s_j n_j}{m_j^2}\right) > 1 - \varepsilon
\]
for sufficiently large $j$. Because $s_j n_j \gg m_j^2$ by assumption, the result follows. □
LEMMA 14. Let $\varepsilon > 0$. Suppose $s_j \gg m_j$ and $s_jn_j \gg m_j^2$. There is a positive constant $t_0$, depending on $\varepsilon$, such that if we define the events

$$A_j = \{\tau_{m_j-1} \leq t_0\}, \quad B_j = \left\{ \sup_{1 \leq k \leq m_j} \left| \frac{\tilde{W}^{k,m_j}}{W^{k,m_j}} - 1 \right| = \frac{1}{2} \right\},$$

then for sufficiently large $j$, we have

$$E[|W^{k,m_j} - \tilde{W}^{k,m_j}|1_{A_j \cap B_j}] < \varepsilon.$$

PROOF. By Proposition 8, we can choose a positive integer $d$ large enough that the mean of the distribution $\mathcal{T}^d(\delta_k)$ is less than $4\gamma/3$. Choose $0 < \delta < 1$ small enough that $(\delta/2) \sum_{n=0}^{d-1} (2+\delta)^n < \varepsilon/2$ and $6^d \gamma^2 \delta < \varepsilon/4$. Choose a positive integer $M$ and then choose $t_0 < \delta/M$ such that if $t \leq t_0$ and $n \geq M$, then the conclusion of Lemma 3 holds for this choice of $\delta$.

Suppose $0 \leq \ell \leq d - 1$. Then, dropping the superscripts $k$ and $m_j$ to lighten notation,

$$\left| \frac{W_{i_1 \cdots i_\ell} - 1}{W_{i_1 \cdots i_\ell}} \right| = \left| \frac{W_{i_1 \cdots i_\ell}}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell})} \cdot \frac{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell}) + W_{i_1 \cdots i_\ell})}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell}) - 1} \right|.$$  

Recall the definition of the function $h$ from (3.2). Because

$$|xy - 1| = |x - 1 + x(y - 1)| \leq |x - 1| + |x||y - 1|$$

for positive real numbers $x$ and $y$, we have

$$\left| \frac{W_{i_1 \cdots i_\ell}}{W_{i_1 \cdots i_\ell}} - 1 \right| \leq \left| \frac{W_{i_1 \cdots i_\ell}}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell})} - 1 \right| + \left| \frac{W_{i_1 \cdots i_\ell}}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell})} \cdot \frac{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell}) + W_{i_1 \cdots i_\ell})}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell}) - 1} - 1 \right|.$$  

If $0 \leq u \leq 1$ and $x_1, x_2, y_1, y_2 > 0$, then

$$\left| \frac{h(u, x_1 + x_2)}{h(u, y_1 + y_2)} - 1 \right| = \left| \frac{(1 - u) + 2u}{y_1 + y_2} - 1 \right| \leq \left| \frac{x_1 + x_2}{y_1 + y_2} - 1 \right| \leq \left| \frac{x_1}{y_1} - 1 \right| + \left| \frac{x_2}{y_2} - 1 \right|.$$  

Therefore,

$$\left| \frac{W_{i_1 \cdots i_\ell}}{W_{i_1 \cdots i_\ell}} - 1 \right| \leq \left| \frac{W_{i_1 \cdots i_\ell}}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell})} - 1 \right| + \left| \frac{W_{i_1 \cdots i_\ell}}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell})} \cdot \frac{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell}) + W_{i_1 \cdots i_\ell})}{h(U_{i_1 \cdots i_\ell}, W_{i_1 \cdots i_\ell} + W_{i_1 \cdots i_\ell}) - 1} - 1 \right|.$$  

(3.9)
Interpreting $V_{i_1 \ldots i_{\ell-1}}$ to be $\tau_{m_j-1}$ when $\ell = 0$, we have

$$\frac{W_{i_1 \ldots i_{\ell}}}{h(U_{i_1 \ldots i_{\ell}}, W_{i_1 \ldots i_{\ell}} + W_{i_1 \ldots i_{2}})} - 1 = \left| \frac{N_{i_1 \ldots i_{\ell}} V_{i_1 \ldots i_{\ell-1}}}{h(V_{i_1 \ldots i_{\ell}}/V_{i_1 \ldots i_{\ell-1}}, V_{i_1 \ldots i_{\ell}} (N_{i_1 \ldots i_{\ell}} + N_{i_1 \ldots i_{2}}))} - 1 \right| = \left| N_{i_1 \ldots i_{\ell}} \left( \frac{(V_{i_1 \ldots i_{\ell-1}} - V_{i_1 \ldots i_2}) + 2/(N_{i_1 \ldots i_{\ell}} + N_{i_1 \ldots i_{2}})}{2} \right) - 1 \right|.$$

Recall that $N_{i_1 \ldots i_{\ell}}$ is obtained by running Kingman’s coalescent started with $N_{i_1 \ldots i_{\ell}} + N_{i_1 \ldots i_{2}}$ blocks for time $V_{i_1 \ldots i_{\ell-1}} - V_{i_1 \ldots i_{\ell}}$. Now let $\mathcal{F}_{\ell,j}$ denote the $\sigma$-field generated by the process $(\Psi_t(t), t \geq 0)$ and the random variables $W_{i_1 \ldots i_{b}}$ with $\ell + 1 \leq b \leq d$ and $i_1 \ldots i_{b} \in \{1, 2\}$. By Lemma 3,

$$E\left[ \left| \frac{W_{i_1 \ldots i_{\ell}}}{h(U_{i_1 \ldots i_{\ell}}, W_{i_1 \ldots i_{\ell}} + W_{i_1 \ldots i_{2}})} - 1 \mathbb{1}_{A_j} \right| \mathcal{F}_{\ell,j} \right] \leq \frac{\delta}{2},$$

on the event $D_{i_1 \ldots i_{\ell}} = \{N_{i_1 \ldots i_{\ell+1}} + N_{i_1 \ldots i_{2}} \geq M\}$. Combining this result with (3.9) yields that on $D_{i_1 \ldots i_{\ell}}$,

$$E\left[ \left| \frac{W_{i_1 \ldots i_{\ell}}}{W_{i_1 \ldots i_{\ell}}} - 1 \mathbb{1}_{A_j} \right| \mathcal{F}_{\ell,j} \right] \leq \frac{\delta}{2} + \left( 1 + \frac{\delta}{2} \right) \left( \left| \frac{W_{i_1 \ldots i_{\ell+1}}}{W_{i_1 \ldots i_{\ell}}} - 1 \right| + \left| \frac{W_{i_1 \ldots i_{2}}}{W_{i_1 \ldots i_{2}}} - 1 \right| \right) \mathbb{1}_{A_j}. \quad (3.10)$$

Now suppose $D_{i_1 \ldots i_{\ell}}^c$ occurs. Then $W_{i_1 \ldots i_{\ell}} = V_{i_1 \ldots i_{\ell}} N_{i_1 \ldots i_{\ell}} \leq V_{i_1 \ldots i_{\ell}} (N_{i_1 \ldots i_{\ell+1}} + N_{i_1 \ldots i_{2}}) \leq \tau_{m_j-1}M$. Because $\hat{W}_{i_1 \ldots i_{\ell}} \geq 2$ by construction in view of the definition of the function $h$, it follows that $W_{i_1 \ldots i_{\ell}} / \hat{W}_{i_1 \ldots i_{\ell}} \leq \tau_{m_j-1}M/2 \leq M \delta/2 \leq \delta/2$ on $A_j$. By the same reasoning, if $N_{i_1 \ldots i_{\ell}} \leq M$, we have $W_{i_1 \ldots i_{\ell}} / \hat{W}_{i_1 \ldots i_{\ell}} \leq \delta/2$ on $A_j$, and likewise if $N_{i_1 \ldots i_{2}} < M$. Thus, on the event $D_{i_1 \ldots i_{\ell}}^c$, the left-hand side of (3.10) is bounded above by 1, while the right-hand side is bounded below by $\delta/2 + (1 + \delta/2)(1 - \delta/2) \geq 1$ on $A_j$. Therefore, (3.10) also holds on $D_{i_1 \ldots i_{2}}^c$. Now taking conditional expectations with respect to $\mathcal{F}_{d-1,-j}$ on both sides of (3.10), we get

$$E\left[ \left| \frac{W_{i_1 \ldots i_{\ell}}}{W_{i_1 \ldots i_{\ell}}} - 1 \mathbb{1}_{A_j} \right| \mathcal{F}_{d-1,-j} \right] \leq \frac{\delta}{2} + (2 + \delta) \left( \left| \frac{W_{i_1 \ldots i_{\ell}}}{W_{i_1 \ldots i_{\ell}}} - 1 \mathbb{1}_{A_j} \right| \mathcal{F}_{d-1,-j} \right). \quad (3.11)$$

Recall the definition of $L^{k,m_j}$ from (3.6). Note that $L^{k,m_j}$ is $\mathcal{F}_{d-1,-j}$-measurable and $A_j \in \mathcal{F}_{d-1,-j}$. Therefore, when $\ell = d - 1$, equation (3.11) implies

$$E\left[ \left| \frac{W_{i_1 \ldots i_{d-1}}}{W_{i_1 \ldots i_{d-1}}} - 1 \mathbb{1}_{A_j} \right| \mathcal{F}_{d-1,-j} \right] \leq \left( \frac{\delta}{2} + (2 + \delta)L^{k,m_j} \right) \mathbb{1}_{A_j}.$$
Applying (3.11) inductively as ℓ goes from \( d - 2 \) down to 0 gives

\[
\mathbb{E} \left[ \left| \frac{W_{k,mj} - \mathbb{1}_{A_j}}{\mathbb{E}_{d-1,j}} \right| \mathbb{1}_{A_j} \right] \leq \left( \frac{\delta}{2} \sum_{n=0}^{d-1} (2 + \delta)^n + (2 + \delta)^d L^{k,mj} \right) \mathbb{1}_{A_j} \\
\leq \left( \frac{\varepsilon}{2} + 3^d L^{k,mj} \right) \mathbb{1}_{A_j}.
\]

Because \( \mathbb{1}_{W_{k,mj}} \) is \( \mathcal{F}_{d-1,j} \)-measurable and \( B_j \in \mathcal{F}_{d-1,j} \), we can multiply both sides by \( \mathbb{1}_{W_{k,mj}} \) to get

\[
\mathbb{E} \left[ \left| W_{k,mj} - \mathbb{1}_{A_j} \right| \mathbb{1}_{A_j} \mathbb{1}_{B_j} \right] \leq \left( \frac{\varepsilon}{2} + 3^d L^{k,mj} \right) \mathbb{1}_{A_j} \mathbb{1}_{B_j} \leq 3 \left( \frac{\varepsilon}{2} + 3^d L^{k,mj} \right) W_{k,mj}^* + \mathbb{1}_{B_j}.
\]

Taking expectations of both sides, we get

\[
\mathbb{E} \left[ \left| W_{k,mj} - \mathbb{1}_{A_j} \right| \mathbb{1}_{A_j} \mathbb{1}_{B_j} \right] \leq \frac{3\varepsilon}{4} + \frac{3^{d+1}}{2} \mathbb{E}[W_{k,mj}^*, L^{k,mj}].
\]

The result now follows from Lemma 13. □

**Lemma 15.** Define \( \mu^* \) as in Proposition 8, and let \( \gamma = \int_0^\infty x \mu^*(dx) \) be the mean of \( \mu^* \). Suppose \( s_j \gg m_j \) and \( s_j n_j \gg m_j^2 \).

Then

\[
\frac{1}{m_j} \sum_{k=1}^{m_j} W_{k,mj} \rightarrow_p \gamma,
\]

where \( \rightarrow_p \) denotes convergence in probability as \( j \rightarrow \infty \).

**Proof.** Let \( \eta > 0 \), and let \( \varepsilon = \eta^2 \). By Proposition 8, we can choose a positive integer \( d \) sufficiently large that the mean of \( T^d(\delta_2) \) is greater than \( \gamma - \eta \), and the mean of \( T^d(\delta_{\infty}) \) is less than \( \gamma + \eta \). Because the random variables \( W_{k,mj}^*, L^{k,mj} \) are independent of one another and have the distribution \( T^d(\delta_{\infty}) \), and the random variables \( W_{k,mj}^*, L^{k,mj} \) are independent of one another and have distribution \( T^d(\delta_2) \), it follows from the law of large numbers and the assumption that \( \lim_{j \rightarrow \infty} m_j = \infty \) that

\[
\lim_{j \rightarrow \infty} P \left( \gamma - \eta < \frac{1}{m_j} \sum_{k=1}^{m_j} W_{k,mj}^* < \gamma + \eta \right) = 1.
\]

Therefore, by (3.3),

\[
\lim_{j \rightarrow \infty} P \left( \gamma - \eta < \frac{1}{m_j} \sum_{k=1}^{m_j} W_{k,mj}^* \right) = 1.
\]
It now follows from Lemma 11 that

\[(3.12) \lim_{j \to \infty} P \left( \gamma - \eta < \frac{1}{m_j} \sum_{k=1}^{m_j} \bar{W}^{k,m_j} < \gamma + \eta \right) = 1.\]

Define \( t_0 \) and the events \( A_j \) and \( B_j \) as in Lemma 14. We have

\[P\left( \left| \frac{1}{m_j} \sum_{k=1}^{m_j} W^{k,m_j} - \gamma \right| \geq 2\eta \right) \leq P(A^c_j) + P(B^c_j) + P\left( \left| \frac{1}{m_j} \sum_{k=1}^{m_j} W^{k,m_j} - \frac{1}{m_j} \sum_{k=1}^{m_j} \bar{W}^{k,m_j} \right| \mathbb{1}_{A_j \cap B_j} \geq \eta \right).
\]

(3.13)

Note that \( \lim_{j \to \infty} P(A^c_j) = 0 \) by (2.1) and \( \lim_{j \to \infty} P(B^c_j) = 0 \) by Lemma 11. The third term on the right-hand side of (3.13) tends to zero as \( j \to \infty \) by (3.12). By Lemma 14 and Markov’s inequality, for sufficiently large \( j \), we have

\[P\left( \left| \frac{1}{m_j} \sum_{k=1}^{m_j} W^{k,m_j} - \frac{1}{m_j} \sum_{k=1}^{m_j} \bar{W}^{k,m_j} \right| \mathbb{1}_{A_j \cap B_j} \geq \eta \right) \leq \frac{\eta}{\eta m_j} \sum_{k=1}^{m_j} E[\left| W^{k,m_j} - \bar{W}^{k,m_j} \right| \mathbb{1}_{A_j \cap B_j}] \leq \frac{\varepsilon}{\eta} \eta = \eta.
\]

Because \( \eta > 0 \) is arbitrary, the result follows. \( \square \)

3.3. Proof of Theorem 1.

**Proof of Theorem 1.** For positive integers \( j \), let \( m_j^+ = 2(1 + \varepsilon)/ct_j \) and \( m_j^- = 2(1 - \varepsilon)/ct_j \). It follows from (2.1) that \( m \tau_m \to 2/c \) as \( m \to \infty \), which implies that almost surely \( \tau_{m_j^+} \leq t_j \leq \tau_{m_j^-} \) for sufficiently large \( j \). Therefore, almost surely

\[(3.14) N(\tau_{m_j^-}) \leq N(t_j) \leq N(\tau_{m_j^+})\]

for sufficiently large \( j \). The assumptions of Theorem 1 imply that \( s_j \gg m_j^+ \) and \( n_j s_j \gg (m_j^+)^2 \) and the same is true for \( m_j^- \). Therefore, by Lemma 15, using \( \to_p \) to denote convergence in probability as \( j \to \infty \), we have

\[\frac{\tau_{m_j^-} N(\tau_{m_j^-})}{m_j^+} = \frac{\tau_{m_j^-}^{-1}}{m_j^+} \sum_{k=1}^{m_j^+} N_k^{m_j^+} = \frac{1}{m_j^+} \sum_{k=1}^{m_j^+} W^{k,m_j^+} \to_p \gamma.
\]
Now using again that $m\tau_m \to 2/c$ almost surely as $m \to \infty$, we get

$$(m^+_j)^{-2}N(\tau_{m^+_j}) \to_p \frac{c\gamma}{2}$$

and, therefore,

$$(3.15) \quad i_j^2 N(\tau_{m^+_j}) \to_p \frac{2(1+\varepsilon)^2\gamma}{c}.$$  

By the same reasoning,

$$(3.16) \quad i_j^2 N(\tau_{m^-_j}) \to_p \frac{2(1-\varepsilon)^2\gamma}{c}.$$  

By letting $\varepsilon \to 0$, we obtain the result from (3.14), (3.15) and (3.16). □
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