GEOMETRIC REID’S RECIPE FOR DIMER MODELS
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Abstract. Crepant resolutions of three-dimensional toric Gorenstein singularities are derived equivalent to noncommutative algebras arising from consistent dimer models. By choosing a special stability parameter and hence a distinguished crepant resolution $Y$, this derived equivalence generalises the Fourier-Mukai transform relating the $G$-Hilbert scheme and the skew group algebra $\mathbb{C}[x, y, z] \ast G$ for a finite abelian subgroup of SL(3, $\mathbb{C}$). We show that this equivalence sends the vertex simples to pure sheaves, except for the zero vertex which is mapped to the dualising complex of the compact exceptional locus. This generalises results of Cautis–Logvinenko [7] and Cautis–Craw–Logvinenko [6] to the dimer setting, though our approach is different in each case. We also describe some of these pure sheaves explicitly and compute the support of the remainder, providing a dimer model analogue of results from Logvinenko [25].

1. Introduction

1.1. Background. The McKay correspondence for a finite subgroup $G \subset \text{SL}(2, \mathbb{C})$ is a bijection between the irreducible representations of $G$ and an integral basis of the cohomology on the minimal resolution $Y$ of $\mathbb{C}^2/G$. Building on the original geometric construction by Gonzalez-Sprinberg–Verdier [14], Kapranov–Vasserot [22] deduced the bijection from a derived equivalence

$$\Psi: D^b(\text{mod-}A) \longrightarrow D^b(\text{coh}(Y))$$

between the bounded derived category of finitely generated modules over the skew group algebra $A = \mathbb{C}[x, y] \ast G$ and the bounded derived category of coherent sheaves on $Y$. The equivalence sends the simple $A$-modules associated to the nontrivial irreducible representations of $G$ to pure sheaves supported on the irreducible components of the exceptional fibre of the resolution. For a finite subgroup $G \subset \text{SL}(3, \mathbb{C})$, Bridgeland–King–Reid [4] established a derived equivalence of the form (1.1) between the skew group algebra $A = \mathbb{C}[x, y, z] \ast G$ and a distinguished choice of crepant resolution of $\mathbb{C}^3/G$, namely the $G$-Hilbert scheme $Y = G$-Hilb($\mathbb{C}^3$). Further work of Bridgeland [3] determines a derived equivalence for any other projective crepant resolution, but the $G$-Hilbert scheme nevertheless provides a particularly nice choice.

One illustration of the special nature of $G$-Hilb($\mathbb{C}^3$) is provided by the Geometric McKay correspondence of Cautis–Logvinenko [7]. When $\mathbb{C}^3/G$ has a single isolated singularity (so $G$ is abelian), the equivalence $\Psi$ sends the simple $A$-module $S_\rho$ associated to a nontrivial irreducible representation $\rho$ of $G$ to a pure sheaf on $Y$; this statement is false in general for $Y \neq G$-Hilb($\mathbb{C}^3$). Subsequent work of Logvinenko [25] showed that the support of the pure sheaf $\Psi(S_\rho)$ is either an irreducible exceptional divisor, a single $(-1, -1)$-curve or a chain of exceptional divisors in $G$-Hilb($\mathbb{C}^3$) and, moreover, the locus is determined by the role that $\rho$ plays in Reid’s recipe (see [28, Section 6] and [8, Section 3]). More generally, for any finite abelian subgroup $G \subset \text{SL}(3, \mathbb{C})$, Cautis–Craw–Logvinenko [6] use Reid’s recipe to compute explicitly the object $\Psi(S_\rho)$ for any...
irreducible representation $\rho$ of $G$. The goal of the present paper is to generalise the results from [7, 25], in addition to some results from [6], to any Gorenstein toric 3-fold singularity.

1.2. Main results. A dimer model is a polygonal cell decomposition of a real two-torus where each edge is oriented in such a way that the cycle on the boundary of each face is oriented. The vertices and oriented edges define a quiver $Q$, while the cycles around the boundary of each face give the terms (up to sign) in a potential $W$, and the Jacobian algebra $A$ is defined to be the quotient of the path algebra of $Q$ by the ideal of relations generated by the formal cyclic derivatives of $W$ with respect to the arrows in $Q$. If the dimer model satisfies a consistency condition, then $A$ is a noncommutative crepant resolution of its centre $Z(A)$, which is the coordinate ring of a 3-dimensional toric Gorenstein singularity.

Every projective, crepant resolution of the singularity $X = \text{Spec } Z(A)$ is obtained as a fine moduli space of $\theta$-stable representations of $A$ with dimension vector $(1, \ldots, 1)$. While any generic stability parameter $\theta$ will do, here we fix once and for all a vertex $0$ of $Q$ and define a special parameter $\vartheta$ so that an $A$-module is $\vartheta$-stable if and only if it is cyclic with generator $0$. The resulting moduli space $Y = M_{\vartheta}$ comes with a tautological bundle of $\vartheta$-stable representations $T$, and the dual bundle $T^\vee = \text{Hom}_{O_Y}(T, O_Y)$ determines an equivalence of derived categories

$$\Psi(-) := T^\vee \otimes_A L : D^b(\text{mod-}A) \rightarrow D^b(\text{coh}(Y)).$$

In the special case where the dimer model tiles the torus with triangles, then $A$ is the skew group algebra for a finite abelian subgroup $G \subset \text{SL}(3, \mathbb{C})$ as in [9, Section 10.2]. If our chosen vertex $0$ in $Q$ comes from the trivial representation of $G$, then $Y$ is the $G$-Hilbert scheme and (1.2) coincides with the derived equivalence (1.1) from the McKay correspondence.

Our first main result generalises [7, Theorem 1.1] and [6, Proposition 5.6] to dimer models. To state this result, let $S_i$ denote the simple $A$-module corresponding to vertex $i$ in $Q$. Also, let $\tau : Y \rightarrow X$ denote the crepant resolution and write $x_0 \in X$ for the unique torus-invariant point.

**Theorem 1.1.** Let $Q$ be a consistent dimer model. Then:

- for any vertex $i \neq 0$, the object $\Psi(S_i)$ is a pure sheaf, that is, it is quasi-isomorphic to a shift of a coherent sheaf; and
- the derived dual $\Psi(S_0)^\vee$ is quasi-isomorphic to the pushforward of $O_{\tau^{-1}(x_0)}$ shifted by 3.

**Corollary 1.2.** The object $\Psi(S_0)$ is quasi-isomorphic to the dualizing complex of $\tau^{-1}(x_0)$. In particular, $\Psi(S_0)$ is a pure sheaf if and only if $\tau^{-1}(x_0)$ is equidimensional.

Our methods of proof differ from those in both [7] and [6]. The first step presents the object $\Psi(S_i)$ explicitly by translating the standard projective resolution of the simple module $S_i$ into a complex of locally free sheaves on $Y$. For the zero vertex case, we use a description of $T^\vee$ in terms of weak paths in the quiver to write $\Psi(S_0)$ as a complex of sheaves of weak paths, after which we need only calculate the cohomology on each toric chart to deduce Theorem 1.1(ii), from which Corollary 1.2 follows directly.

Our proof of Theorem 1.1(i) involves a geometric argument. Using the description of $\Psi(S_i)$ as a complex of locally free sheaves on $Y$, we compute the cohomology sheaves using the main result from Craw–Quintero-Vélez [10, Theorem 1.1]. Our choice of the special stability parameter $\vartheta$ implies that the cohomology sheaves $H^k(\Psi(S_i))$ vanish for all $k \neq -1, 0$. It remains therefore to
show that if one of these cohomology sheaves is nonzero then the other must vanish. We achieve 
this by establishing the following link between objects $\Psi(S_i)$ that have nonvanishing cohomology 
in degree zero and certain walls of the GIT chamber containing the stability parameter $\vartheta$ (see 
Propositions 4.7 and 4.11):

**Proposition 1.3.** Let $i \in Q_0$ be a nonzero vertex. The following are equivalent:

(i) the sheaf $H^0(\Psi(S_i))$ is nonzero;
(ii) there exists a torus-invariant $\vartheta$-stable $A$-module that contains $S_i$ in its socle;
(iii) $\overline{C} \cap S_i^\perp$ is a wall of the chamber $C$ containing $\vartheta$.

In this case, $\Psi(S_i) \cong L_i^{-1}|_{Z_i}$, where $Z_i$ is the unstable locus of the wall $\overline{C} \cap S_i^\perp$.

Proposition 1.3 implies that an object $\Psi(S_i)$ with nonvanishing cohomology in degree zero 
has vanishing cohomology in every other degree, so Theorem 1.1(i) follows. We also prove 
(see Lemma 4.8) that the unstable locus $Z_i$ of a wall of the form $\overline{C} \cap S_i^\perp$ is either a single 
$(-1, -1)$-curve or a connected union of compact torus-invariant divisors. In addition, we make 
two further remarks about this result:

- The description of the support of the objects from Proposition 1.3 in terms of modules 
with a given vertex simple module in their socle extends to dimension three the characterisation by 
Crawley–Boevey [12, Theorem 2] of the exceptional curves in the minimal resolution of $\mathbb{C}^2/G$ for a finite subgroup $G \subset \text{SL}(2, \mathbb{C})$.
- Proposition 1.3 provides a straightforward method for computing the list of vertices for 
which $\Psi(S_i)$ has cohomology concentrated in degree zero: one can readily compute the 
set of torus-invariant $\vartheta$-stable $A$-modules, and one need only inspect whether $S_i$ lies in 
the socle of one such module to decide whether $\overline{C} \cap S_i^\perp$ is a wall of the chamber $C$ and 
hence whether $H^0(\Psi(S_i))$ is nonzero.

Our results thus far say nothing about the object $\Psi(S_i)$ when its cohomology is concentrated 
in degree $-1$. In fact, $H^{-1}(\Psi(S_i))$ is rather complicated in general (see Proposition 5.1), and one 
benefit of our proof of Theorem 1.1 is that we avoid having to analyse this sheaf. To conclude, 
however, we adapt a result of Logvinenko [25] in order to prove that if the sheaf $H^{-1}(\Psi(S_i))$ is 
nonzero, then its support is a connected union of compact, torus-invariant divisors. Together 
with the above results, this leads to the following dimer model analogue of the Geometric McKay 
correspondence in dimension three proven by Logvinenko [25, Theorem 1.1]:

**Theorem 1.4** (Geometric Reid’s recipe for dimer models). Let $Q$ be a consistent dimer model 
and let $i$ be a vertex of $Q$. Then $\Psi(S_i)$ is quasi-isomorphic to one of the following:

(i) $L_i^{-1}$ restricted to a connected union of compact irreducible torus-invariant divisors;
(ii) $L_i^{-1}$ restricted to a compact torus-invariant curve;
(iii) $F[1]$ for a sheaf $F$ supported on a connected union of compact torus-invariant divisors;
(iv) the dualising complex of the compact exceptional locus $\tau^{-1}(x_0)$.

As we saw above, the torus-invariant divisor or curve appearing in Theorem 1.4(i)-(ii) is the 
unstable locus $Z_i$ of a GIT wall of the form $\overline{C} \cap S_i^\perp$.

1.3. **Future directions.** It is natural to seek a precise description of the pure sheaves $\Psi(S_i)$ in 
degree $-1$ from Theorem 1.4(iii). However, even for the McKay quiver case, the description of
the pure sheaves that lie in degree $-1$ from Cautis–Craw–Logvinenko [6, Theorem 1.2] rely on the original combinatorial version of Reid’s recipe (see [28, Section 6] and [8, Section 3]) that associates a nontrivial irreducible representation of $G$ to every compact torus-invariant curve and surface in $G$-Hilb$(\mathbb{C}^3)$. In fact, even the precise description of the support of these objects by Logvinenko [25, Theorem 1.2] was phrased in terms of combinatorial Reid’s recipe. The combinatorial version of Reid’s recipe for dimer models is the subject of forthcoming work by Tapia Amador [29], where nonzero vertices of $Q$ are associated to every compact torus-invariant curve and surface in $Y = \mathcal{M}_g$. The results thus far are compatible with Theorem 1.4: a vertex $i$ in $Q$ labels a compact torus-invariant surface $S \subset Y$ if and only if $S$ is contained in the support of $\Psi(S_i)$ as in Theorem 1.4(i); and $i$ labels a unique compact torus-invariant curve $\ell \subset Y$ if and only if $\ell$ coincides with the support of $\Psi(S_i)$ as in Theorem 1.4(ii). We anticipate that the results from [29] will lead in due course to a precise description of the pure sheaves $\Psi(S_i)$ in degree $-1$, but the details from [6] suggest that this will not be straightforward.

As a final remark, recall Conjecture 1.2 from Cautis–Logvinenko [7]: for a finite, non-abelian subgroup $G \subset SL(3, \mathbb{C})$, the objects $\Psi(S_p)$ on the $G$-Hilbert scheme arising from any (nontrivial) representation $\rho$ of $G$ are pure sheaves. Proposition 1.3 suggests that the following addition to this conjecture might be true:

**Conjecture 1.5.** The object $\Psi(S_p)$ is a pure sheaf in degree 0 if and only if $\overline{C} \cap S_p^\perp$ is a wall of the chamber $C$ defining $G$-Hilb$(\mathbb{C}^3)$, in which case $\Psi(S_p) \cong L_p^\perp|_{Z_p}$ where $Z_p$ is the unstable locus of the wall $\overline{C} \cap S_p^\perp$.

Certainly, an improved understanding of variation of GIT quotient for $G$-Hilb looks to be important for extending Reid’s recipe to the non-abelian case.

**Acknowledgements.** The second author thanks Akira Ishii and Kazushi Ueda for a preliminary draft of their preprint [20]. Thanks also to Alastair King for a useful remark, and to the anonymous referee for many helpful comments. The second and third authors were supported in part by EPSRC grant EP/G004048/1.

2. Preliminaries

In this section we present standard definitions and results from the literature to establish our notation. Throughout, $k$ denotes an algebraically closed field of characteristic zero.

2.1. Quivers and superpotentials. A quiver $Q$ is an oriented graph given by a finite set of vertices $Q_0$, a finite set of arrows $Q_1$, and maps $h, t : Q_1 \to Q_0$ indicating the vertices at the head and tail of each arrow. We assume throughout that the underlying graph is connected. A path in $Q$ of length $k \geq 1$ is a sequence $p = a_k \cdots a_1$ of arrows such that $h(a_j) = t(a_{j+1})$ for $1 \leq j < k$. We set $h(p) = h(a_k)$, $t(p) = t(a_1)$. In addition, each vertex $i \in Q_0$ determines a trivial path $e_i$ with $h(e_i) = t(e_i) = i$. A cycle in $Q$ is a nontrivial path $p$ in which $h(p) = t(p)$. The path algebra $kQ$ associated to $Q$ is the $k$-algebra whose underlying vector space has basis the set of paths in $Q$, where the product of paths is given by the concatenation if possible, and zero otherwise. A relation for the quiver $Q$ is a non-zero $k$-linear combination of paths of length at least 2 having the same head and tail. If $\rho$ is a set of relations on $Q$, the pair $(Q, \rho)$ is called a quiver with relations. Associated with $(Q, \rho)$ is the $k$-algebra $A = kQ/\langle \rho \rangle$, where $\langle \rho \rangle$ denotes the two-sided ideal in $kQ$ generated by the set of relations $\rho$. 
Let \( Q \) be a quiver with cycles and let \( \mathbb{k}Q_c \) denote the \( \mathbb{k} \)-vector space spanned by all commutators in \( \mathbb{k}Q \). The quotient \( \mathbb{k}Q_c := \mathbb{k}Q / [\mathbb{k}Q, \mathbb{k}Q] \) has a basis corresponding to all cycles in \( Q \) up to cyclic shifts. Elements of \( \mathbb{k}Q_c \) are called superpotentials of \( Q \). For \( a \in Q_1 \) and for each cycle \( p = a_k \cdots a_1 \) in \( Q \), define the cyclic derivative \( \partial_a p \) by setting

\[
\partial_a p := \sum_{i=1}^{k} \delta_{a,a_i} a_{i-1} \cdots a_1 a_k \cdots a_{i+1},
\]

where \( \delta_{a,a_i} \) is the Kronecker delta. Extending this by linearity to \( \mathbb{k}Q_c \) defines a \( \mathbb{k} \)-linear map \( \partial_a : \mathbb{k}Q_c \to \mathbb{k}Q \). Given a superpotential \( W \in \mathbb{k}Q_c \), each element \( \partial_a W \) is a \( \mathbb{k} \)-linear combination of paths in \( Q \) that share the same head and tail, so we obtain an ideal of relations \( \langle \partial_a W \mid a \in Q_1 \rangle \). The Jacobian algebra of the quiver \( Q \) with superpotential \( W \) is defined to be

\[
A := \mathbb{k}Q / \langle \partial_a W \mid a \in Q_1 \rangle.
\]

In this article we consider only a particularly well behaved class of quivers with superpotentials that arise from consistent dimer models.

### 2.2. Consistent dimer models

A dimer model is a quiver \( Q \) whose underlying graph provides a polygonal cell decomposition of the surface of a real two-torus, such that the cycle on the boundary of each face is oriented and has length at least 3. Assume in addition that every face of the dual cell decomposition is simply connected. Let \( Q_2 \) denote the set of faces. For any face \( F \in Q_2 \), let \( W_F \in \mathbb{k}Q_c \) be the cycle obtained by tracing all arrows around the boundary of \( F \). Define the superpotential for \( Q \) to be

\[
W := \sum_{F \in Q_2} (-1)^F W_F,
\]

where \((-1)^F\) takes value +1 on faces oriented anticlockwise, and -1 on faces oriented clockwise. We write \( A \) for the Jacobian algebra of the quiver \( Q \) with superpotential \( W \).

The Jacobian algebra has a special central element \( \omega = \sum_{i \in Q_0} c_i \) where \( c_i \) is a clockwise boundary cycle starting at \( i \). The relations in \( \langle \partial_a W \mid a \in Q_1 \rangle \) ensure that \( \omega \) is central in \( A \) and does not depend on the particular choice of cycles \( c_i \). To a dimer model we can also associate its weak Jacobian algebra by inverting \( \omega \):

\[
\hat{A} := A \otimes_{\mathbb{k}[\omega]} \mathbb{k}[\omega, \omega^{-1}].
\]

Equivalently, this algebra can be obtained by inverting all the arrows. More precisely, define the double quiver \( \hat{Q} \) to be the quiver obtained from \( Q \) by introducing an extra arrow \( a^{-1} \) in the opposite direction for each \( a \in Q_1 \). A path in the quiver \( \hat{Q} \) is called a weak path. Then

\[
\hat{A} = \mathbb{k}\hat{Q} / \langle \partial_a W, aa^{-1} - c_{h(a)}, a^{-1}a - c_{t(a)} \mid a \in Q_1 \rangle.
\]

A dimer model is said to be consistent if the standard localisation map \( A \to \hat{A} \) is injective.

**Remark 2.1.** The literature contains several notions of consistency for dimer models. We work with the cancellation property of Mozgovoy–Reineke [27] and studied further by Davison [13]. Bocklandt [2] showed that the cancellation property is equivalent both to algebraic consistency introduced by Broomhead [5], and to the existence of a ‘consistent R-charge’ as studied by Kennaway [23]. Moreover, [2, Lemma 7.4] shows that every such dimer model \( Q \) carries a perfect matching, in which case Ishii–Ueda [19] implies that the cancellation property is equivalent both
to $Q$ being property ordered in the sense of Gulotta [15] and to the notion of consistency from Ishii–Ueda [19, Definition 3.5]. In short, all of the above notions of consistency are equivalent.

The following result is due to Broomhead [5, Lemma 5.6].

**Proposition 2.2.** For each (algebraically) consistent dimer model $Q$, the centre $Z(A)$ of the corresponding Jacobian algebra $A$ is a Gorenstein semigroup algebra.

### 2.3. Moduli of quiver representations

A representation $V$ of a quiver $Q$ is a collection $\{V_i \mid i \in Q_0\}$ of finite dimensional $k$-vector spaces and a collection $\{v_a : V_{t(a)} \to V_{h(a)} \mid a \in Q_1\}$ of $k$-linear maps. The dimension vector of a representation $V$ is the vector $\dim(V) \in \mathbb{Z}^{Q_0}$ whose $i$th component is $\dim(V_i)$ for $i \in Q_0$. It is convenient to write a representation $V$ of dimension vector $1 := (1, 1, \ldots, 1)$ simply as the tuple of scalars $V = (v_a)_{a \in Q_1}$. We also write $v_p := v_{a_1} \ldots v_{a_n}$ for a path $p = a_1 \ldots a_n$ and $v_{\sum \lambda_i p_i} := \sum \lambda_i v_{p_i}$, for a linear combination of paths with the same head and tail.

If $V, V'$ are two representations of $Q$, then a morphism $f : V \to V'$ is a collection of $k$-linear maps $\{f_i : V_i \to V'_i \mid i \in Q_0\}$ such that $v'_i f_{t(a)} = f_{h(a)} v_a$ for all $a \in Q_1$. In the presence of relations, a representation of the pair $(Q, \rho)$ is a representation $V$ of $Q$ such that for each relation $r \in \rho$, the corresponding linear combination of $k$-linear maps from $V_{t(r)}$ to $V_{h(r)}$ is zero. The abelian category of representations of $(Q, \rho)$ is equivalent to the category of finite-dimensional left modules over the quotient algebra $A = kQ/\langle \rho \rangle$, and we let mod-$A$ denote this category. Each vertex $i \in Q_0$ defines a simple object $S_i = ke_i$ in mod-$A$ called the vertex simple for $i \in Q_0$: as a representation of $Q$, this has $V_i = k$ and $V_j = 0$ for $j \neq i$, where the maps $f_a$ are zero for all $a \in Q_1$. In general these are not the only simple objects of mod-$A$.

Consider the rational vector space

$$\Theta = \left\{ \theta \in \text{Hom}\left(\mathbb{Z}^{Q_0}, k\right) \mid \sum_{i \in Q_0} \theta_i = 0 \right\}.$$ 

Given a representation $V$ of $Q$, define $\theta(V) := \theta(\dim V)$ for $\theta \in \Theta$. A representation $V$ of dimension vector $1 = (1, 1, \ldots, 1)$ is $\theta$-semistable if every subrepresentation $V' \subset V$ satisfies $\theta(V') \geq 0$, and it is $\theta$-stable if $\theta(V') > 0$ for every nonzero, proper subrepresentation $V' \subset V$. In the presence of relations and for the algebra $A = kQ/\langle \rho \rangle$, the equivalence of abelian categories from above gives us a notion of $\theta$-stability for $A$-modules. We say that $\theta \in \Theta$ is generic if every $\theta$-semistable representation is $\theta$-stable. For $\theta \in \Theta$, King [24] constructs the coarse moduli space $\overline{\mathcal{M}}_\theta$ of S-equivalence classes of $\theta$-semistable $A$-modules of dimension vector $1$ using geometric invariant theory. Our primary interest lies with generic $\theta \in \Theta$, in which case $\overline{\mathcal{M}}_\theta$ coincides with the fine moduli space $\mathcal{M}_\theta$ of isomorphism classes of $\theta$-stable $A$-modules of dimension vector $1$.

Since $\mathcal{M}_\theta$ represents a functor, it carries a universal family of $\theta$-stable $A$-modules of dimension vector $1$, namely a tautological locally free sheaf

$$T = \bigoplus_{i \in Q_0} L_i,$$

where $L_i$ has rank one for all $i \in Q_0$, together with a tautological $k$-algebra homomorphism

$$\phi : A \to \text{End}_{\mathcal{M}_\theta}(T).$$

For each closed point $y \in \mathcal{M}_\theta$, let $V_y$ denote the $\theta$-stable $A$-module obtained by restricting the tautological maps $\phi(a) : L_{t(a)} \to L_{h(a)}$ for $a \in Q_1$ to the fibre of the tautological bundle $T$ over
the point \( y \in \mathcal{M}_\theta \). As King [24, Proposition 5.3] notes, there is an inherent ambiguity in the construction of \( T \). To remove this ambiguity, we distinguish once and for all a vertex of the quiver that we denote \( 0 \in Q_0 \), and we normalise the tautological bundle by fixing \( L_0 \cong \mathcal{O}_{\mathcal{M}_\theta} \).

### 2.4. Crepant resolutions and tilting bundles.

In a series of papers, Ishii–Ueda [17, 18, 20] study certain fine moduli spaces \( \mathcal{M}_\theta \) associated to the Jacobian algebra \( A \) defined by a consistent dimer model \( Q \). Here we recall some of their main results.

We begin with the main geometric result of [17]; our statement of Theorem 2.3 differs slightly from that in the original paper, see Remark 2.4 below.

**Theorem 2.3** (Ishii–Ueda [17]). Let \( A \) be the Jacobian algebra of a consistent dimer model and write \( X = \text{Spec} \ Z(A) \) for the Gorenstein toric variety of dimension three (see Proposition 2.2). For \( \theta \in \Theta \) generic, the toric variety \( \mathcal{M}_\theta \) is a crepant resolution of \( X \).

**Remark** 2.4. Ishii–Ueda [17] assume only that the dimer model is nondegenerate in order to deduce that \( \mathcal{M}_\theta \) is a crepant resolution for generic \( \theta \in \Theta \) (consistent dimer models are shown to be nondegenerate in [18, Proposition 7.1]). In fact, they prove that \( \mathcal{M}_\theta \) is a crepant resolution of (the normalisation of) the closure \( X' \) of a three-torus \((k^*)^3 \) in \( \overline{\mathcal{M}_\theta} \). Craw–Quintero-Vélez [10] subsequently gave a GIT construction of a toric subvariety \( Y_\theta \subseteq \mathcal{M}_\theta \) for arbitrary \( \theta \in \Theta \) such that \( Y_\theta = \mathcal{M}_\theta \) for generic \( \theta \in \Theta \), and \( X \cong Y_0 \cong X' \). In particular, \( X' \) is normal, and for generic \( \theta \in \Theta \) we obtain a commutative diagram

\[
\begin{array}{ccc}
Y_\theta & \longrightarrow & \mathcal{M}_\theta \\
\tau_\theta \downarrow & & \downarrow \\
X & \longrightarrow & \overline{\mathcal{M}_\theta}
\end{array}
\]

where the horizontal map is a closed immersion and the vertical maps are projective morphisms obtained by variation of GIT quotient. As a result, the morphism \( \tau : \mathcal{M}_\theta \to X' \) from [17] coincides with the morphism \( \tau_\theta : Y_\theta \to X \) obtained by variation of GIT quotient.

Next we recall two important results that link properties of \( A \) with the geometry of \( \mathcal{M}_\theta \).

**Theorem 2.5** (Ishii–Ueda [18, 20]). Let \( A \) be the Jacobian algebra of a consistent dimer model. For \( \theta \in \Theta \) generic, write \( \tau : \mathcal{M}_\theta \to X = \text{Spec} \ Z(A) \) for the crepant resolution and \( T \) for the tautological bundle on \( \mathcal{M}_\theta \). Then:

(i) the tautological \( k \)-algebra homomorphism \( \phi : A \to \text{End}_{\mathcal{O}_{\mathcal{M}_\theta}}(T) \) is an isomorphism; and

(ii) the bundle \( T \) on \( \mathcal{M}_\theta \) is a tilting bundle.

**Remarks** 2.6. (1) For \( i, j \in Q_0 \), the space \( e_j A e_i \) is spanned by classes of paths in \( Q \) from \( i \) to \( j \). Under the isomorphism from Theorem 2.5(i), the image of \( e_j A e_i \) is \( \text{Hom}(L_i, L_j) \) which, by an unfortunate consequence of the notation for \( \text{Hom} \) spaces, is \( e_j \text{End}(T)e_i \). Thus, \( H^0(L_j) \) is isomorphic to the space \( e_j A e_0 \) of classes of paths in \( Q \) from \( 0 \) to \( j \). This also implies that the centre of \( A \) is

\[
H^0(L_j) \cong H^0(\mathcal{M}_\theta) \cong \text{End}_{\mathcal{O}_{\mathcal{M}_\theta}}(L_j) \cong k[X]
\]

for each \( j \in Q_0 \). These observations are generalised in Lemma 2.11.
(2) Let $F \in \mathbb{Q}_2$ be a face and let $i \in Q_0$ be any vertex through which the cycle $W_F \in kQ_{\text{cyc}}$ passes. The zero-locus of the map $\phi(W_F): L_i \to L_i$ is the union of all torus-invariant divisors in $\mathcal{M}_\theta$, each with multiplicity one, see [18, Lemma 4.1].

(3) That $T$ is a tilting bundle means in particular that the functors
\[ R\text{Hom}_{\mathcal{M}_\theta}(T, -) : D^b(\text{coh}(\mathcal{M}_\theta)) \to D^b(\text{mod-}A^{\text{op}}) \]

and
\[ - \otimes_A T : D^b(\text{mod-}A^{\text{op}}) \to D^b(\text{coh}(Y)) \]

provide mutually inverse equivalences between the bounded derived category of coherent sheaves on $\mathcal{M}_\theta$ and the bounded derived category of finite-dimensional left $A^{\text{op}}$-modules.

**Example 2.7.** Let $Q$ denote the McKay quiver of a finite abelian subgroup $G \subset \text{SL}(3, \mathbb{C})$, and let $A = \mathbb{C}[x, y, z] * G$ be the skew group algebra. The vertex set $Q_0$ is the set of isomorphism classes of irreducible representations of $G$. If we choose the zero vertex to be the trivial representation, then Ito–Nakajima [21] observed that the fine moduli space $\mathcal{M}_\theta$ of $\vartheta$-stable $A$-modules coincides with Nakamura’s $G$-Hilbert scheme for any $\vartheta \in \Theta$ satisfying $\vartheta_i > 0$ for $i \neq 0$.

2.5. **An explicit description of $\mathcal{M}_\theta$ and $T$.** The geometry of $\mathcal{M}_\theta$ is determined by the combinatorial data encoded by its toric fan. To construct this fan directly from the dimer we first need a pair of dual lattices $M, N$. To construct this fan directly from the dimer we first need a pair of dual lattices $M, N$. In our case we take for $M$ the set of all classes of weak paths in $e_0 \hat{A}e_0$. If we let $x, y$ denote two weak paths that span the homology of the torus and let $z = e_0 \omega e_0$, then we can identify $M$ with $\mathbb{Z}x \oplus \mathbb{Z}y \oplus \mathbb{Z}z$ and $e_0 \hat{A}e_0$ with $k[M]$. The dual lattice $N$ may be regarded as the lattice of all possible $\mathbb{Z}$-gradings on $M$.

Recall that a perfect matching in $Q$ is a subset $\Pi \subseteq Q_1$ such that each face in $Q_2$ contains exactly one arrow from $\Pi$ on its boundary. To a perfect matching $\Pi$ we can associate a $\mathbb{Z}$-grading $\deg_\Pi$ on $A$ (and $\hat{A}$) determined by

\[ \forall a \in Q_1 : \deg_\Pi a := \begin{cases} 1 & a \in \Pi \\ 0 & a \notin \Pi \end{cases} \]

In this way every perfect matching $\Pi$ defines an element in $N$, namely

\[ n_\Pi : M \to \mathbb{Z} : p \mapsto \deg_\Pi p. \]

Note that different perfect matchings can give the same element. Since $z$ is a boundary cycle, each lattice point of the form $n_\Pi$ lies in the affine plane \{ $n \in N \otimes \mathbb{Z} \mathbb{R} \mid \langle n, z \rangle = 1$ \}. The convex hull of these points in $N \otimes \mathbb{Z} \mathbb{R}$ is a lattice polygon $P$, and the cone $\sigma$ over this polygon defines the Gorenstein toric variety $X = \text{Spec} k[\sigma^\vee \cap M]$.

To describe the fan $\Sigma$ of $\mathcal{M}_\theta$ in terms of perfect matchings, define the cosupport of a representation $V = (v_a)_{a \in Q_1}$ to be the set \{ $a \in Q_1 \mid v_a = 0$ \} of arrows on which $V$ is zero. A perfect matching is called $\theta$-stable if it is the cosupport of a $\theta$-stable representation. The next result is a rephrasing of Ishii–Ueda [17, Lemmas 6.1 and 6.2] (see also Mozgovoy [26, Proposition 4.15]).

**Lemma 2.8.** Let $\theta \in \Theta$ be generic. For $1 \leq r \leq 3$, the set of $r$-dimensional cones in the fan $\Sigma$ of $\mathcal{M}_\theta$ is precisely the set of cones of the form $\sum_{i=1}^{r} \mathbb{R}^+ n_{\Pi_i}$, where $\Pi_1, \ldots, \Pi_r$ are $\theta$-stable perfect matchings such that $\Pi_1 \cup \cdots \cup \Pi_r$ is the cosupport of a $\theta$-stable representation.
\textbf{Remarks 2.9.} \hspace{1em} (1) Let $\Sigma(1)$ denote the set of one-dimensional cones in the fan $\Sigma$ of $\mathcal{M}_\theta$. For $\rho \in \Sigma(1)$, we write $\Pi_\rho$ for the unique $\theta$-stable perfect matching corresponding to $\rho$, and $\deg_\rho := \deg_{\Pi_\rho}$ for the associated degree function.

(2) Intersecting the fan $\Sigma$ with the polygon $P$ gives a regular triangulation of $P$ (see Figure 3 for an example). The 3-dimensional cones give elementary triangles, the 2-dimensional cones give line segments and the rays give lattice points. In particular, each lattice point in the triangulation of $P$ corresponds to a unique $\theta$-stable perfect matching.

(3) For $Y := \mathcal{M}_\theta$, each cone $\sigma \in \Sigma$ defines both a torus orbit and an open chart in $Y$, namely $Y_\sigma = \text{Hom}_{\Sigma \sigma}(\sigma^{-1}, \mathbb{k}^*) \cong (\mathbb{k}^*)^{3-\dim \sigma}$ and $U_\sigma = \text{Hom}_{\Sigma \sigma}(\sigma^\vee, \mathbb{k})$ in $\mathcal{M}_\theta$ respectively (here $\text{Hom}_{\Sigma \sigma}$ denotes semigroup homomorphisms). In our case these definitions become

$$k[Y_\sigma] = \text{span}_k \{ p \in \hat{\mathbb{A}} e_0 \mid \deg_\rho p = 0 \ \forall \rho \subseteq \sigma \},$$

$$k[U_\sigma] = \text{span}_k \{ p \in \hat{\mathbb{A}} e_0 \mid \deg_\rho p \geq 0 \ \forall \rho \subseteq \sigma \}.$$ 

In view of this it makes sense to define

$$\hat{\mathbb{A}}_\sigma := \text{span}_k \{ p \in \hat{\mathbb{A}} \mid \forall n_\Pi \in \sigma : \deg_{\Pi}(p) \geq 0 \}.$$

With this notation we have $k[U_\sigma] = e_0 \hat{\mathbb{A}}_\sigma e_0$.

(4) Let $\sigma \in \Sigma$ be a cone of dimension $r$ generated by the rays through $\{ n_{\Pi_1} \in N \mid 1 \leq i \leq r \}$, and write $\text{cosupp}_\sigma := \Pi_1 \cup \cdots \cup \Pi_r$. Then $Y_\sigma$ parametrises the set of all $\theta$-stable representations with cosupport contained in $\text{cosupp}_\sigma$, while $U_\sigma$ parametrises the set of all $\theta$-stable representations with cosupport equal to $\text{cosupp}_\sigma$.

To describe the tautological bundle $T = \bigoplus_{i \in \mathcal{Q}_0} L_i$ on $Y = \mathcal{M}_\theta$, recall that the tautological $k$-algebra isomorphism $\phi : \hat{\mathbb{A}} \to \text{End}_{\mathcal{O}_Y}(T)$ from Theorem 2.5(i) associates to each path $p$ in $\mathcal{Q}$ a section $D_p \in H^0(L_{h(p)} \otimes L_{t(p)}^{-1})$. Extend this assignment to every path in the double quiver $\hat{\mathcal{Q}}$ by setting $D_{a^{-1}} := -D_a$, so that for any weak path $p$ in $\mathcal{Q}$, the associated divisor is $D_p \in H^0(L_{h(p)} \otimes L_{t(p)}^{-1})$. Since $L_0 \cong \mathcal{O}_Y$, the following result is immediate:

\textbf{Lemma 2.10.} The tautological bundle $T = \bigoplus_{i \in \mathcal{Q}_0} L_i$ satisfies $L_j \cong \mathcal{O}_Y(D_p)$ for each $j \in \mathcal{Q}_0$, where $p$ is any weak path from vertex 0 to vertex $j$.

The main result of Bender–Mozgovoy [1, Theorem 4.2] presents a formula for any such divisor $D_p$ in terms of the torus-invariant prime divisors in $Y$, namely

$$D_p = \sum_{\rho \in \Sigma(1)} \deg_\rho p \ E_\rho,$$

where $E_\rho := \overline{Y_{\rho}}$ is the orbit closure associated to the ray $\rho \in \Sigma(1)$. Observe that $D_p$ is a principal divisor iff $p \in e_i \hat{\mathbb{A}} e_i$ for some $i \in \mathcal{Q}_0$. Indeed, it’s clearly principal if $p \in e_0 \hat{\mathbb{A}} e_0 = k[M]$, and if $p \in e_i \hat{\mathbb{A}} e_i$ then $D_{q p q^{-1}} = D_p$ for any weak path $q \in e_0 \hat{\mathbb{A}} e_i$. Conversely, if $p$ is not a cyclic path then $D_p$ is not principal, but the divisors of two weak paths $p_1, p_2$ with the same head and tail differ by the principal divisor $D_{p_1 p_2^{-1}}$.

\textbf{Lemma 2.11.} Let $\sigma \in \Sigma$. For any vertex $i \in \mathcal{Q}_0$, we have isomorphisms of vector spaces

$$\Gamma(U_\sigma, L_i) \cong \text{span}_k \{ u \in e_i \hat{\mathbb{A}} e_0 \mid \deg_\rho u \geq 0 \ \forall \rho \subseteq \sigma \} = e_i \hat{\mathbb{A}}_\sigma e_0,$$

$$\Gamma(U_\sigma, L_i^{-1}) \cong \text{span}_k \{ u \in e_0 \hat{\mathbb{A}} e_i \mid \deg_\rho u \geq 0 \ \forall \rho \subseteq \sigma \} = e_0 \hat{\mathbb{A}}_\sigma e_i.$$
which, using the identification $\mathbb{k}[U_\sigma] = e_0 \hat{A}_\sigma e_0$, become isomorphisms of $\mathbb{k}[U_\sigma]$-modules.

Proof. Fix a weak path $p \in e_i \hat{A} e_0$ then $L_i \cong \theta_Y(D_p)$. By definition

$$\Gamma(U_\sigma, L_i) = \text{span}\{ q \in e_0 \hat{A} e_0 | \deg\rho q \geq \deg\rho - p \forall \rho \subset \sigma\}. $$

Multiplying everything with $p$ gives the required isomorphism. The proof for $L_i^{-1}$ is similar.  

3. Computing images of vertex simples

In this section we introduce the crepant resolution and the derived equivalence that we study throughout this paper. We describe the images of the vertex simples in terms of the tautological line bundles and the higher quiver of the dimer model, and we describe explicitly the cohomology sheaves of this object.

3.1. The special stability condition and the dual tilting bundle. Let $Q$ be a consistent dimer model on a real 2-torus with superpotential $W$ and Jacobian algebra $A$. One of the goals of this paper is to generalise to the dimer setting existing results on the $G$-Hilbert scheme for a finite abelian subgroup $G \subset \text{SL}(3, \mathbb{C})$. To do so, we consider a stability condition of the form

$$\vartheta = (\vartheta_i) \in \Theta \text{ satisfying } \vartheta_i > 0 \text{ for } i \neq 0, $$

and hence $\vartheta_0 < 0$. Every such $\vartheta$ is generic, and we let $Y := M_\vartheta$ denote the fine moduli space of $\vartheta$-stable $A$-modules of dimension vector $1$. Theorem 2.3 gives a projective, crepant resolution $\tau : Y \to X = \text{Spec} Z(A)$. The next result characterises $\vartheta$-stability combinatorially.

Lemma 3.1. Let $V$ be a representation of $Q$ defining an $A$-module of dimension vector $1$, and let $x_0 \in X$ denote the unique torus-invariant point. Then:

(i) $V$ is $\vartheta$-stable iff $V$ admits a nonzero path from 0 to every other vertex $i \in Q_0$; and
(ii) $y \in Y$ lies in $\tau^{-1}(x_0)$ if and only if all maps in $V_y$ with head at vertex 0 are zero.

Proof. Part (i) is immediate from the definition of $\vartheta$-stability and the fact that the dimension vector is $1$. For part (ii), write $V_y = (v_a)_{a \in Q_1}$ for the $\vartheta$-stable representation corresponding to $y \in Y$. The centre of $A$ is isomorphic to $e_0 A e_0$ by (2.1), so every central element defines a cycle $c$ passing through vertex 0. We have $\tau(y) = x_0$ if and only if for every any nontrivial central element in $A$, the corresponding cycle $c$ satisfies $v_c = 0$. Choose any arrow $a \in Q_1$ with head at vertex 0 and set $i = t(a)$. By part (i), $V_y$ admits a nonzero path $p$ from 0 to $i$, so $v_a = 0$ if and only if the cycle $pa$ through vertex 0 satisfies $v_{pa} = 0$. This proves the result.  

Theorem 2.5 implies that the tautological bundle $T$ on $Y$ is tilting, but our interest lies primarily with the derived equivalence induced by the dual bundle $T^\vee = \text{Hom}_{\vartheta_Y}(T, \theta_Y)$.

Lemma 3.2. Let $T$ denote the tautological bundle on $Y = M_\vartheta$. Then

(i) there is an isomorphism of $\mathbb{k}$-algebras $\phi^\vee : A^{\text{op}} \to \text{End}_{\vartheta_Y}(T^\vee)$;
(ii) the dual bundle $T^\vee \cong \bigoplus_{i \in Q_0} L_i^{-1}$ is a tilting bundle on $Y$; and
(iii) the induced equivalence of derived categories

$$\text{RHom}_{\vartheta_Y}(T^\vee, -) : D^b(\text{coh}(Y)) \to D^b(\text{mod}-A) $$

sends $L_i^{-1}$ to the indecomposable projective $A$-module $Ae_i$ for each $i \in Q_0$.  
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Proof. Reversing the orientation of every arrow in Q produces a consistent dimer model \(Q^{\text{op}}\) with Jacobian algebra \(A^{\text{op}}\). To make the distinction between Q and \(Q^{\text{op}}\) explicit, we temporarily write \(\mathcal{M}_\vartheta(Q)\) for \(\mathcal{M}_\vartheta\). Since the stability parameter \(-\vartheta\) is generic for \(Q^{\text{op}}\), we may form the fine moduli space \(\mathcal{M}_{-\vartheta}(Q^{\text{op}})\) of \(-\vartheta\)-stable \(A^{\text{op}}\)-modules with dimension vector \(\underline{1}\). We claim that the underlying varieties \(Y = \mathcal{M}_\vartheta(Q)\) and \(\mathcal{M}_{-\vartheta}(Q^{\text{op}})\) are isomorphic. To see this, note first the set of perfect matchings for \(Q\) coincides precisely with those for \(Q^{\text{op}}\) because the opposite dimer model is obtained by reversing the orientation of each arrow. Moreover, the set of \(-\vartheta\)-stable perfect matchings for \(Q\) coincides precisely with the \(-\vartheta\)-stable perfect matchings for \(Q^{\text{op}}\).

Lemma 2.8 implies that the set of stable perfect matchings determines the fan of each moduli space, so the fan of \(Y = \mathcal{M}_\vartheta(Q)\) coincides with that of \(\mathcal{M}_{-\vartheta}(Q^{\text{op}})\). This proves the claim.

We now establish the statements from the lemma. Recall from Remark 2.6(1) that \(H^0(L_j)\) is isomorphic to the space \(e_jA e_0\) of classes of paths in \(Q\) from 0 to \(j\), so the space of sections of the \(j\)th tautological bundle on \(\mathcal{M}_{-\vartheta}(Q^{\text{op}})\) is isomorphic to the space \(e_jA^{\text{op}} e_0\). The zero vertex defines the trivial bundle on every moduli space, so the passage from \(Y = \mathcal{M}_\vartheta(Q)\) to \(\mathcal{M}_{-\vartheta}(Q^{\text{op}})\) amounts to replacing each tautological line bundle \(L_i\) by its inverse \(L_i^{-1}\). Thus, the tautological bundle on \(\mathcal{M}_{-\vartheta}(Q^{\text{op}})\) is \(T^\vee \cong \bigoplus_{i \in Q_0} L_i^{-1}\). Applying Theorem 2.5 to \(\mathcal{M}_{-\vartheta}(Q^{\text{op}})\) establishes (i) and (ii), where we write the tautological isomorphism as \(\phi^\vee : A^{\text{op}} \rightarrow \text{End}_{A^{\text{op}}}(T^\vee)\). For (iii), the fact that \(T^\vee\) is tilting implies that \(\text{Ext}_{A^{\text{op}}}^k(L_j^{-1}, L_i^{-1}) = 0\) for all \(k > 0\) and \(i, j \in Q_0\), giving

\[
\text{RHom}_{A^{\text{op}}}(T^\vee, L_i^{-1}) \cong \bigoplus_{j \in Q_0} \text{Hom}_{A^{\text{op}}}(L_j^{-1}, L_i^{-1}) \cong \text{Hom}_{\mathcal{O}_Y}(L_i, T),
\]

which is \(\text{End}_{\mathcal{O}_Y}(T)e_i\) by Remark 2.6(1). The isomorphism from Theorem 2.5(i) identifies this with the indecomposable projective \(A\)-module \(A e_i\). It remains to note that the codomain of the functor is \(D^b(\text{mod-}\bar{A})\) because \((A^{\text{op}})^{\text{op}} = A\). \(\square\)

Example 2.7 implies that the fine moduli space \(Y = \mathcal{M}_\vartheta\) coincides with the \(G\)-Hilbert scheme when \(A = \mathbb{k}[x, y, z] \ast G\) is the skew group algebra. The equivalence between mod-\(A\) and the category of \(G\)-equivariant coherent sheaves on \(\mathbb{A}^3\) identifies the indecomposable projective module \(A e_\rho\) associated to \(\rho \in Q_0\) with the \(G\)-equivariant sheaf \(\mathcal{O}_{\mathbb{A}^3} \otimes \rho\), and the Fourier–Mukai transform \(\Phi\) induced by the universal family on the \(G\)-Hilbert scheme studied by Bridgeland–King–Reid [4] satisfies \(\Phi(L_\rho^{-1}) \cong \mathcal{O}_{\mathbb{A}^3} \otimes \rho\) for every \(\rho \in Q_0\), see Craw–Ishii [9, Section 2.4]. Therefore, when working with the moduli space \(Y = \mathcal{M}_\vartheta\), we can extend existing results on the McKay correspondence only when we consider the derived equivalence

\[
\Phi(-) := \text{RHom}_{A^{\text{op}}}(T^\vee, -) : D^b(\text{coh}(\mathcal{O}_Y)) \rightarrow D^b(\text{mod-}\bar{A})
\]

induced by the dual \(T^\vee\) of the tautological bundle. We choose to write the quasi-inverse as

\[
\Psi(-) := T^\vee \otimes_A L : D^b(\text{mod-}\bar{A}) \rightarrow D^b(\text{coh}(\mathcal{O}_Y))
\]

rather than \(- \otimes_A^{\text{op}} T^\vee\). Lemma 3.2(iii) shows that the derived equivalence \(\Psi\) sends the projective \(A\)-module \(A e_i\) to the line bundle \(L_i^{-1}\) for each \(i \in Q_0\).

3.2. Images of vertex simples. Let \(Y = \mathcal{M}_\vartheta\) be the fine moduli space defined by any stability parameter \(\vartheta\) of the form (3.1) and let \(\Psi\) denote the equivalence of derived categories from (3.2).

We now describe the images under \(\Psi\) of the vertex simple \(A\)-modules \(S_i := k e_i\) for \(i \in Q_0\) in terms of the tautological line bundles on \(Y\). Applying the result of Mozgovoy–Reineke [27,
Proposition 6.2] to the consistent dimer model $Q^\op$ introduced in the proof of Lemma 3.3 above shows that the minimal projective $A^\op$-module resolution of $S_i$ is

$$ Ae_i \xrightarrow{b} \bigoplus_{h \rightarrow i} Ae_h \xrightarrow{\omega_{bh}} \bigoplus_{a : i \rightarrow j} Ae_j \xrightarrow{a} Ae_i \rightarrow S_i $$

where $\omega_{bh} = (-1)^{\|bp\|}p$ if the path $bpa$ is a term in $W$, and it is zero otherwise.

**Lemma 3.3.** For $i \in Q_0$, the object $\Psi(S_i)$ is quasi-isomorphic to the complex

$$ L_i^{-1} \xrightarrow{\phi^\vee(b)} \bigoplus_{h \rightarrow i} L_h^{-1} \xrightarrow{\phi^\vee(\omega_{bh})} \bigoplus_{a : i \rightarrow j} L_j^{-1} \xrightarrow{\phi^\vee(a)} L_i^{-1} $$

where the term in degree zero is underlined.

*Proof.* We compute that

$$ \Psi(S_i) = T^\vee \otimes_A S_i \cong T^\vee \otimes_A \left( Ae_i \xrightarrow{b} \bigoplus_{h \rightarrow i} Ae_h \xrightarrow{\omega_{bh}} \bigoplus_{a : i \rightarrow j} Ae_j \xrightarrow{a} Ae_i \right). $$

This is the given complex because $T^\vee = \bigoplus_{i \in Q_0} L_i^{-1}$, and because premultiplication by $a: i \rightarrow j$ is postmultiplication by $a^\op: j \rightarrow i$ which, under the isomorphism $\phi^\vee: A^\op \rightarrow \text{End}_{\Omega^\vee}(T^\vee)$ from Lemma 3.2, corresponds to postcomposition with the map $\phi^\vee(a^\op): L_j^{-1} \rightarrow L_i^{-1}$.

The cohomology sheaves of the complex $\Psi(S_i)$ from Lemma 3.3 can be computed using the main result from Craw–Quintero-Vélez [11]. To prove Theorem 1.4 we must compute $H^k(\Psi(S_i))$ for all $k \in \mathbb{Z}$. However, the description of $H^{-1}(\Psi(S_i))$ is rather complicated and our proof of Theorem 1.1 bypasses this calculation, so for now we describe only $H^k(\Psi(S_i))$ for $k \neq -1$ and we defer the case $k = -1$ to Proposition 5.1. Recall that the simple module $S_i$ lies in the socle of an $A$-module $V_y$ if and only if $S_i$ is a submodule of $V_y$, in which case we write $S_i \in \text{soc}(V_y)$.

**Proposition 3.4.** For $i \in Q_0$, the cohomology sheaves $H^k(\Psi(S_i))$ vanish for all $k \notin \{-2, -1, 0\}$. In addition:

(i) for $k = 0$ and for the locus $Z_i = \{y \in Y \mid S_i \subseteq \text{soc}(V_y)\}$, we have

$$ H^0(\Psi(S_i)) \cong L_i^{-1}|_{Z_i}. $$

(ii) for $k = -2$ and for $D_i$ the greatest common divisor of the zero loci of the maps $\phi^\vee(b^\op)$ for arrows $b: h \rightarrow i$ in $Q$, we have

$$ H^{-2}(\Psi(S_i)) \cong L_i^{-1}(D_i)|_{D_i}. $$

In fact, $H^{-2}(\Psi(S_i)) \cong 0$ for $i \neq 0$.

*Proof.* The complex from Lemma 3.3 satisfies $H^k(\Psi(S_i)) = 0$ for $k \notin \{-3, -2, -1, 0\}$. The arrow $b^\op \in Q^\op$ defines a nonzero element in the path algebra $A^\op$, so it’s image under the isomorphism $\phi^\vee: A^\op \rightarrow \text{End}_{\Omega^\vee}(T^\vee)$ is a map of line bundles $\phi^\vee(b^\op)$ that is not the zero map. It follows that the left-hand map in the complex from Lemma 3.3, so $H^{-3}(\Psi(S_i)) = 0$. For (i), the right-hand map in the complex is surjective everywhere except on the common zero locus $Z'_i$ of the maps $\phi^\vee(a)$ for $a: i \rightarrow j$, in which case the cokernel is the fibre of $L_i^{-1}$ over the given point. We claim that $Z_i = Z'_i$. Indeed, the simple module $S_i$ is a submodule of a $\vartheta$-stable $A$-module $V_y$ for $y \in Y$ if and only each morphism $\phi(a): L_i \rightarrow L_j$ for $a: i \rightarrow j$ vanishes at
$y \in Y$ which holds if and only if each $\phi^\vee(a^{\text{op}}) : L_j^{-1} \to L_i^{-1}$ for $a : i \to j$ vanishes at $y \in Y$. This proves the claim and hence proves (i). For part (ii), the complex from Lemma 3.3 is a ‘wheel’ of line bundles in the sense of Craw–Quintero-Vélez [11], so the description of $H^{-2}(\Psi(S_\iota))$ follows from [11, Theorem 1.1(3)]. For the final statement, suppose $H^{-2}(\Psi(S_\iota)) \neq 0$ for $i \neq 0$. Part (iii) implies that the zero loci of the maps $\phi^\vee(b)$ for $b : h \to i$ is nonempty. Thus, there exists $y \in Y$ for which the corresponding $\vartheta$-stable $A$-module $V_y$ has $e_i$ as one of its generators. This forces $\vartheta_i < 0$ for $i \neq 0$, a contradiction. \hfill \Box

**Remarks 3.5.** (i) For a finite subgroup $G \subset \text{SL}(2, \mathbb{C})$, Crawley–Boevey [12, Theorem 2] characterises the exceptional curves in the minimal resolution of $\mathbb{C}^2/G$ in terms of the loci parametrising modules that contain a simple module in their socle. Proposition 3.3(i) (and the stronger version Proposition 4.11 to follow) should be seen as an extension of this result to dimension three.

(ii) The final statement in Proposition 3.4 explains our choice of the special stability parameter $\vartheta \in \Theta$ and hence our choice of the moduli space $Y = M_\vartheta$.

### 3.3. The zero vertex case.

In this section we compute the cohomology sheaves of the object $\Psi(S_0)$ arising from the zero vertex. We show that the derived dual $\Psi(S_0)^\vee = R\mathcal{H}om(\Psi(S_0), \mathcal{O}_Y)$ is a shift of the structure sheaf of the locus $\tau^{-1}(x_0)$ in $Y$. This implies that $\Psi(S_0)$ is the dualising complex of the locus $\tau^{-1}(x_0)$.

Using Lemma 2.11, the complex $\Psi(S_i)$ from Proposition 3.3 satisfies

$$\Gamma(U_\sigma, \Psi(S_i)) = \left( e_0 A_\sigma e_i \xrightarrow{b} \bigoplus_{b : h \to i} e_0 A_\sigma e_h \xrightarrow{\omega_{ba}} \bigoplus_{a : i \to j} e_0 A_\sigma e_j \xrightarrow{a} e_0 A_\sigma e_i \right),$$

and the dual complex $\Psi(S_i)^\vee$ then satisfies

$$\Gamma(U_\sigma, \Psi(S_i)^\vee) = \left( e_i A_\sigma e_0 \xleftarrow{b} \bigoplus_{b : h \to i} e_h A_\sigma e_0 \xleftarrow{\omega_{ba}} \bigoplus_{a : i \to j} e_j A_\sigma e_0 \xleftarrow{a} e_i A_\sigma e_0 \right).$$

We now show that for $i = 0$ and for the stability condition $\vartheta$, the object $\Psi(S_i)^\vee$ is a pure sheaf.

**Proposition 3.6.** The derived dual object $\Psi(S_0)^\vee$ is quasi-isomorphic to the pushforward of the structure sheaf of $\tau^{-1}(x_0)$ shifted by 3.

**Proof.** Let $\sigma \subseteq \Sigma$ be a cone defining the toric chart $U_\sigma$. The ring of sections of $\mathcal{O}_{\tau^{-1}(x_0)}$ restricted to $U_\sigma$ is the quotient of $\Gamma(U_\sigma, \mathcal{O}_Y) = e_0 A_\sigma e_0$ by the sections that are zero on $\tau^{-1}(x_0) \cap U_\sigma$. The quotient is path graded, so we can write this quotient as a direct sum of one-dimensional vector spaces, one for each weak path in $e_0 A_\sigma e_0$ that is nonzero for some representation in $\tau^{-1}(x_0)$:

$$\Gamma(U_\sigma, \mathcal{O}_{\tau^{-1}(x_0)}) = \bigoplus_{p \in e_0 A_\sigma e_0} \mathbb{K}p.$$

On the other hand $\Gamma(U_\sigma, \Psi(S_0)^\vee)$ also decomposes as a direct sum according to path degree: for each weak path $p \in e_0 A_\sigma e_0$ we have

$$\Gamma(U_\sigma, \Psi(S_0)^\vee)_p := \left( e_0 A_\sigma e_0 \omega_p \xrightarrow{b} \bigoplus_{b : h \to i} (e_h A_\sigma e_0) \omega_{ba} \xrightarrow{a : i \to j} (e_j A_\sigma e_0) \omega_{ap} \xleftarrow{a} (e_i A_\sigma e_0) \right).$$
Here $\omega p$ is the path obtained by adjoining a boundary cycle to $p$ and $\omega b = \omega b^{-1}$. Each of the terms $(e_i A_r e_j)_r$ is a $k$-vector space of dimension one or zero, depending on whether or not $r \in e_i A_r e_j$. Now, $p \in A_\sigma$ implies that $\omega p \in A_\sigma$, so we have that the whole complex disappears if $\omega p \notin A_\sigma$. We may therefore assume that $\omega p \in A_\sigma$.

We are now going to show that if $\omega p$ is nonzero for some representation $V \in \tau^{-1}(x_0) \cap U_\sigma$, then the complex $\Gamma(U_\sigma, \Psi(S_0)^\vee)_p$ is concentrated in degree 3 and consists only of $k \omega p[3]$. If $\omega p$ is zero on $\tau^{-1}(x_0) \cap U_\sigma$ we will show that the homology of the complex is zero. From this we can then conclude that

$$\Gamma(U_\sigma, \Psi(S_0)^\vee) \cong \bigoplus_{\omega p \in \sigma} k \omega p[3].$$

Renaming $\omega p$ as $p$, we see that this is equal to $\Gamma(U_\sigma, \mathcal{O}_{\tau^{-1}(x_0)}[3]$ and we are done.

Suppose that $\omega p$ is nonzero for $V \in \tau^{-1}(x_0) \cap U_\sigma$. Now, $V$ sits in some torus orbit $Y_\zeta$ with $\zeta \subset \sigma$. By Remark 2.9(3) we have that $\deg_{\rho} \omega p = 0$ for all $\rho \subset \zeta$. Combining Lemma 3.1 with Remark 2.9(3) we get that for any arrow $b: h \to 0$ we can find a $\rho \subset \zeta$ such that $\deg_{\rho} \omega p = \deg_{\rho} \omega p - \deg_{\rho} b = 0 - 1 < 0$. Therefore all $(e_i A_\sigma e_0)_\omega p = 0$ and the only nonzero term in $\Gamma(U_\sigma, \Psi(S_0)^\vee)_p$ is $(e_0 A_\sigma e_0)_\omega p$.

If $\omega p$ is zero on $\tau^{-1}(x_0) \cap U_\sigma$ then we define a cone $\zeta$ which is spanned by the $\rho \subset \sigma$ for which $\deg_{\rho} \omega p = 0$. Now, $\omega p$ is nonzero on the torus orbit of this cone, so $Y_\zeta \not\subset \tau^{-1}(x_0)$.

If $\zeta = 0$ then $\deg_{\rho} p \geq 0$ for all $\rho \subset \sigma$ and $p \in A_\sigma$. All the terms in the complex $\Gamma(U_\sigma, \Psi(S_0)^\vee)$ remain, so the complex has zero homology.

If $\zeta \neq 0$ then by Lemma 3.1 there must be at least one arrow arriving in the vertex 0 which is nonzero on $Y_\zeta$. If two nonzero arrows $b_0, b_1$ have head at 0, then the stability of the representations in $Y_\zeta$ implies we can find nonzero paths $p_0, p_1$ such that $b_0 p_0$ and $b_1 p_1$ are nonzero cycles through 0. The cycles $b_0 p_0 b_1 p_1$ and $b_1 p_1 b_0 p_0$ are equivalent in $A$ (because $e_0 A e_0 \cong Z(A)$ is commutative), so there is a sequence of relations that connects one to the other. This means that there is a sequence of equivalent paths $b_0 p_0 b_1 p_1 = q_0, \ldots, q_a = b_1 p_1 b_0 p_0$ such that each one is constructed from the previous by flipping over a boundary cycle. All arrows $b_i$ inside the area bounded by the lifts of $b_0 p_0 b_1 p_1$ and $b_1 p_1 b_0 p_0$ in the universal cover must occur at the end of some of these paths $q_i = r b_i$, so these $b_i$ must be nonzero (see Figure 1 on the left). Similarly the $\omega_{ab}$ inside this area must be nonzero because they must occur in $r$’s, otherwise we could not apply any relations ($\partial_a W \mid a \in Q_1$). However, if $\zeta$ is nonzero, then not all $b_i$ can be nonzero otherwise all $\omega_{ab}$ would be nonzero and yet all $a$ must be zero, contradicting stability of the representations in $Y_\zeta$. It follows that the $b_i$ that are nonzero on $Y_\zeta$ form a segment and those are the terms that do not disappear in the third column. The terms that do not disappear in the second column are those that are behind two nonzero arrows $b_i, b_{i+1}$. The first column always disappears. The connected subdiagram is as shown in Figure 1 on the right. It follows that the complex has trivial homology as claimed. 

To state the main result of this section, let $S$ be any connected scheme of finite type over $k$ with structure morphism $f_S: S \to \text{Spec}(k)$. Assume further that $S$ is Cohen–Macaulay. Recall from [16] that the dualising sheaf of $S$ is $\omega_S := f_S^! (\mathcal{O}_{\text{Spec}(k)})$. If $S$ is smooth and equidimensional,
we have $\omega_S = \omega_S[^{\dim S}]$ where $\omega_S$ is the canonical line bundle of $S$. Given a closed immersion $\iota_F: F \to S$, the structure morphism of $F$ is simply $f_Y \circ \iota_F$ and hence $\omega_F = \iota_F^! \omega_S$.

**Proposition 3.7.** The object $\Psi(S_0)$ is quasi-isomorphic to the dualizing complex of $\tau^{-1}(x_0)$.

**Proof.** Let $F = \tau^{-1}(x_0)$ denote the fibre over the torus-invariant point of $X$. Taking the derived dual of the quasi-isomorphism from Proposition 3.6 gives

$$\Psi(S_0) \cong R\text{Hom}(\iota_F^* \mathcal{O}_F, \mathcal{O}_Y)[3].$$

Grothendieck duality for the proper morphism $\iota_F: F \to Y$ [16, VII, Corollary 3.4(c)] gives

$$\Psi(S_0) \cong \iota_F^* R\text{Hom}(\mathcal{O}_F, \iota_F^! \mathcal{O}_Y)[3] \cong \iota_F^* \iota_F^! \mathcal{O}_Y[3] \cong \iota_F^* \iota_F^! \omega_Y \cong \iota_F^* \omega_F,$$

where smoothness of $Y$ and crepancy of $\tau$ give $\omega_Y \cong \mathcal{O}_Y[3]$. $\square$

**Corollary 3.8.** The object $\Psi(S_0)$ is a pure sheaf if and only if $\tau^{-1}(x_0)$ is equidimensional.

**Proof.** For $d \in \{1, 2\}$, let $F_d$ denote the subscheme of $F = \tau^{-1}(x_0)$ defined by the union of the $d$-dimensional irreducible components. Following the approach of [6, Proposition 5.6] verbatim, we deduce from Proposition 3.7 that:

(i) $H^{-2}(\Psi(S_0)) = \mathcal{O}_{F_2} \otimes \mathcal{O}_Y(F_2)$;

(ii) $H^{-1}(\Psi(S_0)) = \omega_{F_1}(F_2)$;

(iii) $H^{-1}(\Psi(S_0)) = 0$ for $i \neq 1, 2$.

This gives $\text{supp}(H^{-i}(\Psi(S_0))) = \text{supp}(F_i)$ for $i = 1, 2$ and $\text{supp}(H^{-i}(\Psi(S_0))) = \emptyset$ otherwise. $\square$

4. **The main result for nonzero vertices**

In this section we compute explicitly the object $\Psi(S_i)$ for any nonzero vertex $i \in Q$ whenever it has nonvanishing cohomology in degree zero. The key observation is that the support of the cohomology sheaf $H^0(\Psi(S_i))$ coincides with the unstable locus for an especially simple type of wall of the GIT chamber defining the moduli space $Y = \mathcal{M}_\phi$. This enables us to complete the proof of Theorem 1.1.
4.1. **Stability conditions and the Grothendieck group.** Identify the space of dimension vectors $\mathbb{Z}Q_0$ with the free abelian group $\bigoplus_{i \in Q_0} \mathbb{Z}S_i$ generated by the vertex simple $A$-modules. The vector space of stability conditions on the quiver $Q$ becomes

$$\Theta := \left\{ \theta : \bigoplus_{i \in Q_0} \mathbb{Z}S_i \to \mathbb{Q} \middle| \sum_{i \in Q_0} \theta(S_i) = 0 \right\}.$$ 

For $i \in Q_0$, it is convenient to introduce the hyperplane

$$S_i^\perp := \{ \theta \in \Theta \mid \theta(S_i) = 0 \}.$$ 

We now express $\Theta$ in terms of the Grothendieck group $K(\text{mod-}A)$ of the abelian category $\text{mod-}A$. Consider the bilinear form $\chi : K(\text{mod-}A) \times \bigoplus_{i \in Q_0} \mathbb{Z}S_i \to \mathbb{Z}$ defined by setting

$$\chi(\alpha, \beta) = \sum_{k \in \mathbb{Z}} (-1)^k \dim \text{Ext}^k_A(\alpha, \beta)$$

for $\alpha \in K(\text{mod-}A)$ and $\beta \in \bigoplus_{i \in Q_0} \mathbb{Z}S_i$. Since $A$ has finite global dimension, the isomorphism classes of the indecomposable projective modules $\{ [P_i] \mid i \in Q_0 \}$ generate $K(\text{mod-}A)$. Moreover, for $i, j \in Q_0$ and $k \in \mathbb{Z}$, we have $\text{Ext}^k_A(P_i, S_j) = k$ for $i = j$ and $k = 0$, and $\text{Ext}^k_A(P_i, S_j) = 0$ otherwise. It follows that (4.1) is a perfect pairing. In particular, $K(\text{mod-}A)$ is finitely generated and free with basis $\{ [P_i] \mid i \in Q_0 \}$ and the space of stability conditions is

$$\Theta = \left\{ \sum_{i \in Q_0} \theta_i[P_i] \in K(\text{mod-}A) \otimes_{\mathbb{Z}} \mathbb{Q} \left| \sum_{i \in Q_0} \theta_i = 0 \right. \right\}.$$ 

**Remark 4.1.** With this description of stability conditions, we have that:

1. $\theta = \sum_{j \in Q_0} \theta_j[P_j] \in \Theta$ lies in the hyperplane $S_i^\perp$ for $i \in Q_0$ if and only if $\theta_i = 0$.
2. the special stability condition $\vartheta$ defining $Y = M_\theta$ is simply

$$\vartheta = (1 - |Q_0|)[R_0] + \sum_{i > 0} [P_i].$$

4.2. **The wall and chamber structure.** We now recall the consequences for the birational geometry of the fine moduli space $Y = M_\theta$ as we vary the stability parameter in $\Theta$. Recall that a stability parameter $\theta \in \Theta$ is said to be generic if every $\theta$-semistable $A$-module of dimension vector $\underline{1} = \sum_{i \in Q_0} S_i$ is $\theta$-stable. As is standard in GIT, the chamber $C \subset \Theta$ containing a generic parameter $\theta \in \Theta$ is defined to be the set of all generic $\theta' \in \Theta$ such that every $\theta'$-stable $A$-module of dimension vector $\underline{1}$ is $\theta'$-stable and vice-versa.

The following result is well known. In fact it differs from the statement of [9, Lemma 3.1] or [20, Remark 6.3] only in the observation that the chambers can be described purely in terms of torus-invariant $A$-modules; this observation was well known to the authors of those papers.

**Lemma 4.2.** The space of stability parameters $\Theta$ supports a polyhedral fan such that the GIT chambers are precisely the interiors of all top-dimensional cones in the fan. Moreover, every chamber is of the form

$$C = \left\{ \theta' \in \Theta \mid \theta'(S) > 0 \text{ for every nontrivial submodule } S \text{ of every torus-invariant } \theta'\text{-stable } A\text{-module of dimension vector } \underline{1} \right\}$$

for some generic parameter $\theta \in \Theta$. 
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Proof. For generic $\theta \in \Theta$, the toric variety $M_\theta$ has finitely many torus-invariant points, so there are finitely many torus-invariant $\theta$-stable $A$-modules of dimension vector $1$, each of which has only finitely many submodules. Thus, the nonempty open cone $C$ is cut out by finitely many strict linear inequalities, so its closure $\overline{C} \subset \Theta$ is a rational polyhedral cone of full dimension.

To prove that $C$ is the GIT chamber containing $\theta$, we proceed in three steps. First we prove that every $\theta$-stable $A$-module is $\theta'$-stable for $\theta' \in C$. Equivalently, we must show that $C$ equals

$$C' = \left\{ \theta' \in \Theta \mid \theta'(S) > 0 \text{ for every nontrivial submodule } S \text{ of every } \theta\text{-stable } A\text{-module of dimension vector } 1 \right\}.$$

One inclusion is obvious. For the other let $\theta' \in C$ and let $S \subseteq V_{\theta'}$ denote a submodule of the $\theta$-stable $A$-module corresponding to a point $y \in Y$. The torus-action induces an isomorphism between $V_\theta$ and the $\theta$-stable $A$-module $V_{\theta'}$ defined by the distinguished point $y'$ in the torus-orbit containing $y$, so $V_{\theta'}$ has a submodule $S'$ that’s isomorphic to $S$. Since the torus-invariant $\theta$-stable $A$-module $V_\theta$ for any toric chart containing this torus orbit is obtained from $V_{\theta'}$ by setting certain maps to zero, it follows that any submodule $S' \subseteq V_{\theta'}$ is isomorphic to a submodule $S_0 \subseteq V_\theta$. In particular, $\theta'(S) = \theta'(S') = \theta'(S_0) > 0$ because $\theta' \in C$, giving $C \subseteq C'$ and hence $C' = C$. This completes step one, and implies that $M_\theta$ is an open subset of $M_{\theta'}$ for $\theta' \in C$. Our second step is to deduce that $M_\theta = \overline{M}_{\theta'}$ for $\theta' \in C$, and for this we merely sketch the argument following [9, Lemma 3.1] or [20, Remark 6.3]. Suppose there exists $y \in \overline{M}_{\theta'}$ such that a representative $V_y$ of the corresponding S-equivalence class of $\theta'$-semistable $A$-modules is not $\theta$-stable. Since $\theta$ is generic by assumption, we may use the derived equivalence $\Phi_\theta$ induced by the tautological bundle on $M_\theta$. Applying the argument of [4, §8] to any object $E \in D^b(\text{coh}(M_\theta))$ satisfying $\Phi_\theta(E) = V_y$, leads to a contradiction, giving $M_\theta = \overline{M}_{\theta'}$ as claimed. The third step is to observe that the equality of step two implies that $M_{\theta'} = \overline{M}_{\theta'}$, so every $\theta' \in C$ is generic and, moreover, that $M_{\theta'} = M_\theta$, so every $\theta'$-stable $A$-module is $\theta$-stable for $\theta' \in C$. In other words, $C$ is indeed the GIT chamber containing $\theta$ as required.

It remains to prove that the faces of all possible cones of the form $C \subset \Theta$ for some generic $\theta$ define a fan in $\Theta$. For generic $\theta$, the moduli space $M_\theta$ is isomorphic to its coherent component $Y_\theta$ (see Remark 2.4), so the chamber $C$ containing $\theta$ coincides with one of the GIT chambers for the torus-action on the affine toric variety that defines $Y_\theta$ [10, Proposition 2.14]. It is well known that the wall and chamber structure in the set of GIT stability parameters for a torus-action on an affine toric variety determine a fan. \hfill $\square$

**Definition 4.3.** The **GIT chamber decomposition** for the consistent dimer model $Q$ is the fan from Lemma 4.2. A **chamber** $C$ in $\Theta$ is the interior of any top-dimensional cone in the fan, and a **wall** of a chamber $C$ is any codimension-one face of the closure $\overline{C}$.

Let $C, C' \subset \Theta$ be adjacent chambers separated by a wall $W = \overline{C} \cap \overline{C}'$, and choose parameters $\theta \in C$, $\theta' \in C'$ and $\theta_0 \in W$ in the relative interior of the wall. Since $\theta_0$ lies in the closure of $C$, the representations $V_y$ for $y \in Y$ are all $\theta_0$-semistable, and the natural projective morphism obtained by variation of GIT quotient

$$f : M_{\theta} \rightarrow \overline{M}_{\theta_0}$$

sends $y \in M_\theta$ to the S-equivalence class of $V_y$ in the category of $\theta_0$-semistable representations. Explicitly, $f(y) = f(y')$ for distinct points $y, y' \in Y$ if and only if the corresponding $\theta$-stable
A-modules $V_y, V_{y'}$ are strictly $\theta_0$-semistable, and each contains a $\theta_0$-stable submodule $S \subset V_y$ and $S' \subset V_{y'}$ such that both submodules and quotient modules are isomorphic:

\[
\begin{array}{cccccc}
0 & \longrightarrow & S & \longrightarrow & V_y & \longrightarrow & V_y/S & \longrightarrow & 0 \\
& & \overset{\cong}{\ }
& & \overset{\cong}{\ }
& & \\
0 & \longrightarrow & S' & \longrightarrow & V_{y'} & \longrightarrow & V_{y'}/S' & \longrightarrow & 0.
\end{array}
\]

\[\text{(4.2)}\]

**Definition 4.4.** The unstable locus in $M_{\theta}$ for the wall $W$ containing $\theta_0$ in its relative interior is the locus in $M_{\theta}$ parametrising strictly $\theta_0$-semistable representations.

We now describe the classification of walls of a chamber $C$ in terms of the geometry of the morphism $f$. First, since $M_{\theta}$ is isomorphic to the coherent component $Y_{\theta}$ for generic $\theta \in \Theta$ as in Remark 2.4, the proof of [10, Theorem 3.15] shows that $f$ factors through the categorical quotient $Y_{\theta_0}$. The same is true for $M_{\theta'} \cong Y_{\theta'}$, so we obtain a diagram

\[\text{(4.3)}\]

\[
\begin{array}{ccc}
Y_{\theta} & \xrightarrow{f} & Y_{\theta_0} \\
\downarrow f' & & \downarrow \\
Y_{\theta'} & \xrightarrow{f'} & Y_{\theta_0}'
\end{array}
\]

of projective toric morphisms. The following result is due to Ishii–Ueda [20]:

**Proposition 4.5** (Classification of walls). Let $C$ be any chamber in $\Theta$ with $\theta \in C$. Let $W$ be a wall of $C$ that contains $\theta_0$ in its relative interior. Then $W$ is either:

- **Type 0**: $f : Y_{\theta} \rightarrow Y_{\theta_0}$ is an isomorphism onto its image, and the unstable locus for $W$ is a connected union of compact torus-invariant divisors;
- **Type I**: $f : Y_{\theta} \rightarrow Y_{\theta_0}$ contracts a torus-invariant ($-1, -1$)-curve $\ell$ to a point, and the unstable locus for $W$ is the rational curve $\ell$;
- **Type III**: $f : Y_{\theta} \rightarrow Y_{\theta_0}$ contracts a torus-invariant Hirzebruch surface $F_n$ to a torus-invariant rational curve, and the unstable locus for $W$ is the surface $F_n$.

**Outline of the proof.** The morphism $f$ is determined by the line bundle $L_W := \bigotimes_{i \in \mathbb{Q}_0} L_{\theta_0}^{(i)}$ which is nef precisely because $\theta_0$ lies in the closure of the chamber $C$. There are two cases. If $L_W$ is ample, then $f$ is an isomorphism onto its image and the wall is of type 0. Otherwise, the assumption that $\theta_0$ lies in the relative interior of $W$ implies that $L_W$ lies in the relative interior of a facet of the nef cone of $Y_{\theta}$. According to (the toric version of) the classification of facets of the nef cone for a Calabi–Yau threefold by Wilson [30], the morphism determined by any such line bundle either: (i) contracts a curve to a point; (ii) contracts a surface to a point; or (iii) contracts a surface to a curve. We say that the wall $W$ is of type I, II or III if it induces a contraction of type (i), (ii) or (iii) respectively. Ishii–Ueda [20, Lemma 10.5] show that type II walls do not exist, completing the classification of walls into types 0, I or III as stated. The investigation of the unstable locus requires a much more delicate analysis, see [20, §11].

**Remark 4.6.** The classification of walls is slightly simpler in the McKay quiver case [9] because the unstable locus for a wall of type 0 is necessarily irreducible. Compare Example 4.12 below.
4.3. Nonvanishing cohomology in degree zero. We can now establish the link between our calculation of $H^0(\Psi(S_i))$ from Proposition 3.4 with the unstable locus of certain walls of the GIT chamber $C$ containing $\vartheta$.

**Proposition 4.7.** Let $i \in Q_0$ be a nonzero vertex. The following are equivalent:

(i) the sheaf $H^0(\Psi(S_i))$ is nonzero;

(ii) there exists a torus-invariant $\vartheta$-stable $A$-module that contains $S_i$ in its socle;

(iii) $\overline{C} \cap S_i^\perp$ is a wall of the chamber $C$ containing $\vartheta$.

If one and hence any of these conditions is satisfied, then $H^0(\Psi(S_i)) \cong L_i^{-1}|_{Z_i}$ where $Z_i$ is the unstable locus of the wall $\overline{C} \cap S_i^\perp$.

**Proof.** Proposition 3.4 establishes that $H^0(\Psi(S_i)) \cong L_i^{-1}|_{Z_i}$ for all $\vartheta \in C$, giving $\theta(S_i) \geq 0$ for all $\theta \in C$. Then $S_i$ lies in the cone dual to $C$ and $\overline{C} \cap S_i^\perp$ is a face of $C$. Since the top-dimensional cone $\overline{\Theta}_+ \cap S_i^\perp$ is a codimension-one face of $\overline{\Theta}_+$, it follows that $\overline{C} \cap S_i^\perp$ is actually a wall of $C$. Conversely, assume that $\overline{C} \cap S_i^\perp$ is a wall of $C$ for some nonzero vertex $i \in Q_0$. The unstable locus for the wall destabilises all $\vartheta$-stable $A$-modules $V_y$ that contain $S_i$ as a submodule, and there must exist at least one such since the unstable locus is nonempty. This establishes the equivalence of (ii) and (iii). In fact it also demonstrates that the unstable locus for the wall $\overline{C} \cap S_i^\perp$ coincides with the locus $Z_i = \{y \in Y \mid S_i \subseteq \soc(V_y)\}$ from Proposition 3.4. The final statement is now immediate from Proposition 3.4.

**Lemma 4.8.** Let $i \in Q_0$ be nonzero. Every wall of the form $\overline{C} \cap S_i^\perp$ is either of type 0 or I. In particular, the support of $H^0(\Psi(S_i))$ is either a single $(-1,-1)$-curve or a connected union of compact torus-invariant divisors.

**Proof.** To prove the first statement we need only prove that a wall of the form $\overline{C} \cap S_i^\perp$ for $i \neq 0$ cannot be of type III. We suppose otherwise and seek a contradiction. Let $Z$ denote the unstable locus of the wall. The morphism $f : \calM_\vartheta \to \calM_{\vartheta_0}$ induced by moving the GIT parameter into the wall contracts a surface to a curve. Let $z \in Z$ be a torus-invariant point. We know from [20, Lemma 10.1] that the fibre of this morphism over the torus-invariant point $f(z)$ of the base curve is $\ell \cong \mathbb{P}(\Ext^1(V_z/S_i, S_i)^\vee)$ where

$$0 \longrightarrow S_i \longrightarrow V_z \longrightarrow V_z/S_i \longrightarrow 0 \tag{4.4}$$

is the $\vartheta_0$-destabilising sequence for $V_z$. Since $f$ contracts a divisor, [20, Lemma 10.4] shows that the dimension of the space $\Ext^1(V_z/S_i, S_i)^\vee$ counts the number of connected components of the boundary of the support of the destabilising submodule. In this case, the destabilising submodule is $S_i$, so $\dim_k \Ext^1(V_z/S_i, S_i)^\vee$ counts the number of components of the boundary of the unique tile in the dimer model $\Gamma$ corresponding to vertex $i \in Q_0$. But since the fibre of $f$ is a curve, this means that the tile in the *dual* decomposition of the real torus corresponding to vertex $i$ must have boundary with two components. But then the tile is not simply connected.
Lemma 4.10. Let \( I \) of the form \( V \) the quiver representation for the torus-invariant \( \vartheta \) for \( j \) for \( L \) they are isomorphic, the generating sections of we compute the unique generator of the restriction of the line bundle \( \vartheta \) the torus-invariant points of \( U \) for \( j \) is nonzero, so Ishii-Ueda [20, Corollary 11.22] shows that deg \( \ell \) torus-invariant points of \( \vartheta \) are nonzero \( i \). In particular, \( L \) for \( i \) and \( L_i|\ell \) \( \cong \mathcal{O}_\ell(1) \). For any \( i \) in \( \mathbb{Q}_0 \), we compute the unique generator of the restriction of the line bundle \( L_j|U_\tau \) as follows. Since \( V_0 \) is \( \partial \)-stable, Lemma 3.1 gives a path \( p(j) \) from 0 to \( j \) such that the corresponding map in the quiver representation \( V_0 \) is nonzero. Remark 2.6(1) shows that \( H^0(L_j) \) is isomorphic to the space \( e_j A_0 \) of classes of paths in \( Q \) from 0 to \( i \), so the path \( p(j) \) defines a section of \( L_j \) that is nonzero at the origin of \( U_\tau \). This section is unique because the \( A \)-module \( V_0 \) is torus-invariant.

Remark 4.9. For the McKay quiver, Craw–Ishii [9, Proposition 9.3] prove that the unstable locus of a wall of type 0 of the form \( \overline{C} \cap S_i^\perp \) is necessarily irreducible. However, this need not be the case for consistent dimer model algebras, see Example 4.12.

For any basic triangle \( \tau \) in \( \Sigma \), let \( U_\tau \cong \mathbb{A}_k^3 \) denote the corresponding toric chart and write \( V_0 \) for the torus-invariant \( \partial \)-stable \( A \)-module corresponding to the origin in \( U_\tau \). For any \( j \in \mathbb{Q}_0 \), we compute the unique generator of the restriction of the line bundle \( L_j|U_\tau \) as follows. Since \( V_0 \) is \( \partial \)-stable, Lemma 3.1 gives a path \( p(j) \) from 0 to \( j \) such that the corresponding map in the quiver representation \( V_0 \) is nonzero. Remark 2.6(1) shows that \( H^0(L_j) \) is isomorphic to the space \( e_j A_0 \) of classes of paths in \( Q \) from 0 to \( i \), so the path \( p(j) \) defines a section of \( L_j \) that is nonzero at the origin of \( U_\tau \). This section is unique because the \( A \)-module \( V_0 \) is torus-invariant.

Lemma 4.10. Let \( \ell \) be a \((-1, -1)\)-curve in \( Y \) that arises as the unstable locus for a wall of type \( I \) of the form \( \overline{C} \cap S_i^\perp \) for some nonzero \( i \in \mathbb{Q}_0 \). Then \( L_j|\ell \cong \mathcal{O}_\ell \) for all \( j \neq i \) and \( L_i|\ell \cong \mathcal{O}_\ell(1) \).

Proof. Let \( \tau, \tau' \) denote the basic triangles that lie adjacent in the triangulation \( \Sigma \) such that the torus-invariant points of \( \ell \) sit at the origin in the toric charts \( U_\tau, U_\tau' \). Let \( V_0(\tau) \) and \( V_0(\tau') \) denote the torus-invariant \( \partial \)-stable \( A \)-modules corresponding to the origin in \( U_\tau \) and \( U_\tau' \), respectively. Choose \( \theta_0 \) in the relative interior of the type I wall \( \overline{C} \cap S_i^\perp \). The morphism \( f : \overline{Y}_0 \to \overline{Y}_{\theta_0} \) induced by variation of GIT quotient contracts \( \ell \) to a point, so \( f(V_0(\tau)) \) and \( f(V_0(\tau')) \) are S-equivalent. In particular, the \( \theta_0 \)-destabilising quotient modules for \( V_0(\tau) \) and \( V_0(\tau') \) are isomorphic:

\[
\begin{align*}
0 \longrightarrow S_i & \longrightarrow V_0(\tau) \longrightarrow V_0(\tau)/S_i \longrightarrow 0 \\
0 \longrightarrow S_i & \longrightarrow V_0(\tau') \longrightarrow V_0(\tau')/S_i \longrightarrow 0. 
\end{align*}
\]

These quotient modules encode paths from vertex 0 to any vertex \( j \neq i \) in \( V_0(\tau) \) and \( V_0(\tau') \). Since they are isomorphic, the generating sections of \( L_j|U_i \) and \( L_j|U_{\tau'} \), coincide, giving \( L_j|U_i \cong L_j|U_{\tau'} \) for \( j \neq i \). In particular, \( L_j|\ell \cong \mathcal{O}_\ell \) for all \( j \neq i \). For the remaining case, note that \( i \) is not the zero vertex, so Ishii-Ueda [20, Corollary 11.22] shows that deg \( L_j|\ell \) is either 0 or 1 for any \( j \in \mathbb{Q}_0 \). Since \( V_0(\tau) \not\cong V_0(\tau') \), we have \( L_i|\ell \not\cong \mathcal{O}_\ell \), hence \( L_i|\ell \cong \mathcal{O}_\ell(1) \) as required.

Proposition 4.11. Let \( i \in \mathbb{Q}_0 \) be a nonzero vertex. If \( H^0(\Psi(S_i)) \) is nonzero then

\[ \Psi(S_i) \cong L_i^{-1}|_{Z_i} \]

where \( Z_i \) is the unstable locus for the wall \( \overline{C} \cap S_i^\perp \) of the GIT chamber \( C \) containing \( \vartheta \).

Proof. Suppose first that the support of \( H^0(\Psi(S_i)) \) contains a divisor. Proposition 4.7 implies that supp\( (H^0(\Psi(S_i))) \) is a divisor \( D_i \) that coincides with the unstable locus for the type 0 wall of the form \( \overline{C} \cap S_i^\perp \). If \( D_i \) is irreducible then the proof of [9, Corollary 5.6] can be adapted from the McKay quiver case to any consistent dimer model to give \( \Psi(S_i) \cong L_i^{-1}|_{D_i} \). More generally, even if \( D_i \) is reducible, Ishii-Ueda [20, Corollary 11.15] prove that \( \Psi(S_i) \cong L_i^{-1}|_{D_i} \) as required.

Otherwise, the support of \( H^0(\Psi(S_i)) \) is a \((-1, -1)\)-curve \( \ell_i \) that coincides with the unstable locus for the type I wall \( \overline{C} \cap S_i^\perp \). In this case, we compute directly that for \( k \in \mathbb{Z} \), the \( k \)th
The cohomology sheaf of the object \( \Phi(L_i^{-1}|_{\ell_i}) \) is
\[
H^k(\Phi(L_i^{-1}|_{\ell_i})) = H^k(R\text{Hom}(T^\vee, L_i^{-1}|_{\ell_i})) = H^k(R\Gamma(T \otimes L_i^{-1}|_{\ell_i})) \cong \bigoplus_{j \in \mathbb{Q}} H^k(L_j \otimes L_i^{-1}|_{\ell_i}).
\]
For any vertex \( j \neq i \), Lemma 4.10 gives \( L_j \otimes L_i^{-1}|_{\ell_i} \cong \mathcal{O}_{\ell_i}(-1) \) which has vanishing cohomology. Thus, the only term in the direct sum that survives is the \( i = j \) term, leaving
\[
H^k(\Phi(L_i^{-1}|_{\ell_i})) \cong k e_i \text{ for } k = 0
\]
and
\[
0 \text{ for } k \neq 0.
\]
Thus, \( \Phi(L_i^{-1}|_{\ell_i}) \) is quasi-isomorphic to \( S_i = k e_i \) as a complex concentrated in degree zero, giving \( \Psi(S_i) \cong L_i^{-1}|_{\ell_i} \), where we tensor with \( e_i \) to keep track of the \( A \)-module structure. Therefore
\[
H^k(\Phi(L_i^{-1}|_{\ell_i})) \cong \begin{cases} k e_i & \text{for } k = 0 \\ 0 & \text{for } k \neq 0. \end{cases}
\]

**Proof of Theorem 1.1.** In light of Propositions 3.6, 3.7, it remains to prove part (i). Let \( i \) be nonzero. Proposition 3.4 implies that \( H^k(\Psi(S_i)) = 0 \) for \( k \notin \{-1,0\} \). If \( H^0(\Psi(S_i)) \neq 0 \), Proposition 4.11 shows that \( \Psi(S_i) \) is quasi-isomorphic to the sheaf \( L_i^{-1}|_{Z_i} \) where \( Z_i \) is the unstable locus for the wall \( \mathcal{W} \cap S_i^\perp \). In particular, \( H^{-1}(\Psi(S_i)) = 0 \) as required. \( \square \)

**Example 4.12.** The dimer model \( Q \) shown in Figure 2 encodes the Jacobian algebra \( A \) whose centre defines the Gorenstein semigroup algebra \( k[\sigma^\vee \cap \mathbb{Z}^3] \), where \( \sigma \) is the cone generated by vectors \( v_1 = (1,-1,1), v_2 = (1,0,1), v_3 = (-1,2,1), v_4 = (-2,2,1), v_5 = (-2,1,1), v_6 = (0,-1,1) \). The height one slice of the cone \( \sigma \) is the lattice polygon shown in Figure 3(a),

![Figure 2. A fundamental domain for a dimer model Q](image-url)
\( \phi(a): L_{\tau(a)} \to L_{h(a)} \) is multiplication by a section, and we label each arrow in Figure 2 with the divisor of zeroes of the section; we use the shorthand \( 126 = E_1 + E_2 + E_6 \).

These labelling divisors enable us to compute very simply all ten torus-invariant \( \vartheta \)-stable \( A \)-modules, one for each basic triangle in Figure 3(b). For example, for the triangle \( \tau \) with vertices \( \{v_1, v_2, v_9\} \), the torus-invariant point is \( E_1 \cap E_2 \cap E_9 \), so to obtain the corresponding torus-invariant \( \vartheta \)-stable \( A \)-module we need only set to zero every arrow in \( Q \) whose labelling divisor contains \( E_1 \), \( E_2 \), or \( E_9 \). Vertices 2 and 7 are sinks for the resulting quiver, so \( S_2 \) and \( S_7 \) are submodules of the corresponding torus-invariant \( \vartheta \)-stable \( A \)-module. In fact, \( S_2 \) is a submodule of every torus-invariant \( \vartheta \)-stable \( A \)-module, so Propositions 4.7 and 4.11 give

\[
\Psi(S_2) \cong L_2^{-1}|_{E_6 \cup E_9}.
\]

In particular, the wall of type zero of the form \( \mathcal{C} \cap S_2^{1/2} \) has unstable locus equal to the reducible divisor \( E_8 \cup E_9 \). On the other hand, the triangles with vertices \( \{v_1, v_2, v_9\} \) and \( \{v_2, v_9, v_{10}\} \) are the only ones for which the corresponding \( \vartheta \)-stable \( A \)-module has \( S_7 \) as a submodule, so Propositions 4.7 and 4.11 imply that

\[
\Psi(S_7) \cong L_7^{-1}|_{E_2 \cap E_9}.
\]

Similarly, we have \( \Psi(S_1) \cong L_1^{-1}|_{E_6 \cap E_9} \) and \( \Psi(S_5) \cong L_5^{-1}|_{E_8} \).

5. Nonvanishing cohomology in degree minus one

In this section we investigate the sheaf \( H^{-1}(\Psi(S_i)) \) for \( i \in Q_0 \). We recall the explicit calculation of a filtration of this sheaf, and we use this to show that the every irreducible component in the support of \( H^{-1}(\Psi(S_i)) \) is a compact, connected torus-invariant divisor in \( Y \).

5.1. The cohomology of wheels. Once and for all, fix \( i \in Q_0 \) and let \( m := m(i) \) denote the number of arrows in \( Q \) with head (equivalently, tail) at \( i \). List the arrows in \( Q \) with tail at \( i \in Q_0 \) in cyclic order as \( a_1, \ldots, a_m \), and list the arrows with head at \( i \in Q_0 \) in cyclic order as \( b_1, \ldots, b_m \), so that for all \( 1 \leq j \leq m \), the arrow \( b_j \) lies between \( a_j \) and \( a_{j+1} \) in the universal cover as shown in [5, Figure (7.5)]; we add indices modulo \( m \). With this notation, the complex from
Lemma 3.3 can be written as

\[ \Psi(\tau_{i}) \quad \text{for } 1 \leq i \leq n. \]

where we label each map of line bundles by an effective, torus-invariant divisor \(D^i, D^{i+1}, D^j\) or \(D_{j+1}\) for \(1 \leq j \leq m\) to indicate that the morphism is multiplication by a section whose divisor of zeroes is the given divisor. To preserve the cyclic order, note that \(D^i\) is the label for \(\phi^i(a_{j})\): \(L^{-1}_{h(a_{j})} \to L^{-1}_{i}\) and \(D_{j+1}\) is the label for \(\phi^j(b_{j})\): \(L^{-1}_{i} \to L^{-1}_{t(b_{j})}\). The relations give

\[
\begin{align*}
D^j_{j+1} + D^{j+1} &= D^{j+1} + D^j \\
D^{j-1} + D_{j-1,j} &= D^{j+1} + D_{j+1}
\end{align*}
\]

for \(1 \leq j \leq m\).

List the transpositions of \(m\) letters as \(\tau_1 = (\mu_1, \nu_1), \ldots, \tau_n = (\mu_n, \nu_n)\) for \(n = \binom{m}{2}\) as follows. First list the transpositions of adjacent letters \(\tau_j = (j, j+1)\) for \(1 \leq j \leq m-1\). Set \(\tau_m = (1, m)\), then list all remaining transpositions that involve 1 as \(\tau_j = (1, j-m+2)\) for \(m+1 \leq j \leq 2m-3\). Finally list all remaining transpositions lexicographically, so \(\tau_i = (\mu_i, \nu_i)\) precedes \(\tau_j = (\mu_j, \nu_j)\) if and only if \(\mu_i < \mu_j\) or \(\mu_i = \mu_j\) and \(\nu_i < \nu_j\). Craw–Quintero-Vélez [11] introduced this order to describe the cohomology sheaf in degree \(-1\) of a complex of the form (5.1).

**Proposition 5.1.** For \(i \in \mathbb{Q}_0\), the support of \(H^{-1}(\Psi(S_i))\) is of the form \(\bigcup_{1 \leq j \leq n} Z_j(i)\), where each subscheme \(Z_j(i) \subset Y\) is obtained as the scheme-theoretic intersection of a set of effective divisors in \(Y\) determined by the value of \(j\) as follows:

(i) for \(1 \leq j \leq m\), the set comprises only two divisors, namely \(\gcd(D^j_{j+1}, D^{j+1})\) and \(\text{lcm}(D^1, \ldots, D^m, \gcd(D^j_{j+1}, D^{j+1}), \ldots, \gcd(D^m, D^1)) - \text{lcm}(D^j, D^{j+1})\);

(ii) for \(m+1 \leq j \leq 2m-3\), the divisors are \(\text{lcm}(D^1, D^{j-1}, D^{j+1}, \ldots, D^m) - \text{lcm}(D^1, D^j)\) and \(\text{lcm}(D^1, D^{j-1}, D^j) - \text{lcm}(D^1, D^{j+1})\);

(iii) for \(2m-2 \leq j \leq n\), there are \(\mu_j\) such divisors, namely \(\text{lcm}(D^1, D^{\mu_j}, D^j) - \text{lcm}(D^{\mu_j}, D^{j+1})\) for \(\mu \in \{1, \ldots, \mu_j - 1\} \cup \{\nu_j - 1\}\).

**Proof.** Apply [11, Theorem 1.1(2)] to the complex \(\Psi(S_i)\) from Lemma 3.3 labelled with divisors as shown in (5.1). The filtration \(\text{im}(d^2) = F^0 \subseteq F^1 \subseteq \cdots \subseteq F^m = \ker(d^2)\) on \(H^{-1}(\Psi(S_i))\) is such that for \(1 \leq j \leq n\), the quotient \(F^j/F^{j-1}\) has support equal to the subscheme \(Z_j(i)\). □

This enables us generalise a result of Logvinenko [25, Lemma 3.4] to the dimer setting:
**Corollary 5.2.** For any $i \in Q_0$, the support of $\Psi(S_i)$ is connected, and each of its irreducible components is a compact torus-invariant curve or surface.

**Proof.** The functor $\Psi$ is an equivalence, so $\text{End}_{D^b(\text{coh}(Y))}(\Psi(S_i)) \cong \text{End}_{D^b(\text{mod}-A)}(S_i) \cong \mathbb{C}$. This implies that the support of $\Psi(S_i)$ is compact and connected. Propositions 3.4 and 5.1 show that for any $k \in \mathbb{Z}$, the support of $H^k(\Psi(S_i))$ is obtained as an intersection of certain torus-invariant divisors in $Y$. Every irreducible component is therefore a torus-invariant subvariety of dimension at most two. In fact, a torus-invariant point never occurs, because if the support of $\Psi(S_i)$ were a torus-invariant point $y \in Y$, then $S_i = \Phi(\Psi(S_i)) = \Phi(\mathcal{O}_y) = V_y$ is the $\vartheta$-stable $A$-module corresponding to $y \in Y$, a contradiction. \hfill $\Box$

To prove Theorem 1.4, it remains to show that each component of the support of $H^{-1}(\Psi(S_i))$ has dimension two. It is convenient to depict the diagram of line bundles (5.1) as a planar picture as in Figure 4; this is the wheel of line bundles, denoted $W_i$ for $i \in Q_0$. The *in-spokes* in $W_i$ are the arrows pointing towards $L_i^{-1}$, each of which is labelled by an *in-spoke divisor* $D_j$ for some $1 \leq j \leq m$. The *out-spokes* are the arrows pointing away from $L_i^{-1}$, each labelled by an *out-spoke divisor* $D_{j+1}$ for $1 \leq j \leq m$. Also, for $1 \leq j \leq m$, the *rim divisors* $D_j$ and $D_{j+1}$ label the arrows from $L_{t(b)}$ to $L_{h(a)}$ and $L_{w(h+a+1)}$ respectively that form the rim of the wheel.

For any divisor $D$ that labels an arrow in the wheel, we say that a compact, irreducible torus-invariant divisor $E \subset Y$ is *contained in* $D$, denoted $E \subset D$, if $\text{supp}(E) \subseteq \text{supp}(D)$.

**Lemma 5.3.** For $i \in Q_0$, a compact, irreducible torus-invariant divisor $E$ is contained in the support of $H^{-1}(\Psi(S_i))$ if and only if:

(i) (for $1 \leq j \leq m$) $E \subseteq D_j$ and $E \not\subseteq D_j$, $E \not\subseteq D_{j+1}$ and either $E \subseteq D_\mu$ for some $\mu \in \{1, \ldots, m\}$ \{j, j + 1\} or $E \subseteq \text{gcd}(D_\mu, D_\mu^{1+1})$ for some $j + 1 \leq \mu \leq m$; or
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\caption{Diagram (5.1) shown as a wheel of line bundles}
\end{figure}

\[\text{Figure 4. Diagram (5.1) shown as a wheel of line bundles}\]
(ii) (for \(m + 1 \leq j \leq 2m - 3\)) \(E \not\subseteq D^1\), \(E \not\subseteq D^{\nu_j}\), \(E \subseteq D^{\nu_j-1}\) and \(E \subseteq D^\mu\) for some \(\nu_j + 1 \leq \mu \leq m\); or
(iii) (for \(2m - 2 \leq j \leq n\)) \(E \not\subseteq D^{\nu_j}\), \(E \not\subseteq D^{\nu_j}\) and \(E \subseteq D^\mu\) for all \(\mu \in \{1, \ldots, \mu_j - 1\} \cup \{\nu_j - 1\}\).

**Proof.** Remark 2.6(2) implies that the multiplicity of \(E\) in any of the divisors labelling an arrow in diagram (5.1) is zero or one. We may therefore rewrite any condition from Proposition 5.1 requiring \(E\) to lie in the difference of two lcm divisors by the condition that \(E\) lies in precisely one of them; for example
\[
E \subseteq \text{lcm}(D^\mu, D^{\nu_j}, D^{\nu_j}) - \text{lcm}(D^{\nu_j}, D^{\nu_j}) \iff E \subseteq \text{lcm}(D^\mu, D^{\nu_j}, D^{\nu_j}) \text{ and } E \not\subseteq \text{lcm}(D^{\nu_j}, D^{\nu_j}).
\]
It is then straightforward to deduce Lemma 5.3 from Proposition 5.1. \(\Box\)

Our next goal is to characterise precisely when a given divisor \(E\) is not contained in the support of \(\Psi(S_i)\) for a nonzero vertex \(i\). First we present a technical lemma.

**Lemma 5.4.** Let \(i \in Q_0\) and let \(E\) be a compact, irreducible torus-invariant divisor. Then

(i) for each cycle in \(W_i\) comprising an out-spoke, a rim arrow and an in-spoke, the divisor \(E\) is contained in one and only one of the divisors labelling these three arrows.
(ii) if \(E\) is contained in some in-spoke divisor \(D^j\) but not in another \(D^{k}\), then there exist indices \(\mu, \nu\) with \(k < \mu + 1 \leq j \leq \nu - 1\) such that \(E\) is contained in \(\text{gcd}(D^{\mu+1}_j, D^{\nu}_\nu)\) and the in-spoke divisors \(D^{\mu+1}_j, \ldots, D^{\nu-1}_\nu\), but \(E\) is not contained in \(D^\mu\) or \(D^\nu\).

**Proof.** Part (i) is a restatement of Remark 2.6(2). For part (ii), apply (i) to both cycles containing the in-spoke labelled \(D^j\) to obtain \(E \subseteq D^{j-1}_j\) or \(E \subseteq D^{j+1}_j\), and \(E \subseteq D^{j+1}_j\) or \(E \subseteq D^{j-1}_j\). We define \(\mu\) by considering the first pair. If \(E \subseteq D^{j-1}_j\) then we set \(\mu = j - 1\). Otherwise, \(E \subseteq D^{j-1}_j\).

Part (i) gives either \(E \subseteq D^{j-1}_j\), when we set \(\mu = j - 2\), or \(E \subseteq D^{j+2}_j\), in which case we repeat the argument as necessary to obtain \(\mu \geq k\) such that \(E\) is contained in \(D^{\mu+1}_j, \ldots, D^{j-1}_\nu\) but not \(D^\mu\).

We define \(\nu\) similarly by considering the second pair, giving \(\nu \leq k - 1\) such that \(D^{j+1}_j, \ldots, D^{\nu-1}_\nu\) contain \(E\), but \(D^\nu\) does not. In either case, we obtain \(E \subseteq \text{gcd}(D^{\mu+1}_j, D^{\nu-1}_\nu).\) \(\Box\)

**Proposition 5.5.** Let \(i \in Q_0\) be nonzero. A compact, irreducible, torus-invariant divisor \(E\) is not contained in \(\text{supp}(\Psi(S_i))\) if and only if there exist \(1 \leq \mu \leq \nu \leq m\) such that the only divisors containing \(E\) that label edges in the wheel \(W_i\) are: the in-spoke divisors \(D^{\mu+1}_\mu, \ldots, D^{\nu-1}_\nu\); the out-spoke divisors \(D^{\nu,\nu+1}_\nu, \ldots, D^{\mu-1,\mu}_\mu\); and the rim divisors \(D^{\nu-1}_\nu\) and \(D^{\mu+1}_\mu\) (see Figure 5).

**Proof.** Let \(E\) be a divisor that is not contained in the support of \(\Psi(S_i)\). We first show how to obtain the indices \(\mu, \nu\) for which \(E\) labels only the divisors in the wheel \(W_i\) as indicated.

Suppose that \(E\) is contained in none of the in-spoke divisors. For all \(1 \leq j \leq m\), Lemma 5.4(i) implies that \(E\) is contained in either the out-spoke divisor \(D_{j,j+1}\), or in \(\text{gcd}(D_{j+1}^j, D_{j+1}^{j+1})\). If the latter occurs for two or more indices, say for \(j, k\) with \(1 \leq k < j\), then Lemma 5.3(i) implies that \(E \subseteq \text{supp}(H^{-1}(\Psi(S_i)))\) which is absurd. If the latter never occurs, then \(E\) is contained in every out-spoke divisor \(D_{1,2}, \ldots, D_{m,1}\), so Proposition 3.4 gives \(E \subseteq \text{supp}(H^{-2}(\Psi(S_i)))\) and \(i = 0\) which is also absurd. Thus, there exists a unique index \(1 \leq \mu \leq m\) such that \(E\) is contained in the out-spoke divisors \(D_{1,2}, \ldots, D_{\mu-1,\mu}, D_{\mu+1,\mu+2}, \ldots, D_{m,1}\) and the rim divisors \(D^\mu_{\mu+1}\) and \(D^{\mu+1}_\mu\); this is the special case of the result with \(\mu = \nu - 1\).
Otherwise, $E$ is contained in at least one in-spoke divisor, say $D^j$ for $1 \leq j \leq m$. Since $E$ does not lie in $\text{supp}(H^0(\Psi(S_i)))$, Proposition 3.4 implies that some in-spoke divisor $D^\lambda$ does not contain $E$. Lemma 5.4(ii) then produces indices $\mu, \nu$ with $\lambda < \mu + 1 \leq \nu - 1$ such that $E$ is contained in the rim divisors $D^\nu - 1, D^\mu + 1$ and the in-spoke divisors $D^{\alpha + 1}, \ldots, D^{\nu - 1}$, but $E$ is not contained in $D^\mu$ or $D^\nu$. In light of Lemma 5.4(i), it remains to prove that $E$ is contained in the out-spoke divisors $D_{\nu, \nu + 1}, \ldots, D_{\mu - 1, \mu}$. We distinguish two cases:

**Case 1:** Suppose that the in-spoke divisor $D^1$ does not contain $E$, so we may set $\lambda = 1$. Now, $E$ is not contained in any of the in-spoke divisors $D^{\nu + 1}, \ldots, D^m$, otherwise Lemma 5.3(ii) with $\nu_k = \nu$ implies that $E \subseteq \text{supp}(H^{-1}(\Psi(S_i)))$ which is absurd. Similarly, $E$ is not contained in $\gcd(D^1, D^{\alpha + 1})$ for all $\nu \leq \alpha \leq m$, otherwise Lemma 5.3(i) with $k = \alpha$ implies that $E \subseteq \text{supp}(H^{-1}(\Psi(S_i)))$ which is absurd. Lemma 5.4(i) then implies that $E$ is contained in the out-spoke divisors $D_{\nu, \nu + 1}, \ldots, D_{m, 1}$. To show that $E$ is contained in $D_{1, 2}, \ldots, D_{\mu - 1, \mu}$, we argue by contradiction. Let $\alpha \in \{1, \ldots, \mu - 1\}$ be the largest index such that $E$ is not contained in the out-spoke divisor $D_{\alpha - 1, \alpha}$. Since $E$ is not contained in $D^\mu$, Lemma 5.4(i) implies that $E$ is contained in the rim divisor $D^{\alpha - 1}_\alpha$. Moreover, $E$ is not contained in $D^\mu_{\alpha - 1}$, otherwise Lemma 5.3(i) with $k = \alpha - 1$ implies that $E \subseteq \text{supp}(H^{-1}(\Psi(S_i)))$ which is absurd. Thus, $E$ is contained in the in-spoke divisor $D^\alpha$, but this too is absurd because Lemma 5.3(ii) with $\nu_k = \alpha + 1$ implies that $E \subseteq \text{supp}(H^{-1}(\Psi(S_i)))$. As a result, no such $\alpha$ exists after all, so $E$ is contained in the out-spoke divisors $D_{\nu, \nu + 1}, \ldots, D_{\mu - 1, \mu}$ as required.

**Case 2:** Otherwise, $D^1$ contains $E$. Then $1 \not\in \{\lambda, \mu, \nu\}$ because none of $D^\lambda, D^\mu, D^\nu$ contain $E$. Since $\lambda < \mu + 1 \leq \nu - 1$, index 1 may lie in any of three possible intervals in the cyclic order:
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Subcase (a): If \( \lambda < 1 < \mu \), Lemma 5.4(ii) gives indices \( \alpha, \beta \) such that all in-spoke divisors \( D_0^{a+1}, \ldots, D_1^{a+1}, \ldots, D_b^{b+1} \) contain \( E \), whereas \( D_0^a \) and \( D_b^b \) do not. But then Lemma 5.3(iii) for the transposition \((\nu_k, \mu_k) = (\beta, \alpha)\) implies that \( E \subseteq \text{supp}(H^{-1}(\Psi(S_i))) \) which is absurd.

Subcase (b): If \( \mu < 1 < \nu \), we claim that \( E \) is contained in \( D_{\nu,\nu+1}, \ldots, D_{\mu-1,\mu} \). Indeed, if \( E \) is contained in \( D_0^a \) for any \( \nu + 1 \leq \alpha \leq \mu - 1 \), we may again apply Lemma 5.3(iii) to obtain \( E \subseteq \text{supp}(H^{-1}(\Psi(S_i))) \) which is absurd. Moreover, \( E \) cannot be contained in \( \text{gcd}(D_a^{a+1}, D_{a+1}^a) \) for any \( \nu \leq \alpha \leq \mu - 1 \), otherwise Lemma 5.3(i) implies that \( E \subseteq \text{supp}(H^{-1}(\Psi(S_i))) \) which is absurd. Lemma 5.4(ii) then shows that \( E \) is contained in \( D_{\nu,\nu+1}, \ldots, D_{\mu-1,\mu} \) as claimed.

Subcase (c): If \( \nu < 1 < \lambda \), apply Lemma 5.4(ii) as in Subcase (a) to derive a contradiction.

Thus, in either Case 1 or Case 2, the fact that \( E \) is not contained in \( \text{supp}(\Psi(S_i)) \) forces the divisors in the wheel \( W_i \) containing \( E \) to be those indicated in Figure 5. In the course of the above, we see that the converse statement holds for any configuration as in Figure 5. □

**Proposition 5.6.** Let \( i \in \mathbb{Q}_0 \) be a nonzero vertex. Every irreducible component in the support of \( H^{-1}(\Psi(S_i)) \) has dimension two.

**Proof.** In light of Corollary 5.2, we need only show that an irreducible component in the support of \( H^{-1}(\Psi(S_i)) \) cannot be of the form \( E_1 \cap E_2 \), where \( E_1 \) and \( E_2 \) are torus-invariant divisors. We suppose otherwise and seek a contradiction. Neither \( E_1 \) nor \( E_2 \) is contained in \( \text{supp} H^{-1}(\Psi(S_i)) \), otherwise \( E_1 \cap E_2 \) wouldn’t be an irreducible component. Moreover, \( H^k(\Psi(S_i)) = 0 \) for \( k \neq -1 \) by Theorem 1.1(i), so neither \( E_1 \) nor \( E_2 \) is contained in the support of \( \Psi(S_i) \). The support of \( H^{-1}(\Psi(S_i)) \) is the union of the subschemes \( Z_j(i) \) for \( 1 \leq j \leq n \) by Proposition 5.1, so the curve \( E_1 \cap E_2 \) lies in \( Z_j(i) \) for some \( 1 \leq j \leq n \). We claim that either \( E_1 \) or \( E_2 \) labels every outspoke in \( W_i \) and hence every out-spoke vanishes on the locus \( E_1 \cap E_2 \). Assuming the claim, Proposition 3.4(ii) implies that \( E_1 \cap E_2 \) lies in \( \text{supp} H^{-2}(\Psi(S_i)) \), but this contradicts the final clause in Proposition 3.4(ii) since \( i \neq 0 \). This proves the result assuming the claim.

We prove the claim via case-by-case analysis of the value of \( j \) according to Proposition 5.1.

**Case 1:** For \( 1 \leq j \leq m \), assume without loss of generality that \( E_1 \) lies in \( \text{gcd}(D_{j+1}^{j+1}, D_j^{j+1}) \) and \( E_2 \) lies in \( \text{lcm}(D_1^{j+1}, D_2^{j+1}, \ldots, D_m^{j+1}) - \text{lcm}(D_j^{j+1}, D_{j+1}^{j+1}) \). Since \( E_1 \) does not lie in \( \text{supp}(\Psi(S_i)) \) and since \( E_1 \) lies in both \( D_j^{j+1} \) and \( D_{j+1}^{j+1} \) which label consecutive edges on the boundary of the wheel \( W_i \), Proposition 5.5 implies that \( E_1 \) labels every out-spoke in \( W_i \) except \( D_{j,j+1} \). Now, since \( E_2 \) is not contained in \( \text{supp}(\Psi(S_i)) \) we have that either:

1. \( E_2 \) is contained in \( \text{gcd}(D_{\mu+1}^{\mu}, D_{\mu+1}^{\mu+1}) \) for some \( j + 1 \leq \mu \leq m \). Proposition 5.5 then implies that \( E_2 \) labels every out-spoke in \( W_i \) except \( D_{\mu,\mu+1} \), so \( E_2 \) labels \( D_{j,j+1} \); or
2. \( E_2 \) is contained in \( D_\mu^\mu \) for some \( 1 \leq \mu \leq m \). Since \( E_2 \) is contained in neither \( D_j^j \) nor \( D_{j+1}^{j+1} \), Lemma 5.4(i) implies that either \( E_2 \) labels \( D_{j,j+1} \), or \( E_2 \) labels \( D_{j+1}^{j+1} \) and \( D_{j+1}^{j+1} \).

In this latter case, Proposition 5.5 implies that \( E_2 \) labels no in-spokes, so it cannot label \( D_\mu^\mu \) for some \( 1 \leq \mu \leq m \), a contradiction. Thus, \( E_2 \) must label \( D_{j,j+1} \) after all.

Thus, either \( E_1 \) or \( E_2 \) labels every outspoke in \( W_i \), which proves the claim for \( 1 \leq j \leq m \).

**Case 2:** For \( m + 1 \leq j \leq 2m - 3 \), assume without loss of generality that \( E_1 \) is contained in \( \text{lcm}(D_1^{j+1}, D_{j+1}^{j+1}) - \text{lcm}(D_1^{j+1}, D_{j+1}^{j+1}) \) and \( E_2 \) is contained in \( \text{lcm}(D_1^{j+1}, D_{j+1}^{j+1}, \ldots, D_m^{j+1}) - \text{lcm}(D_j^{j+1}, D_{j+1}^{j+1}) \). The condition on \( E_1 \) means that \( E_1 \not\subseteq D_1 \), \( E \not\subseteq D_{j+1}^{j+1} \) and \( E_1 \subseteq D_{j+1}^{j+1} \). Now, since \( E_1 \) is not contained in \( \text{supp}(\Psi(S_i)) \), Proposition 5.5 implies that \( E_1 \) labels all of the out-spokes
Case 3: Finally, for $2m - 2 \leq j \leq n$, the curve $E_1 \cap E_2$ is contained in the intersection of the divisors $\text{lcm}(D^\mu, D^\nu, D^\nu_j)$ for $\mu \in \{1, \ldots, \mu_j - 1\} \cup \{\nu_j - 1\}$. At least one of $E_1, E_2$ is contained in the divisor with index $\nu_j - 1$, and if both are then at least one is contained in a divisor with index $\mu \in \{1, \ldots, \mu_j - 1\}$. Thus, we may assume without loss of generality that $E_1$ is contained in a divisor with index $\mu \in \{1, \ldots, \mu_j - 1\}$ and $E_2$ is contained in the divisor with index $\nu_j - 1$. This means firstly that $E_1 \subseteq D^\mu$, $E_1 \not\subseteq D^\nu_j$ and $E_1 \not\subseteq D^\nu_i$. Since $E_1$ is not contained in $\text{supp}(\Psi(S_i))$ and since $\mu_j, \nu_j$ are in cyclic order, Proposition 5.5 implies that $E_1$ labels all of the out-spokes $D^\mu_{\mu_j, \mu_j + 1}, \ldots, D^\nu_{\nu_j, \nu_j - 1}$. Secondly, it means that $E_2$ labels the in-spoke divisor $D^\nu_j - 1$ and does not label the in-spoke divisors $D^\mu_j$ and $D^\nu_j$. Since $E_2$ does not lie in $\text{supp}(\Psi(S_i))$ and since $\mu_j, \nu_j - 1, \nu_j$ are in cyclic order, Proposition 5.5 implies that $E_2$ labels all of the out-spokes $D^\mu_{\mu_j, \mu_j + 1}, \ldots, D^\nu_{\nu_j, \nu_j - 1}$. Thus, either $E_1$ or $E_2$ labels every outspoke in $W_i$ which proves the claim for $2m - 3 \leq j \leq n$. □

Proof of Theorem 1.4. This follows from Propositions 3.7, 4.11 and 5.6. □
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