Vortex Mode Bifurcation and Lift Force of a Plunging Airfoil at Low Reynolds Numbers
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Force and supporting particle image velocimetry measurements were performed on a plunging NACA 0012 airfoil at a Reynolds number of 10,000, at pre-stall, stall, and post-stall angles of attack. The lift coefficient for pre-stall and stall angles of attack at larger amplitudes showed abrupt bifurcations with the branch determined by initial conditions. With the frequency gradually increasing, very high positive lift coefficients were observed, this was termed mode A. At the same frequency with the airfoil impulsively started, negative lift coefficients were observed, this was termed mode B. The mode A flow field is associated with trailing-edge vortex pairing near the bottom of the plunging motion causing an upwards deflected jet, and a resultant strong upper surface leading-edge vortex. The mode B flow field is associated with trailing-edge vortex pairing near the top of the plunging motion causing a downwards deflected jet, and a resultant weak upper surface leading-edge vortex. The bifurcation was not observed for small amplitudes due to insufficient trailing-edge vortex strength, nor at larger angles of attack due to greater asymmetry in the strength of the trailing-edge vortices, which creates a natural preference for a downward deflected mode B wake.

Nomenclature

\begin{align*}
\alpha &= \text{amplitude of plunging motion} \\
C_l &= \text{time-averaged lift coefficient} \\
c &= \text{chord length} \\
d &= \text{trailing-edge vortex separation distance} \\
f &= \text{frequency} \\
Re &= \text{Reynolds number, } \frac{\rho U_{\infty} c}{\mu} \\
Sr_c &= \text{Strouhal number based on chord, } \frac{fc}{U_{\infty}} \\
Sr_A &= \text{Strouhal number based on amplitude, } \frac{2fa}{U_{\infty}} \\
U_P &= \text{peak plunge velocity, } 2\pi fa \\
t &= \text{time, } 0 \text{ is top of motion} \\
T &= \text{plunge period} \\
U_{\infty} &= \text{free stream velocity} \\
V &= \text{velocity magnitude} \\
\alpha &= \text{angle of attack} \\
\alpha_{\text{eff.min}} &= \text{minimum effective angle of attack} \\
\alpha_{\text{eff.max}} &= \text{maximum effective angle of attack} \\
\alpha_{\text{vortex}} &= \text{trailing-edge vortex trajectory angle} \\
\Gamma &= \text{vortex circulation} \\
\Gamma_T^- &= \text{clockwise trailing-edge vortex circulation} \\
\Gamma_T^+ &= \text{counter-clockwise trailing-edge vortex circulation} \\
\mu &= \text{viscosity} \\
\rho &= \text{density}
\end{align*}
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I. Introduction

Natural flight presents an excellent example of the type of performance desirable for Micro Air Vehicles, i.e., the ability to cruise efficiently, maneuver, and hover at low Reynolds numbers in restricted space. This performance is inexplicable through steady-state aerodynamic theory; instead birds and insects rely on unsteady aerodynamic phenomenon. Therefore for MAVs to achieve similar performance man must likewise look to unsteady aerodynamics for the solution.

Within nature the primary unsteady aerodynamic phenomenon responsible for lift augmentation is the Leading Edge Vortex (LEV). The LEV is a region of highly three-dimensional recirculation produced during the wing’s downstroke. It acts to create a region of low pressure over the upper surface of the wing, although it can also be considered as augmenting the circulation around the wing, and thus increases lift. To produce the LEV natural flyers rely on a complex combination of flexing, twisting, bending, rotating or feathering during the flapping cycle. Due to actuator, sensor, and control limitations creating similar wing kinematics on a practical aircraft will be very challenging.

A potential intermediate solution is instead of using the large-amplitude low-frequency flapping motion suited to muscular actuators, to use small-amplitude high-frequency pure plunging motion as is suited to electrical actuators. This design would combine both the controllability of fixed-wing designs with the enhanced performance of flapping-wing unsteady aerodynamics allowing for improved cruise and gust performance. This idea was originally derived from delta wing aerodynamics research where small-amplitude roll oscillations, and latterly passively induced vibrations resultant from wing flexibility, were shown to improve performance. When applied to a NACA 0012 airfoil at a fixed post-stall angle of attack this type of motion has been shown to produce significant lift enhancement (~ three times the steady-state lift coefficient) in addition to being thrust producing. The lift enhancement was attributed to greater circulation of the upper surface LEV relative to the lower surface LEV. In essence the asymmetry created by the fixed angle of attack creates asymmetry in the vortex strengths and thus lift. Correspondingly, if one was to plunge an airfoil at zero degrees angle of attack one would presume that the flow field over upper and lower surface would be symmetrical and therefore produce zero time-averaged lift. However previous results have demonstrated that this may not be true at higher plunge velocities because pairing of the trailing-edge vortices causes the wake to become deflected upwards or downwards creating an asymmetric flow field, and therefore presumably non-zero time-averaged lift. The direction of the jet is determined by the initial conditions (moving upwards or downwards), and this direction may switch periodically (with a period on the order of 100/f). These previous studies were limited to symmetric variations in angle of attack.

For an asymmetric variation in angle of attack (nonzero mean), this paper presents experiments that demonstrate a similar deflected jet for small-amplitude (a/c < 0.20) plunging motion at pre-stall and stall angles of attack (α = 5° and 10°). For the first time lift force measurements are presented along with accompanying PIV results, and a new set of criteria are presented for the onset of jet deflection.

II. Experimental Apparatus and Procedures

Force and PIV measurements were conducted on a plunging NACA 0012 airfoil mounted vertically in a closed-loop water tunnel. For a review of parameters studied, see Table 1; uncertainties are calculated based on the methods of Moffat taking into account both bias and precision errors.

<table>
<thead>
<tr>
<th>Table 1 Experimental Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Re</td>
</tr>
<tr>
<td>α</td>
</tr>
<tr>
<td>a/c</td>
</tr>
<tr>
<td>Sr_c</td>
</tr>
</tbody>
</table>

A. Experimental Setup

The experiments were conducted in a free-surface closed-loop water tunnel (Eidetics Model 1520) at the University of Bath. The water tunnel is capable of flow speeds in the range 0 to 0.5 m/s and has a working section of dimensions 381 mm x 508 mm x 1530 mm. The turbulence intensity has previously been measured by LDV to be less than 0.5%.
A NACA 0012 airfoil of dimensions 0.1 m chord x 0.3 m span was mounted vertically in a 'shaker' mechanism, see Fig. 1. The airfoil was constructed by rapid prototyping from SLS Duraform Prototype PA. It was placed between an upper and lower splitter plate, clearances were maintained at 2 mm. The oscillations were supplied via a Motavario 0.37 kW three-phase motor, 5:1 wormgear and IMO Jaguar Controller. The position of the root of the airfoil was measured through a rotary encoder attached to the spindle of the worm gear shaft. The rotary encoder was also used to trigger the PIV system.

B. Force Measurements
The forces applied in both the x and y directions were measured via a two-component aluminium binocular strain gauge force balance\(^{20}\). The measured forces included both time-dependent aerodynamic forces as well as inertia forces, however the inertia forces do not contribute to the time-averaged force. Two force balances were used, a more rigid (less sensitive) one for the dynamic cases, and a more flexible (more sensitive) one for the stationary cases. The signal from the strain gauges was amplified by a Wheatstone bridge circuit and sampled at either 2 kHz for 20,000 samples (stationary cases), or 360 per cycle for a minimum of 50 cycles (dynamic cases). The forces were then calculated from the average voltage through linear calibration curves. To minimize uncertainty the calibration curves consisted of twenty three points, and were performed daily before and after testing. Each data set was repeated at least once and then averaged. The mean lift coefficient uncertainty for the stationary case is ± 0.03.

C. PIV Measurements
A TSI 2D-PIV system was used to measure the velocity field in the vicinity of the airfoil. For measurements over the upper surface of the airfoil, the laser was positioned behind as shown in Fig. 1. The shadow created by the airfoil therefore obscured the lower surface. For measurements over the lower surface the laser was positioned near the side wall of the tunnel. In both cases, the camera was located under the tunnel as shown in Fig. 1. The PIV images were analyzed using the software Insight 3G. A recursive FFT correlator was selected to generate a vector field of 199x148 vectors giving approximately a 1.2 mm spatial resolution for the upper surface, and 0.9 mm for the lower surface. The time-averaged data is derived from 500 pairs of images, the phase-averaged from 100 pairs for the upper surface and between 100 and 250 pairs (as required) for the lower surface. The upper and lower surface data were later merged through interpolation of the lower surface data onto the upper surface grid in MATLAB.

To calculate the circulation from the phase-averaged data, first the vortex is located using a vortex identification algorithm\(^{21,22}\) with the search centered on the point of maximum / minimum vorticity as appropriate. The radius of the vortex is then determined by continually expanding from the centre, one spatial resolution unit at a time, until the increase in circulation is negative or small (<1%). The circulation calculation itself is done using both line integral and vorticity surface methods\(^{17}\). The agreement between the two was generally very good. All circulation results presented herein are derived from the average of the two methods.

III. Results and Discussion

A. Stationary Airfoil
As a comparative case the force measurements for the stationary two-dimensional NACA 0012 airfoil are presented in Fig. 2a. Also shown are two comparative sets from the literature. The data of Sunada et al.\(^{23}\) is for a lower Reynolds number, finite wing. The aspect ratio in this case was AR = 6.75, and it can therefore be considered as a good approximation to the two-dimensional case\(^{23}\). Likewise the data of Schluter\(^{24}\) is for a finite wing, however the aspect ratio is large (AR = 5), and the tip clearance small (1/6 c). It can therefore also be considered as a good approximation to the two-dimensional case.

Comparing the current data set for Re = 3x10\(^4\) with that from Schluter at Re = 3.1x10\(^4\) one can see reasonable agreement between the two sets. At small angles of attack both curves are nonlinear with the current data consistently lower, perhaps due to freestream turbulence or surface roughness affecting the behaviour of the laminar separation bubble. The curve of Schluter stalls at α = 9° whereas for the current data the stall angle is α = 10°. In both cases stall is abrupt suggesting leading edge stall. Comparing the data set for Re = 1x10\(^5\) with that of Sunada et al. for Re = 0.4x10\(^5\) there are very large differences. The lower Reynolds curve of Sunada et al. is consistently lower. This is part of a general trend of decreasing lift curve slope with decreasing Reynolds number for Re < 2x10\(^4\). Furthermore, the type of stall is very different for Re < 2x10\(^5\). The peak is much more rounded and the drop much less abrupt, suggesting trailing-edge stall. This is in agreement with the flow visualization results of Huang & Lin\(^{25}\).
for a NACA 0012 airfoil. They showed that for Re < 2x10^4 trailing-edge stall commences at angles of attack in the region of 1°, becoming fully stalled once the angle of attack exceeds ~10°. When the Reynolds number is increased, at a critical value the separated laminar flow will trip into turbulence and therefore reattach forming the laminar separation bubble typical of leading-edge stall. Hence the curves for Re ≥ 2x10^4 are typical of leading-edge stall, and those for Re < 2x10^4 are typical of laminar trailing-edge stall (as confirmed through the time-averaged flow for α = 5° in Fig. 2b), with a variable gradient due to the Reynolds dependence of the laminar separation point. Regardless of the type of stall, the location of stall is relatively consistent: α = 10°±1. The angles of attack under consideration in this paper can therefore be classified as: α = 5° is pre-stall, α = 10° is stall, and α = 15° is fully stalled. Corresponding time-averaged velocity fields supporting this description are shown in Fig. 2b.

B. Force Bifurcations of Oscillating Airfoil

Shown in Fig. 3 are the time-averaged lift coefficients for five different plunge amplitudes for each of the three angles of attack considered. For each amplitude there are two separate curves, increasing (inc.) and decreasing (dec.). Increasing represents the lift coefficients obtained when the airfoil starts at Sr_c = 0 and the Strouhal number is gradually increased accumulating data along the way. Decreasing represents the lift coefficients obtained when the airfoil is impulsively started at the maximum Strouhal number and then the Strouhal number gradually decreased accumulating data along the way.

For the majority of cases the curves for increasing and decreasing frequency are identical to within the bounds of experimental uncertainty and can therefore be considered as the same. They all show an amplitude-dependent increase, and share a common peak at Sr_c = 0.45 as previously described^10, with further peaks in certain cases. However for α = 5° and α = 10° (Fig 3a and 3b) when a/c ≥ 0.100 there are very large and significant differences between the increasing and decreasing curves. Initially both curves are identical, however at a critical Strouhal number the two curves diverge significantly. The gradient of the increasing frequency curve becomes steeper resulting in a maximum recorded lift coefficient of C_l = 5.5; simultaneously the gradient of the decreasing frequency curve becomes negative resulting in a minimum recorded lift coefficient of C_l = -2.0. The values of lift coefficient (in the case of decreasing frequency) were found to be insensitive to changes in the airfoil starting position (top, middle or bottom). No switching between the two branches of lift coefficient was observed.

It is important to note that this bifurcation is not ubiquitous. It is only observed for α ≤ 10° (α = 12.5° and α = 20° have also been tested but are not shown here), and a/c ≥ 0.100. Amplitude also has a very strong effect in determining the point of bifurcation, i.e., from Fig 3a, for a/c = 0.025 and 0.050 there is no bifurcation, for a/c = 0.100 it is at Sr_c ≈ 2, for a/c = 0.150 it is at Sr_c ≈ 1.5, and for a/c = 0.200 it is at Sr_c ≈ 1.3. This implies a dependence on constant plunge velocity which shall be considered later in this paper.

Although not presented here the same bifurcations are observed in the time-averaged drag coefficient but the effect is not as severe. Typical values for Sr_c = 2.025 and α = 5° are C_d = -1.5 for increasing frequency, compared to C_d = -2.5 for decreasing frequency. Even though this may seem large it is important to remember that the difference in drag coefficient of ∆C_d ≈ 1 accompanies a difference in lift coefficient of ∆C_l ≈ 7.5, the effect on drag is therefore comparatively small.

C. Flow Field

The time-averaged flow field for a typical bifurcating case is shown in Fig. 4. Mode A refers to the flow field associated with increasing frequency; and mode B refers to the flow field associated with decreasing frequency. This terminology is only applicable after the point of bifurcation. Before the point of bifurcation the terminology ‘pre-bifurcation’ shall be used.

Fig. 4 demonstrates very clearly the difference between the two modes. Mode A is associated with a time-averaged jet that is deflected upwards and a region of high velocity magnitude over the upper surface, thus explaining the high lift coefficient. Conversely mode B is associated with a downwards deflected jet and a region of high velocity magnitude over the lower surface, thus explaining the negative lift coefficient. When comparing the two modes with the pre-bifurcation flow field, it is clear that the mode A wake bears a closer resemblance (high velocity magnitude over upper surface and jet inclined slightly upwards), implying that the mode A wake is the continuation of the pre-bifurcation wake. This is discussed in more detail later. An interesting feature of Fig. 4 is that the mode A upwards deflected jet is associated with high lift and the downwards deflected jet is associated with low / negative lift.
To understand the underlying flow physics behind the time-averaged flow field it is necessary to look to the phase-averaged flow field. Fig. 5 shows phase-averaged vorticity contour plots for four points in the cycle for the same cases as in Fig. 4. The most significant difference between modes is the trailing-edge vortex behavior. In the case of mode A the clockwise trailing-edge vortex after shedding remains near the trailing-edge, causing premature formation of the counter-clockwise trailing-edge vortex (see phase a). Consequently the two pair near the bottom of the motion (phases b & c) and due to their respective positions convect in an upwards direction. In the case of mode B this process is inverted, i.e., the counter-clockwise vortex remains near the trailing-edge causing premature formation of the clockwise trailing-edge vortex (phase c), the two pair and convect downwards (phases d & a). The crucial parameter in determining the direction of the deflected jet is therefore the timing of the vortex-pairing process. Once the vortex pairing starts in a particular manner it will then be ‘locked-in’ since at high plunge velocities only two trailing-edge vortices are created per cycle, and the manner in which they pair (clockwise to counterclockwise or vice-versa) determines which vortex is created first in the next cycle and thus the next cycle’s pairing process. The flow field is therefore ‘locked-in’ to that mode.

At the leading-edge, the region of high velocity magnitude observed in the time-averaged data is shown to be due to strong leading-edge vortices. The circulation of these leading-edge vortices is quantified in Fig. 6. Note that for convenience the pre-bifurcation data is treated as an extension of the mode A although it is common to both. Even though there is a difference in the strength of all the vortices between a mode A and B flow field, it is the circulation of the upper surface clockwise leading-edge vortex which changes most dramatically. At $Sr = 2.025$ the mode A upper surface leading-edge vortex is approximately twice the circulation of the mode B. This is also evident in Fig. 5c. Furthermore the mode B flow field is associated with a stronger lower surface leading-edge vortex, explaining both the regions of high time-averaged velocity magnitude, and low values of lift coefficient. The difference in leading-edge vortex strength can be attributed to the deflection of the jet. When upward deflected (mode A) it will draw fluid from the upper surface thereby enhancing the upper surface leading-edge vortex; conversely when downwards deflected (mode B) it will draw fluid form the lower surface thereby enhancing the lower surface leading-edge vortex.

From consideration of Fig. 6 it is suggested that the Mode A wake is a continuation of the pre-bifurcation wake. This is also reflected in the similarity of the pre-bifurcation flow field to the mode A flow field in both Fig. 4 and Fig. 5. Indeed this is entirely plausible as before the point of bifurcation the jet is consistently deflected upwards. The pre-existing wake therefore acts as an initial condition creating a natural ‘preference’ for the mode A flow field.

The general trends shown in Figs 4, 5, and 6 are repeatable for all bifurcating amplitudes and angles of attack. Fig. 7 and Fig. 8 demonstrate the effect of angle of attack on the mode A and mode B flow field. Both figures show the same pattern as previously described. Mode A is characterized by trailing-edge vortex pair formation near the bottom of the motion resulting in vortex convection in an upward direction which reinforces the upper surface leading-edge vortex. Mode B is characterized by trailing-edge vortex pair formation near the top of the motion resulting in vortex convection in a downward direction that inhibits the upper surface leading-edge vortex.

The effect of amplitude can be demonstrated through the trailing-edge vortex pair convection angle. This is derived by tracking the trailing edge vortex position in the phase-averaged data and applying a line of best fit. The gradient of this line then gives the angle of the convecting vortices relative to the horizontal (see Fig. 9). This is repeated for both the clockwise and counter-clockwise trailing-edge vortices, and the average of the two is shown in Fig. 10. It shows that across different amplitudes the pattern is similar. The pre-bifurcation wake is associated with an upwards deflected jet and the mode A wake is a continuation of this, whereas the mode B wake is associated with a downwards deflected jet.

**D. Bifurcation Criteria**

An interesting feature of Fig. 3 is the amplitude dependence of the point of bifurcation suggesting the possibility that the point of bifurcation depends upon a constant plunge velocity. Fig. 11 shows $Sr_A$ (effectively plunge velocity) versus the maximum and minimum effective angle of attack. The points of bifurcation for the different amplitudes are shown as symbols. These points fall within a band of $Sr_A = 0.40 \pm 0.05$. It can therefore be said that a minimum plunge velocity is required for bifurcation to occur. This potentially explains why there is no bifurcation for $a/c = 0.025$ and $a/c = 0.050$ as in both cases the plunge velocity is too small, $Sr_A < 0.30$. This is however not a universal criteria since, as shown in Fig. 11, the required $Sr_A$ increases with increasing amplitude. In addition, neither plunge
velocity nor effective angle of attack give an adequate explanation as to why there is no bifurcation at greater angles of attack ($\alpha > 10^\circ$).

Shown in Fig. 12 are the individual trailing-edge vortex circulations for a/c = 0.10 for the three angles of attack under consideration. For $\alpha = 5^\circ$ both trailing-edge vortices grow almost identically with increasing Strouhal number until the point of bifurcation. After the point of bifurcation the asymmetric wake creates asymmetry in the vortex strengths. In the case of mode A the clockwise vortex becomes stronger than the counter-clockwise vortex, and vice-versa for mode B. For $\alpha = 10^\circ$ the same basic trend is observed except that the clockwise circulation curve is shifted downwards and the counter-clockwise curve is shifted upwards. This is due to the greater mean angle of attack causing greater asymmetry in the effective angle of attack as shown in Fig. 11. For $\alpha = 15^\circ$ this trend of increased counter-clockwise vortex circulation and reduced clockwise trailing-edge vortex circulation is continued, however now only a single mode is observed, one with a stronger counter-clockwise vortex than clockwise vortex. This is typical of a mode B flow field. Indeed when comparing the flow field for $\alpha = 15^\circ$ with the mode B flow field for $\alpha = 5^\circ$ and $\alpha = 10^\circ$ (see Fig. 13), it bears all the hallmarks of a mode B flow field and yet without a point of bifurcation it is not possible to classify it as such. In summary, the increasing angle of attack causes greater asymmetry in the effective angle of attack which causes an imbalance in the trailing-edge vortex strengths inclining the wake towards a downward deflected mode B wake. To characterize this asymmetry a new parameter is suggested based on the angular velocity of a vortex pair (see Milne-Thomson\textsuperscript{26} p.358):

$$\frac{(\Gamma_{1c} + \Gamma_{2c})}{d^2}$$

This represents a non-dimensional trailing-edge vortex asymmetry parameter. Our data suggests that the mode A wake is not possible once this asymmetry parameter exceeds a critical value, as will be discussed further.

In a similar manner, it is possible to consider the minimum plunge velocity criteria in terms of the experimentally measured circulation. Shown in Fig. 14 is the average absolute circulation of the two trailing-edge vortices versus $S_r$. The average circulation is used so as to minimize any asymmetry effects. For the different angles of attack the curves collapse onto a nearly parabolic trend with the gradient determined by the amplitude. The points of bifurcation are identified through the grey dotted line. This shows that a minimum threshold trailing-edge vortex circulation is required for bifurcation to occur. The trend with amplitude suggests that bifurcation requires larger trailing-edge vortex circulation at larger amplitudes. This is rational since a characteristic feature of the bifurcation is vortex pairing, and larger amplitude will lead to larger trailing-edge vortex spacing, thus inhibiting vortex-pairing. If this trend is extrapolated to the right, it is clear that for a/c = 0.05 the level of trailing-edge vortex circulation is insufficient (within the Strouhal number range tested) for bifurcation.

Combining both the asymmetry parameter and the normalized circulation parameter produces Fig. 15. A horizontal boundary separating the single and dual modes is superimposed on the y-axis; and a vertical boundary separating the two modes is superimposed on the x-axis. The question of why there is no bifurcation at low amplitudes is therefore answered by the circulation threshold, and the question of why there is no mode A at large angles of attack is answered by the asymmetry boundary, i.e., all the points for $\alpha = 15^\circ$ lie to the mode B side of the boundary.

The threshold circulation displayed in Fig. 15 is however not perfect, as seen by the scatter. As the airfoil is in effect acting as a vortex generator with the strength determined by the plunge velocity, plunge velocity is a more logical normalizing variable. Shown in Fig. 16 is this alternative circulation parameter with the same asymmetry parameter. As expected the data points have collapsed down to a smaller band, but more importantly there is now a clear boundary between the single and dual modes with minimal scatter of the data. The critical value of circulation normalized by plunge velocity corresponding to the bifurcation points is $\Gamma/U_p c = 1.85$. When compared to Fig. 15 the collapse of the data into a smaller band in Fig. 16 elucidates the importance of plunge velocity. This is further emphasized in Fig. 17, which shows all the trailing-edge vortex circulations for all amplitudes and angles of attack plotted against $S_{r_A}$ (effectively plunge velocity). The collapse of all the data sets onto a common parabola reinforces the significance of plunge velocity in determining the trailing-edge vortex strength. In addition this figure demonstrates the three possible bifurcation criteria: $S_{r_A} = 0.45\pm0.05$ on the x-axis, $\Gamma/U_p c = 2.60\pm0.30$ on the y-axis, and $\Gamma/U_p c = 1.85$ as a straight line with its gradient determined by:
\[
\frac{\Gamma}{U_c} = \frac{\Gamma}{\pi U_c S\alpha_c} = 1.85
\]

therefore,
\[
\frac{\Gamma}{U_c} = 1.85 \pi S\alpha
\]

This line therefore passes through the points of bifurcation with the values above being dual mode and the values below single mode. All the available data confirms the importance of this variable, however given that the data has collapsed into a relatively small band further results are necessary to substantiate this. It has previously been suggested\textsuperscript{27-30} that \(\Gamma/U_c\) can be interpreted as a dimensionless vortex formation time. This is derived from the idea that \(\Gamma\) is the peak value of circulation at shedding and therefore a size quantity, and \(U_c\) is the shear-layer feeding velocity and therefore a rate of growth quantity. Using this interpretation, it is implied that the existence of dual flow and bifurcation requires a minimum vortex formation time. To answer why will require further results and analysis.

\section*{IV. Conclusions}

Experiments were performed to measure the lift force and flow field associated with small-amplitude plunging motion of an airfoil at pre-stall, stall and post-stall angles of attack at low Reynolds numbers. For pre-stall and stall angles of attack at larger amplitudes \((a/c \geq 0.10)\) it was possible to produce two entirely different flow fields with two different values of lift coefficient at the same oscillation frequency. The mode A flow field is associated with trailing-edge vortex pairing near the bottom of the plunge motion, resulting in an upwards deflected jet that reinforces the upper surface leading-edge vortex and thus creates high lift. The mode B flow field is associated with trailing-edge vortex pairing near the top of the plunge motion, resulting in a downwards deflected jet, a weak upper surface leading-edge vortex and thus low or negative lift. The difference between the two modes was due to the initial conditions. To produce mode A it was necessary to start with a stationary airfoil, gradually increasing the frequency so as to create a pre-existing wake which is already inclined upwards. To produce the mode B flow field it is necessary to impulsively start the wing at the maximum frequency.

Analysis of the trailing edge vortices lead to two parameters which describe the wake behavior. Firstly, an asymmetry parameter is derived from the difference in circulation of the clockwise and counter-clockwise trailing-edge vortex. This parameter determines whether the flow field is mode A or B. Secondly a strength parameter is derived from the average of the circulations of the trailing edge vortices. This parameter can be expressed as a minimum Strouhal number based on amplitude, or a minimum normalized circulation. It was shown that a minimum value of the strength parameter is necessary for bifurcation to occur. The bifurcation was therefore not observed at small amplitudes due to insufficient trailing-edge vortex strength, nor at larger angles of attack due to greater asymmetry in the effective angle of attack causing an imbalance in the trailing-edge vortices which gives a natural tendency for a downward deflected mode B wake.
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Fig. 1 Experimental setup.

Fig. 2 a) Lift coefficient as a function of angle of attack for the stationary NACA 0012 airfoil; b) time-averaged velocity magnitude at $\alpha = 5^\circ$, $\alpha = 10^\circ$, and $\alpha = 15^\circ$ for Re = 10,000.
Fig. 3  Lift coefficient as a function of $S_r$ for: a) $\alpha = 5^\circ$, b) $\alpha = 10^\circ$, and c) $\alpha = 15^\circ$. Increasing frequency: solid lines and full symbols; decreasing frequency: dashed lines and open symbols.
Fig. 4 Time-averaged velocity magnitude for $a/c = 0.150$, $\alpha = 5^\circ$, and: a) $Sr_c = 1.500$ – pre-bifurcation, b) $Sr_c = 2.025$ – mode A, and c) $Sr_c = 2.025$ – mode B.

Fig. 5 Phase-averaged vorticity contour plots for the same cases as in Fig. 4. The points in the cycle are shown on the diagram to the left.
Fig. 6 Normalized peak circulation for both LEVs, and both TEVs for: $a/c = 0.150, \alpha = 5^\circ$.

Fig. 7 Phase-averaged vorticity contour plots at the top (left) and bottom (right) of the motion comparing the mode A flowfield for $a/c = 0.15, Sr_c = 2.025$ and: a) $\alpha = 5^\circ$, b) $\alpha = 10^\circ$.

Fig. 8 Phase-averaged vorticity contour plots at the top (left) and bottom (right) of the motion comparing the mode B flowfield for $a/c = 0.15, Sr_c = 2.025$ and: a) $\alpha = 5^\circ$, b) $\alpha = 10^\circ$. 
Fig. 9 Method used to determine $\alpha_{vortex}$ for the counter-clockwise TEV. It is first located in the phase-averaged data, a line of best fit is then applied giving a gradient related to $\alpha_{vortex}$.

Fig. 10 Trailing edge vortex trajectory angle for: a) $\alpha = 5^\circ$, and b) $\alpha = 10^\circ$. 
Fig. 11  Effective angle of attack as a function of Strouhal number based on amplitude. Solid line: \( \alpha_{\text{eff,max}} \), dashed line: \( \alpha_{\text{eff,min}} \). Symbols denote the point of bifurcation as determined from the force measurements.

Fig. 12  Normalized absolute circulation of the separate TEVs for a/c = 0.10 and: a) \( \alpha = 5^\circ \), b) \( \alpha = 10^\circ \), and c) \( \alpha = 15^\circ \).

Fig. 13  Vorticity contours showing the similarity of flowfields across different angles of attack for a/c = 0.150, \( Sr_c = 2.025 \) and: a) \( \alpha = 5^\circ \) - mode B, b) \( \alpha = 10^\circ \) - mode B, and c) \( \alpha = 15^\circ \).
Fig. 14  Average absolute TEV circulation as a function of Strouhal number.

Fig. 15  Normalized circulation as a function of asymmetry parameter.
Fig. 16  Circulation normalized by plunge velocity as a function of asymmetry parameter.

\[ \left( \Gamma_{T_+} + \Gamma_{T_-} \right) \frac{c}{(U_\infty d^2)} \]

- Single Mode - \( \alpha = 5^\circ \)
- Single Mode - \( \alpha = 10^\circ \)
- Single Mode - \( \alpha = 15^\circ \)
- Mode A - \( \alpha = 5^\circ \)
- Mode A - \( \alpha = 10^\circ \)
- Mode B - \( \alpha = 5^\circ \)
- Mode B - \( \alpha = 10^\circ \)

Fig. 17  TEV normalized circulation as a function of Strouhal number based on amplitude. Orange circles highlight the points of bifurcation. Grey dashed line of gradient 1.85\( \pi \) represents the bifurcation constant derived from Fig. 16.