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Abstract
To reduce sensory uncertainty, humans combine cues from multiple senses. However, in everyday life, many co-occurring cues are irrelevant to the task at hand. How do humans know which cues to ignore? And does this ability change with development?

Here we show that the ability to ignore cross-modal irrelevant information develops late in childhood. Participants performed a sound discrimination task, with or without an irrelevant visual flash, presented synchronously in front of them. Adults ignored the irrelevant visual information, while 7- to 10-year-olds responses were biased towards the flash location. Our findings show that acquiring mature cue combination mechanisms is a multifaceted process that includes learning to ignore irrelevant cues, as well as to optimally combine relevant cues.
We live in a multisensory world and our perception of it can be greatly improved by integrating multiple sensory cues to reduce sensory uncertainty (Ernst & Banks, 2002; Landy, Maloney, Johnston, & Young, 1995). For example, when crossing a road we can use both the sight and sound of an approaching car to best estimate its position. However, our perception can be deceived if we combine sensory cues that we should not. Magicians have exploited this knowledge for centuries to perform ventriloquism, a stagecraft act in which the voice coming from a person (the ventriloquist) is actually perceived as coming from another source (a puppet moving its mouth together with the voice). Although such erroneous combinations of sensory cues can result in entertaining phenomena, they can also have dangerous consequences – for example, when combining the sound of one approaching car with the sight of another. How do we know which cues to integrate and which to ignore? One way would be to ignore (filter out) sensory cues that are irrelevant to the task at hand. For example, in the example above, we ought to ignore a car parked on the other side of the road when localizing the sound of the approaching car. But how does this selective ability develop, and how does it influence cue combination across the lifespan?

Based on infant studies we know that soon after birth babies can detect and learn cross-modal spatial correspondences (Bremner et al., 2011). For example, Morrongiello, Fenwick, and Chance (1998) showed that newborn babies expected audiovisual cues to remain collocated in space even when the cues were transposed to a different location. Similarly, many studies have demonstrated that young infants are more sensitive to changes in stimuli that occur concurrently in different sensory modalities than to changes in only one modality (e.g., Bahrick, 1992; Bahrick & Lickliter, 2004; Lewkowicz, 1996, 2000). For example, Bahrick (1992) found that
infants as young as three-and-a-half months were more sensitive to temporal changes of an audiovisual stimulus, than to temporal changes in an auditory or visual stimulus alone. In other words, as formulated in the intersensory redundancy hypothesis (e.g., Bahrick & Lickliter, 2000, 2002), to learn sensory correspondences young infants appear to rely initially on stimulus properties that are not specific to one modality alone. Interestingly, however, not all amodal properties seem to have the same relevance for young infants (2 to 6 months of age), with redundancy in temporal characteristics prevailing over that in spatial characteristics (Morrongiello, Fenwick, & Nutley, 1998). This greater reliance on audiovisual synchronization over spatial colocation is still present in adults, although it is greatly reduced (Lewald & Guski, 2003). Consistent findings in support of the early ability of humans to use redundant multisensory information come from neurophysiological studies with nonhuman animals (Wallace & Stein, 1997; Wallace, Wilkinson, & Stein, 1996), as well as from neurorecording studies with human infants (Hyde, Jones, Porter, & Flom, 2010; Reynolds, Bahrick, Lickliter, & Guy, 2014). For example, studies measuring single-cell responses in kittens (Wallace & Stein, 1997) and event-related potentials in 3-month-old infants (Hyde et al., 2010) have shown increased neural responses for simultaneous audiovisual stimulation compared to either visual or auditory stimulation alone.

Beyond infancy, multisensory processing continues to mature during childhood. For example, recent studies have shown that children are less sensitive to audiovisual asynchrony than adults (Hillock, Powers, & Wallace, 2011; Hillock-Dunn & Wallace, 2012). Furthermore, several independent studies using a Bayesian ideal observer framework have shown that young children, unlike adults, fail to combine multimodal
information in order to improve their precision (Gori, Del Viva, Sandini, & Burr, 2008; Gori, Giuliana, Sandini, & Burr, 2012; Gori, Sandini, & Burr, 2012; Nardini, Bedford, & Mareschal, 2010; Nardini, Begus, & Mareschal, 2012; Nardini, Jones, Bedford, & Braddick, 2008; Petrini, Remark, Smith, & Nardini, 2014). For example, while adults can optimally combine auditory and visual information to improve their precision when performing a spatial discrimination task (Alais & Burr, 2004; Gori, Sandini, et al., 2012), children younger than 12 years of age rely predominantly on visual information (Gori, Sandini, et al., 2012). However, this visual dominance appears to be age- and task-dependent, since studies examining infants’ predictions based on sensory priming (Robinson & Sloutsky, 2004), and children’s temporal discriminations (Gori, Sandini, et al., 2012), report a converse auditory dominance.

Reconciling the high sensitivity to intersensory redundancy found in infants (Bahrick, 1992; Bahrick & Licklter, 2004) with the lack of optimal integration in young children (which in certain instances present itself as complete reliance upon one sense, e.g., Gori et al., 2008; Gori, Sandini, et al., 2012) is difficult due to a lack of studies exploring this issue. However, a first step towards a resolution would be to assume that different aspects of cue combination (intersensory redundancy and optimal integration) emerge and take precedence at different ages. That is, if young children (like infants) still rely strongly on temporal intersensory redundancy, then the presence of an irrelevant, but synchronous, visual event should bias their judgement of sound discrimination. This in turn would result in children exhibiting suboptimal integration (due to children attributing too much weight to the irrelevant but synchronous information). Such an account would also fit well with the recalibration theory proposed by Gori and colleagues (e.g., Gori et al., 2008; Gori, Sandini,
Martinoli, & Burr, 2010), which states that visual information may be used to calibrate other modalities for spatial tasks (e.g., discriminating objects’ orientation) during early childhood. That is, if young children do use visual information to calibrate other sensory cues in spatial tasks, then they would not be able to discount or ignore visual information even when it is irrelevant.

Evidence showing that the ability to filter out irrelevant information increases with age has been limited so far to within-modality studies using flankers or auditory noise (Ridderinkhof, van der Molen, Band, & Bashore, 1997; Shepp & Barrett, 1991; Tipper, Bourque, Anderson, & Brehaut, 1989, Jones, Moore, & Amitay, 2015). Here we examine how selective the integration of multisensory information is during childhood, by testing whether 7--10 year old children and adults could ignore, and so avoid integrating, irrelevant but synchronized multisensory information. We investigated this using an auditory spatial discrimination task with or without a spatially displaced but temporally synchronous task-irrelevant visual cue. We hypothesized that if children’s suboptimal integration does not depend at all on their inability to ignore irrelevant synchronous information, then they should perform well on such a task (i.e., they would attribute little or no weight to the irrelevant information). In contrast, if children’s suboptimal integration does in part depend on their inability to ignore the irrelevant synchronous information, then they should perform badly on such a task (i.e., they would over-weight the irrelevant information).

Method

Participants
Seventeen children (7 to 10 years; 9 females and 8 males), and 15 adults (19 to 38 years; 9 females and 6 males) with normal sight and hearing participated. Participants, recruited by leaflets and press advertisements, were from a socially and ethnically diverse population in central London, UK. The data were collected from June 2012 to September 2013. Sample size was selected based on previous studies using similar paradigms that have fitted psychometric functions to children’s data (i.e., using a high number of trials with children; see for example Barutchu et al., 2010; Gori et al., 2008; Gori, Sandini, et al., 2012; Nardini et al., 2008). Adults and children’s parents or guardians gave informed consent to participate, and the study received ethical approval from the research ethics board of University College London.

Procedure

Figure 1 shows the experimental set up. Participants were seated comfortably in front of a computer screen at a distance of 1.7 meters. Nine loudspeakers were positioned along the azimuth, at a constant distance from both the participant (1.7 meters) and each other (13 cm). On each trial participants fixated a cross (2.5 x 2.5 cm) at the centre of the screen, and were then presented with two sounds (1000 Hz pure tones of 75 dB SPL, lasting 100 ms). The standard sound was always played through the speaker positioned in the middle (i.e., the fifth speaker, see Figure 1).
Figure 1. Experimental set-up. Nine speakers were positioned at equal distances to the observer, on the right side of a computer screen in a semicircle. The comparison sound could be presented either with or without a synchronous flash (the irrelevant cue), presented directly in front of the observer. The standard sound was always played by the speaker positioned in the middle (see plan view representation on the left). The comparison sound (probe) could be played by any of the nine speakers. The observer judged which sound (the standard or the comparison) was closer to the monitor, either in a noiseless environment or one in which all speakers played added auditory pink noise.

The comparison sound was played through any one of the nine speakers and its presentation was counterbalanced across trials. The standard and comparison sound were separated by 300 ms and their order of presentation was counterbalanced in pseudorandom order across the whole experiment (i.e., in half of the trials the standard was played first and then after 300 ms the comparison was played, in the other half of the trials the opposite occurred). The experiment consisted of two blocks (noiseless and noisy) of 180 trials, for a total of 360 trials. Within each block, trials were uniformly distributed across nine sound locations (positions of the speakers) and two visual conditions (presence and absence of the flash), and these conditions were
randomly interleaved. During the noisy block, both standard and comparison sound were combined additively with a random sample of pink noise. Pink noise is a random noise similar to the white noise (e.g., the ‘static’ caused by a detuned radio), but more pleasant to listen to due to the attenuation of high-frequency components. The pink noise was played from all nine speakers and had an intensity equal to 1/10 of either the standard and comparison sound. The standard and comparison sounds were identical except for spatial location, as shown in Figure 1. On each trial, the pink noise onset was 300 ms before the onset of the first sound and ended after the second sound. The noisy auditory condition was included for two reasons: 1) to exclude the possibility that age-related differences in the use of the visual irrelevant cue depended solely on differences in sound discrimination threshold; 2) to examine if the use of the visual irrelevant cue increased with the decrease in reliability of the relevant cue (less discriminable sound). The two visual conditions consisted of one in which both the standard and comparison sound were presented alone, and another in which the standard sound was presented alone while the comparison sound was presented together with a synchronous white flash (17 cm in diameter, 100 ms in duration) in the centre of the screen. In each trial the single flash was perfectly synchronised with the sound in onset, offset and duration. Synchronization in sound and flash presentation was achieved using a Focusrite Saffire PRO 40 sound card in conjunction with the Matlab Psychtoolbox ‘PsychPortAudio’ ASIO interface (Brainard, 1997; Pelli, 1997).

We asked participants to report verbally which of the two sounds was closer to the monitor. Participants underwent short practice runs separately for the noiseless and noisy conditions. Practice consisted of a few repetitions (a minimum of four, further
repeated if needed) of the easiest spatial discrimination trials – those using the first or ninth speaker; Figure 1). This initial practice made sure that the task was clear to participants, and that they had experience of the flash as an irrelevant stimulus.

**Results**

To test whether children, in contrast to adults, would be unable to ignore irrelevant visual information, we asked 7- to 10-year-old children and adults to perform a sound discrimination task, with or without an irrelevant visual flash presented synchronously in front of them. Participants judged whether the first or second tone in a pair was closer to the monitor. In each trial one tone was the standard sound (always played by the speaker positioned in the middle), while the other was the comparison sound (played by any one of the nine speakers). The proportion of trials in which the comparison sound was judged to be closer to the monitor than the standard (0 on the abscissa in Figure 2) was fitted with a cumulative Gaussian independently for each individual. Figure 2a and 2b (left panels) present the psychometric fits for a representative child and adult participant, obtained using psignifit 2.5.6 (see http://bootstrap-software.org/psignifit/), a software package that implements maximum-likelihood parameter estimation. The point at which the psychometric function intersects the 50% correct point on the ordinate is the point of subjective equality (PSE). The slope parameter of the functions provides a measure of the spatial discrimination sensitivity (steeper slope = more sensitive). As an exclusion criterion we used the sound only threshold in both noiseless and noisy conditions (i.e., as that was the parameter of interest, used to determine the relative weight observers gave to auditory and visual information, see Weight Analysis, below). The data of two children and two adults were excluded as their performance was at chance level in
either sound only (noiseless) or sound only with pink noise (noisy) conditions.

**Threshold analysis**

We first examined the effect of age on spatial discrimination thresholds for auditory-only stimuli in the two auditory noise conditions (no noise, pink noise). Figure 2c (left panel) shows that thresholds were higher for children than for adults, and higher with noise than without. A mixed model factorial ANOVA with age as a between-subjects factor and noise condition as within-subjects factor revealed significant main effects of age, \( F_{(1, 30)} = 66.217, p < 0.001 \), and noise condition, \( F_{(1, 30)} = 20.847, p < 0.001 \), and a significant interaction, \( F_{(1, 30)} = 9.141, p = 0.005 \). Paired-samples \( t \)-tests showed that children had significantly lower thresholds in the noiseless than the noisy condition, \( t_{16} = -4.404, p < 0.001 \), while adults did not differ between conditions, \( t_{14} = -1.835, p = 0.088 \). Independent-samples \( t \)-tests showed that children had significantly higher thresholds than adults under both noiseless, \( t_{30} = 4.901, p < 0.001 \), and noisy, \( t_{30} = 8.192, p < 0.001 \), conditions.

**Weight analysis**

We next examined the effect of age and noise level (without added noise and with added pink noise) on the relative weight attributed to the auditory cue (relevant cue) during the sound+flash condition (see the Supplemental Material for details of how the weights were calculated and for the Matlab code). Figure 2c (right panel) indicates that children weighted the irrelevant visual cue nearly as much as the relevant auditory cue (mean auditory weights just over 0.5). Conversely, adults largely ignored the visual cue (mean auditory weights close to 1). A mixed model factorial ANOVA with age as a between-subjects factor and noise condition as within-subjects factor
revealed a significant main effect of age, $F_{(1, 30)} = 15.946, p < 0.001$, no main effect of noise condition, $F_{(1, 30)} = 0.372, p = 0.547$, and no interaction, $F_{(1, 30)} < 0.001, p = 0.985$.

Figure 2. (a). Data from a child in the noiseless condition (1st in Figure 3, top panel). (b). Data from an adult in the noiseless condition (14th adult in Figure 3, bottom panel). Diagrams plot the proportion of ‘closer’ responses given to the comparison sound for two experimental conditions (dashed = sound +
flash; dotted = sound only). The monitor image indicates the screen position with respect to the
speakers. Solid vertical lines in the left panels represent the point of subjective equality (PSE) obtained
by fitting a cumulative Gaussian function to the data (dashed and dotted lines). For the child, this point
fell outside the range tested for the sound + flash condition. The diagrams on the right show the same
data, but here the sound+flash is fitted by a model (see equation 1 in the supplemental material)
estimating the observer’s auditory weight $\omega_{aud}$, which determines where this curve lies between those
predicted by use of vision only (solid horizontal line on top) vs. sound only (dotted line). The child in
Fig 2a (right) is best fitted with an auditory weight of 0.34 (i.e., the dashed sound+flash line is closer to
the solid flash line), the adult in Fig 2b (right) with an auditory weight of 0.75 (i.e., the dashed
sound+flash line is closer to the dotted sound line). Since weights must sum to 1, the visual weight for
each participant is $1 - \omega_{aud}$. The diagram on the left plots children’s and adults’ mean thresholds for
the sound only condition (obtained from the slope of the dotted cumulative function) in the auditory
noiseless and noisy condition. The diagram on the right plots children’s and adults’ mean auditory
weight (i.e. the weight attributed to the relevant cue) in the auditory noiseless and noisy condition,
respectively. The error bars represent the standard error of the mean.

The mean weight attributed by children to the auditory cue (the relevant cue) during
the sound+flash condition was not significantly different from 0.5 in either the
noiseless, $t_{16} = 0.917$, $p = 0.373$, or noisy condition, $t_{16} = 0.619$, $p = 0.545$. In contrast,
the mean weight attributed by adults was significantly different from 0.5 in both
noiseless, $t_{14} = 15.358$, $p < 0.001$, and noisy, $t_{14} = 15.970$, $p < 0.001$. These results
indicate that children’s greater reliance on irrelevant visual information was not a
consequence of their poorer auditory-only threshold. If children’s high weighting for
vision was explained by a lack of reliability in the auditory cue, then they should have
weighted the visual cue even more during the noisy condition. However, although the
noisy condition gave higher auditory-only thresholds (Fig 2c, left), children did not
weight vision differently in this condition as compared with the noiseless condition (Fig 2c, right).

**Correlation analysis**

We used two-tailed Pearson’s correlation analyses to ask whether individual children’s auditory weights were predicted by their auditory thresholds: they were not, in either noiseless, \( r = 0.044, p = 0.876 \), or noisy, \( r = -0.223, p = 0.424 \), conditions. Adults had weightings close to ceiling, 1, and so did not have the dispersion needed for a correlation analysis (see Figure 3).

![Correlation analysis](image)

*Figure 3.* Weight attributed to the auditory cue in the sound+flash condition by each individual child (top panel) and adult (bottom panel) for noiseless (white bars) and noisy (black bars) blocks, respectively. The average data are plotted in Figure 2c right panel.
The results indicate that children’s weighting of the irrelevant visual cue was not driven by the reliability of the auditory cue. The fact that children do not weight multimodal cues proportionally to their reliability is consistent with previous findings using task relevant cues (e.g. Gori et al., 2008; Nardini et al., 2008; Petrini et al., 2014), and with findings demonstrating that decreasing sound reliability by adding noise does not facilitate integration (Barutchu et al. (2010). Finally, a directional (one-tailed) Pearson’s correlation analysis revealed that within the child group, the weight attributed to the relevant auditory cue increased with age, $r = 0.318$, $p = 0.034$. Bias corrected bootstrap 95% confidence intervals for $r$ were [0.035, 0.580]. As weights sum to 1, this means that the relative weight given to the irrelevant cue decreased with age.

**Discussion**

The results indicated that children, in contrast to adults, weighted an irrelevant visual cue as much as a relevant auditory cue when discriminating between different locations of a sound. Hence, children performed poorly in a task that required ignoring irrelevant visual information. Furthermore, the weight attributed by children to the irrelevant visual cue decreased with age.

Our findings show that acquiring mature cue combination mechanisms is a multifaceted process, and that the late development of optimal cue combination for relevant information (e.g. Gori et al., 2008; Gori, Sandini, et al., 2012; Nardini et al., 2012; Nardini et al., 2008; Petrini et al., 2014) is paralleled by a late development of mechanisms selecting cues for combination. Being able to keep sensory information separate (Nardini et al., 2010) may be adaptive when the body is growing, as each
sense needs to be continuously recalibrated (Burr, Binda, & Gori, 2011). Our results support the recalibration theory by Gori and colleagues in that keeping cues separate could be adaptive for calibrating other sensory cues with vision, especially in spatial tasks (e.g., Burr et al., 2011; Gori et al., 2008; Gori et al., 2010).

In our task, young children relied on vision in a spatial localization task for which vision was not informative. Their over-weighting of irrelevant visual information demonstrates that children are poor multisensory selectors. Our findings of an immature multisensory selection mechanism in young children is in agreement with the findings of Innes-Brown et al. (2011) in the temporal domain. Innes-Brown et al. (2011) found that children were more susceptible than adults to the flash-beep illusion (Shams, Kamitani, & Shimojo, 2000), in that they were more affected by the number of beeps when judging the number of flashes. That is, they relied on auditory information in a visual task for which audition was not informative. In both these studies, children over-relied on the “dominant” modality – the one that would in normal circumstances be the most useful for the task: vision for spatial localization in the present study, and audition for temporal judgments (number of brief events) in Innes-Brown et al (2011).

These results can also be related to those reported for the McGurk effect (i.e., an illusion inducing the perception of a third new utterance 'da', by combining the video of a speaker pronouncing 'ga' with a superimposed sound of 'ba'; McGurk & MacDonald, 1976), for which children have been found to be less susceptible than adults (McGurk & MacDonald, 1976). Children’s lower susceptibility to this illusion indicates that they rely relatively more on audition and less on vision. In the McGurk
effect, audition is the “dominant” modality, in the sense that it would usually tend to be most useful for the task. Overall then, results from all three studies indicate that children’s cue selection is less flexible than that of adults, and is consistent with use of a “default” weighting that relies on cues that would normally be expected to be most useful. With development comes the ability to calibrate this reliance on different cues appropriately to specific sensory situations.

During infancy humans combine multiple senses by strongly relying on intersensory redundancy (Bahrick, 1992; Bahrick & Lickliter, 2002, 2004). Infants and later young children find synchronous redundant stimuli across visual and auditory modalities very salient. However, later in childhood multisensory processing continues to be refined in many ways before it becomes adult-like. For example, children become able to weight cues proportionally to their reliability (Gori et al., 2008; Gori, Sandini, et al., 2012; Nardini et al., 2012; Nardini et al., 2008; Petrini et al., 2014), and to increase their multisensory selectivity (Hillock et al., 2011; Hillock-Dunn & Wallace, 2012; Innes-Brown et al., 2011) to optimize precision. Here we show that despite the presence of individual differences among children and adults, which are very common in developmental literature on cue combination (e.g., Gori et al., 2008; Nardini et al., 2012; Petrini et al., 2014), children’s ability to ignore a visual irrelevant but temporally redundant information is much poorer. Our findings suggest that during early childhood there is a shift from associating cues based on simple heuristics, such as temporal co-occurrence (mechanism prioritized during infancy: Bahrick & Lickliter, 2000, 2002; Hyde et al., 2010; Lewkowicz, 1996, 2010), to combining cues using more complex integration models, and thus increasing the behavioral gain (Ernst & Banks, 2002) afforded by these previously learned
associations. Changes in levels of cue selectivity across the lifespan could be used as a marker to examine the progression across different stages of cue combination thus filling the currently existing gap in developmental knowledge.

To understand fully how multisensory mechanisms develop during childhood, we must study them in more complex and naturalistic settings where both relevant and irrelevant cues are present. This would also require the inclusion of an additional parameter – determining the extent to which cues are integrated or segregated – to the standard Bayesian model of cues combination (Ernst & Banks, 2002; Landy et al., 1995). The causal Bayesian inference model described by Kording et al. (2007) does take this new parameter into account to create an optimal Bayesian observer that not only infers the best sensory estimates from two sensory signals (i.e., inferring the source location from two sensory signals) but also whether the signals have a common cause. This kind of model may be tested in future to account for the differences between children and adults shown here.

At this stage we do not know whether the filtering of irrelevant sensory cues and the integration of the relevant cues is supported by the same brain mechanisms, and whether they share the same time courses and neural substrates during development. However, the finding that children’s suboptimal integration may in part depend on their inability to ignore the irrelevant synchronous information suggests that there may be some overlap in brain processing. Building on recent studies examining the neural correlates of audiovisual speech processing (Reynolds et al., 2014) future neuroimaging and neurophysiological studies could help to answer these fundamental questions, by comparing children’s and adults’ neural activity in the presence and
absence of relevant and irrelevant cross-modal information. Knowing more about sensory selection and integration mechanisms will be of paramount importance for designing successful rehabilitation and treatment for congenital and acquired sensory deficits (Bebko, Weiss, Demark, & Gomez, 2006; Gogate, Maganti, & Perenyi, 2014; Lawson, Ruff, Mccartondaum, Kurtzberg, & Vaughan, 1984). For example, rehabilitation techniques using unimpaired senses to promote calibration during development (Gori, Sandini, Martinoli, & Burr, 2014) could be accompanied by rehabilitation aimed to help the development of multisensory selection mechanisms.
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