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Hüseyin Koçak
Blow-up and global self-similar solutions of the semilinear dispersion equation

\[ u_t = u_{xxx} + \mu(|u|^{p-1}u)_{xx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad p > 1, \]

with sufficiently good initial data \( u(x, 0) = u_0(x) \) in \( \mathbb{R} \), for \( \mu = \pm 1 \), are studied. This equation represents a kind of shallow water model, where, unlike the classical KdV and mKdV equations, the leading nonlinear operator is of the second order, meaning unstable, stable, and “semi-stable” (e.g., for the term \( \pm(u^2)_{xx} \)). Actually, such an approximation implies that second-order diffusion-like (or forward and backward “porous medium operators”) play a leading and key role in contrast to more standard first-order ones.

There are various numerical and analytical challenges in order to observe admissible profiles due to the highly oscillatory nature of the problem, in contrast to parabolic equations. The classification of the solutions governed by self-similarity is given in terms of the initial data, \( p \) and \( \mu \), where the numerical experiments play a key role. A reliable numerical algorithm for large step sizes, called an exponentially fitted Runge–Kutta (EFRK) method, is proposed for the corresponding second-order ODE of the first critical exponent \( p = p_0 = 2 \) and the second Painlevé equation related to the KdV equation.

Lastly, single-point blow-up similarity solutions for nonlinear extension of the problem,

\[ u_t = (|u|^n u)_{xxx} \pm (|u|^{p-1}u)_{xx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad n > 0 \quad \text{and} \quad p > n + 1, \]

is very briefly studied. Although the studies on nonlinear dispersion equations have been popular in the mathematical literature for at least the last fifty years, these third-order equations were not investigated in the literature in the sense of self-similarity.
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1.1 Third-order models to study and methodology

In this thesis we study the blow-up and global similarity solutions of the semilinear dispersion PDE,

\[ u_t = u_{xxx} \pm (|u|^{p-1}u)_{xx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad p > 1, \quad (1.1) \]

with bounded initial data which decays suitably to zero at spatial infinity,

\[ u(x, 0) = u_0(x) \quad \text{in} \quad \mathbb{R}. \quad (1.2) \]

Asymptotic behaviour of the model equation (1.1) incorporating the third and second-order derivatives with nonlinearity are intriguing since it has well-known “neighbouring” equations, such as the KdV and Cahn-Hilliard equations, which will be mentioned in the next chapter. The ‘+’ case and ‘−’ case will imply the sign of the nonlinear term in PDE (1.1). Considering the equation (1.1) with the initial data (1.2) as a Cauchy problem (CP), we introduce the self-similar solution, which has the form

\[ u(x, t) = (\sigma(T - t))^\alpha \theta(y, \tau), \quad y = x/(\sigma(T - t))^\beta, \quad \tau = -\sigma \ln (\sigma(T - t)), \quad (1.3) \]
where $\sigma = \pm 1$, $T$ is the unknown blow-up time (we will generally take $T = 0$ for convenience), $\alpha < 0$ and $\beta > 0$ are parameters (irrelevant with the initial data, $\sigma$ and $T$) to be determined. We study the blow-up self-similar (also known as backward self-similar) solutions as $t \to T^-$ when $\sigma = 1$, and the global self-similar (also known as forward self-similar) solutions as $T < t \to \infty$ when $\sigma = -1$. Indeed, for $\sigma = \pm 1$, we study the asymptotic behaviour, as $\tau \to \infty$, of the solution $\theta = \theta(y, \tau)$ satisfying the rescaled PDE. If $\theta$ converges to some steady state as $\tau \to \infty$, then the independent of $\tau$ stationary solution $f(y) \equiv \theta(y, \tau)$ satisfies the corresponding rescaled ODE. By substituting (1.3) into (1.1), and equating powers of ($\sigma(T-t)$), we obtain the values of $\alpha < 0$ and $\beta > 0$. Formally, the blow-up solution is called single-point for $\beta > 0$, regional for $\beta = 0$ and global for $\beta < 0$. For proposed equations (1.1), we essentially study the single-point self-similar solutions blowing-up at $t = T$ and the origin $x = 0$, i.e., the blow-up set, which will be described in the next chapter, contains the origin only. Due to strong localization phenomenon in the formation of single-point singularity, in general, the boundary conditions are asymptotically irrelevant.

Hence, in this thesis, we mainly focus on the Cauchy problem for (1.1) with (1.2). The first critical exponent $p_0 = 2$ is obtained using mass conservation. As a pleasant surprise, we also find the second critical exponent $p_1 = 3/2$ by conservation of the first moment. The order of the corresponding rescaled ODE can be reduced by integration for $p_0$ and $p_1$, in contrast to other critical exponents $p = p_k = 1 + 1/(k + 1)$, $k > 1$. Because of the highly oscillatory tail of solutions for $p > 1$, which is a problem not available for parabolic PDEs, it is not easy to observe reliable similarity profiles analytically and even numerically. A delicate analysis must be done in order to distinguish admissible solutions. Numerical experiments play important role in our study to analyse the problem. A formal instability, invariant subspace behaviour and bifurcation points analyses are also presented. The behaviour of solutions are classified in terms of mass, $p$ and the sign of the nonlinear part.

We have replaced

$$u^p \mapsto |u|^{p-1}u$$

(1.4)

in (1.1) for solutions of changing sign. Although (1.4) is irrelevant for the solutions that remain non-negative, this form allows us to also consider solutions that may change sign, and discuss importance of partially or completely negative solutions (which actually have less physical significance) in the Cauchy problem. Nevertheless, we also pay attention to the Cauchy problem for the analytical form
of (1.1) one can see that \( u_{t} = u_{xxx} \pm (u^p)_{xx} \) in \( \mathbb{R} \times \mathbb{R}_{+} \), \( p > 1 \). (1.5)

A fully nonlinear extension of the semilinear equation (1.1) can be given as

\[
\frac{u_t}{(u^n)_{xxx}} \pm (|u|^{p-1}u)_{xx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_{+}, \quad n > 0 \quad \text{and} \quad p > n + 1. \tag{1.6}
\]

For the Cauchy problem, intuitively speaking, a continuous homotopic deformation (homotopy limit or homotopy connection), as \( n \to 0^+ \), can be performed to connect the semilinear equation (1.1), in order to either use or find its properties, such as admissible highly oscillatory behaviour. We refer to [23, Section 4.2.6] and [48, pp. 1801–1803] for extra details and applications of the solutions of changing sign. We will very briefly discuss the similarity solutions of (1.6) numerically.

### 1.2 Main results and structure of the thesis

Before moving on to presenting new studies, we begin with a detailed literature review in Chapter 2. We firstly visit some well-studied models of the third-order PDEs with their psychical applications. Finite time blow-up and the role of self-similarity in the evolution PDEs are discussed in Section 2.2. Recent results for “neighbouring” models of the semilinear PDE (1.1), such as the Cahn-Hilliard equation, the semilinear PDE with absorption and the KdV equation, are mentioned in Section 2.2.1.

In Chapter 3, we begin the actual study with the blow-up similarity solutions for the unstable ‘−’ case of semilinear PDE (1.1), with the first critical exponent \( p = p_0 = 2 \), which is determined by using conservation of mass, i.e.

\[
\frac{u_t}{(u^2)_{xxx}} = -(|u|u)_{xx}. \tag{1.7}
\]
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We also pay attention to the analytical form of the above equation, which is the “semi-stable” case,

\[ u_t = u_{xxx} - (u^2)_{xx}. \] (1.8)

After constructing the exact blow-up self-similar form for (1.7) as

\[ u(x, t) = (T - t)^{-1/3} f(y), \quad y = x/(T - t)^{1/3}, \] (1.9)

where \( T \) is the unknown blow-up time (we take \( T = 0 \) for convenience), we arrive the following ODE

\[ f''' - \frac{1}{3} f - \frac{1}{3} y f' - (|f|f)' = 0. \] (1.10)

We particularly look for the profiles \( f = f(y) \) that are suitably decaying at infinity. On the other hand, by recalling the global self-similarity form

\[ u(x, t) = (t - T)^{-1/3} f(y), \quad y = -x/(t - T)^{1/3}, \] (1.11)

for the stable ‘+’ case,

\[ u_t = u_{xxx} + (|u|u)_{xx}, \] (1.12)

we arrive at the same ODE (1.10). This actually means that the blow-up similarity profiles of (1.7) will also be representing the global similarity profiles of (1.12). Fortunately, the third-order ODE (1.10) can integrated once for \( p = p_0 = 2 \) to obtain

\[ f'' - \frac{1}{3} y f - (|f|f)' = 0. \] (1.13)

We pay attention to the above second-order ODE with zero integration constant, in order to obtain conservative profiles. However, we also briefly discuss the behaviour when the integration constant is non-zero. After the discussion on the asymptotic and algebraic solutions of the corresponding ODEs, the numerical construction is given. According to the numerical experiments and perturbation results on the second-order ODE, we establish that there exists an unbounded continuous family of blow-up self-similar profiles parameterized by initial mass for the unstable ‘−’ case (1.7). However, such an existence result is not valid for large enough negative initial mass for the “semi-stable” case (1.8) (i.e. analytical form of (1.7)). The behaviour of profiles is carefully explained, which is also supported by figures.

In Chapter 4, we study the blow-up similarity solutions of (1.12), i.e. the stable ‘+’ case of semilinear PDE (1.1) with the first critical exponent \( p = p_0 = 2 \).
Constructing the blow-up similarity form (1.9) for (1.12) and integrating the corresponding ODE once yields

\[
f'' - \frac{1}{3} y f + (|f|f)' = 0.
\] (1.14)

Similar to the previous chapter, recalling the global similarity form (1.11) for (1.7) yields the same ODE (1.14), which means that the blow-up similarity profiles of (1.12) will be representing the global similarity profiles of (1.7). Numerical and perturbation results suggest the non-existence of blow-up self-similar profiles of (1.12) parameterized by initial mass. A detailed explanation with figures is given in order to classify such behaviour carefully.

Chapter 5 contains an efficient numerical technique, which is called an exponentially fitted Runge-Kutta (EFRK) method, with large step sizes for the prototype of the second-order ODEs studied in this thesis. Derivation of the method with suitable reference sets and parameters is given. We apply the proposed method to the second Painlevé equation, which is related to the KdV equation, and the analytical form of (1.14). We show that the EFRK method is more efficient to catch the certain behaviour of the problem for large step sizes, in comparison to the classical fourth-order Runge-Kutta method. The results of this chapter appear in the paper ‘Numerical study of the asymptotic of the second Painlevé equation by a functional fitting method’ (with U. Erdoğan, 2014) published in the Mathematical Methods in the Applied Sciences.

In Chapter 6, we study the semilinear dispersion PDE (1.1) for arbitrary values of \( p > 1 \). Fortunately, we also simplify the rescaled third-order ODE by integration for the second critical exponent \( p = p_1 = 3/2 \), where the first moment is formally conserved. Existence and non-existence of similarity profiles for \( p = p_1 = 3/2 \) are numerically obtained, similar to the first critical exponent case \( p = p_0 = 2 \) in Chapter 3 and 4. We next visit the spectral properties of the rescaled linear operator, which is used in the stability analysis of the linearisation of the rescaled PDE for arbitrary values of \( p > 1 \). Stability, invariant subspaces and bifurcation points analysis are given, under some assumptions, in order to give characteristics of the observed rescaled solutions. However, such analysis remains open due to the lack of integral calculation for growing oscillatory tails. Algebraic solutions of the rescaled ODE are mentioned, in order to enlighten non-symmetric (to 0) oscillatory tails, which are observed in the numerical results for \( p > 1 \). The behaviour of the rescaled ODE for arbitrary values of \( p > 1 \) is
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given with figures, which suggest the existence of similarity solutions close to the critical exponents \( p = p_k = 1 + 1/(k+1), \ k = 2, 3, \ldots \). Lastly, some aspects on the original semilinear PDE are discussed according to the experiments from analysis of the rescaled ODEs. We also illustrate some numerical results for the original PDE for \( p > 1 \). For instance, for \( p = p_0 = 2 \), we observe an admissible non-zero stationary global similarity solution for the ‘+’ case of the rescaled PDE, which is one of the obtained similarity profiles in Chapter 3.

Chapter 7 briefly looks at the similarity solutions of the nonlinear dispersion equation (NDE) (1.6). Firstly, some well-known NDEs are visited. In particular, we study the critical case \( p = n + 2, \ n > 0 \), where we can simplify the rescaled nonlinear equation by integrating once. We briefly present some aspects, such as existence of the blow-up similarity profiles for the ‘−’ case and the non-existence for the ‘+’ case with given initial condition, on the behaviour of similarity profiles of the corresponding ODE, especially as \( n \to 0^+ \) and \( n \to \infty \), by using mathematical and numerical tools. The achieved results in Chapter 3, 4, 6 and 7 are in preparation for publication with C. J. Budd and V. A. Galaktionov.

Chapter 8 concludes with an overview of the achievements and limitations in the thesis. Future possible research topics, with planned ones, are also stated.

Appendix A briefly gives some comments on the similarity solution of the semilinear dispersion equation with absorption, which is studied in [21]. Algebraic solutions and numerical illustrations are given, in order to enlighten previous (and possible future) studies.
2.1 A general semilinear third-order model and related equations

In recent years, there have been various notable contributions to both the theory and applications of partial differential equations (PDEs) of the form in [1, 2],

\[ u_t = u_{xxx} + F(u, u_x, u_{xx}). \]  

(2.1)

The classical and most studied example is the generalised Korteweg-de Vries (gKdV) equation [5],

\[ u_t = u_{xxx} + (u^p)_x, \]  

(2.2)

where \( p > 1 \) is an integer. We essentially obtain the KdV equation with \( p = 2 \) and the modified KdV (mKdV) equation with \( p = 3 \). These are completely integrable and have many applications to physics, e.g. the evolution of long waves in shallow water. Birth process of the KdV began with the experiments in long shallow basins by J. S. Russel in 1834 [3], followed by the mathematical investigations by Boussinesq in 1872 [4] and ended with the article by Korteweg and De Vries in 1895 [5]. The best known class of special solutions of the KdV equation are solitary waves (or more precisely, solitons) that are localised (asymptotically constant at infinity) and travel at constant speed without change in its shape (initial profile). Global existence and uniform boundedness for the solutions of the gKdV equation in \( H^1 \) (which, from the conservation laws, appears as a
natural space to study the solutions) are well known for $p < 5$, which is called mass-subcritical case [6]. The energy (see (2.38)) for (2.2) is always supercritical, but the mass ($L^2$-norm, see (2.38)) is supercritical for $p > 5$ [7]. The mass-supercritical case is still very unclear. Blow-up in finite time may occur for $p > 5$, however existence of such blow-up solutions in $H^1$ is still an open problem. The case $p = 5$ is called mass-critical ($L^2$-critical) [8] with global existence results for sufficiently small initial mass in [9], and finite time blow-up solutions existence in [10]. Therefore self-similar blow-up solutions may be studied for $p \geq 5$, such as numerical studies in [11, 12, 13, 14, 15]. Let us also mention global well-posedness for small initial data in the homogeneous Besov space (which is slightly larger than the homogeneous Sobolev space) for the gKdV equation (where $u^p \mapsto |u|^{p-1}u$), when $5 \leq p \in \mathbb{R}$ [16]. It is also well known that the KdV equation can be reduced to the second Painlevé equation via similarity for $m$, which is discussed in Chapter 5. The KdV type equations play an important role in understanding linear and nonlinear dispersive behaviour of other more complicated problems. A detailed history and properties of the KdV equation can be found in [17, 18, 19, 20].

Recently, asymptotic large-time and small-time behaviour of the linear dispersion equation (Airy equation)

$$u_t = u_{xxx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+,$$  

(2.3)

and self-similar solutions of the semilinear dispersion equation

$$u_t = u_{xxx} - |u|^{p-1}u \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad p > 1,$$  

(2.4)

were studied in [21]. A class of similarity solutions called very singular solutions (VSSs) for $1 < p < p_0$, where the critical Fujita exponent $p = p_0 = 4$, were discussed. Additionally, Hermitian spectral theory for the linear dispersion equation was developed in [21], in order to enlighten bifurcations, branching and asymptotic behaviour of the related semilinear and nonlinear equations, such as

$$u_t = (|u|^n u)_{xxx} \quad \text{and} \quad u_t = (|u|^n u)_{xxx} - |u|^{p-1}u \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+,$$  

(2.5)

where $n > 0$ and $p > n + 1$ are fixed exponents [22]. Global self-similar solutions governed by nonlinear eigenfunctions for the first equation and very singular similarity solutions for the second equation of (2.5) respectively were studied in
Moreover, studies on higher-odd-order analogies of (2.3), (2.4) and (2.5) can also be found in [21, 22].

A third-order PDE with a quadratic operator

\[ u_t = \alpha u_{xxx} + \beta(u_x)^2 + \gamma u^2, \]  

is studied in [23, Chapter 4], in order to obtain exact periodic solutions via an invariant subspaces (trigonometric one) method. For \( \alpha = \beta = \gamma = 1 \), essentially for the KdV equation with source, an explicit self-similar solution appears as

\[ u(x,t) = \frac{1}{T - t} \cos^2 \left[ \frac{1}{2} (x - t) \right], \]  

where \( T > 0 \) is the finite blow-up time. This is called a blow-up soliton solution that moves with constant unit speed and blows-up as \( t \to T^- \) everywhere excluding the points \( x_k = T + \pi(2k + 1), \, k = 0, \pm 1, \pm 2, ... \), where \( u(x,T^-) = 0 \) [23]. Blow-up problems for higher odd-order type of (2.6) are still open.

Studies on the model equations incorporating odd and even-order derivatives with nonlinearity are also intriguing. Let us cite a nonlinear dispersive-dissipative entity \( DD(k, m, n) \) [24]

\[ u_t + a(u^m)_x + (u^n)_{xxx} = \mu(u^k)_{xx}, \quad a, \mu = \text{const.}, \]  

which is a combination of the fully nonlinear variant of the KdV equation \( K(m, n) \) [25]

\[ u_t + a(u^m)_x + (u^n)_{xxx} = 0, \]  

and a family of fully nonlinear Burgers equation \( B(m, k) \)

\[ u_t + a(u^m)_x = \mu(u^k)_{xx}. \]  

A brief discussion about nonlinear dispersion equations (NDEs) will be given in Chapter 7. A classic example of \( DD(k, m, n) \) is the KdV-Burgers (KdVB) equation,

\[ u_t + uu_x + bu_{xxx} = \mu u_{xx}, \]  

which is not integrable in contrast to both the KdV equation \( (\mu = 0) \) and Burgers equation \( (b = 0) \). The KdVB equation arises as a model equation in many different scientific applications, such as the propagation of waves on liquid-filled elastic
tubes [26], the behaviour of magneto-acoustic waves in a cold plasma in the
presence of effective electron-ion collisions [27], the flow of liquids containing gas
bubbles [28], turbulence [29] and ferroelectricity [30, 31]. Another example is the
Sharma-Tasso-Olver (STO) equation [32, 33],
\[ u_t + \alpha (u^3)_x + \frac{3}{2} \alpha (u^2)_{xx} + \alpha u_{xxx} = 0, \] (2.12)
which is integrable and appears in some scientific applications, especially with
multi-kink solutions [34, 35]. Let us briefly point out the right hand side of (2.8)
via following the porous medium equation (PME),
\[ u_t = \mu (|u|^{k-1}u)_{xx}, \] (2.13)
where \( k > 1 \) and \( \mu = \pm 1 \). It is called forward in time when \( \mu = 1 \) and backward in time PME when \( \mu = -1 \). In the case of \( \mu = 1 \), a general existence theory
for the non-negative solution \( u(x, t) \) of (2.13) with suitable initial data in \( L^p(\mathbb{R}) \),
\( 1 \leq p \leq \infty \), is well established [36]. For \( \mu = -1 \), the problem is not well-posed
and the solution \( u(x, t) \) or its derivatives blow-up in arbitrarily small times [37].
It is also worth mentioning that (2.13) is called the Fast Diffusion equation (FDE)
when \( 0 < k < 1 \), which is also well investigated. Although the general even-order
problems are more studied than the general odd-order problems in the literature,
we also refer to a number of papers as a guide on the theory and applications of
the odd-order PDEs; see [38, 39, 40, 41, 42, 43, 44, 45] and [23, Chapter 4].

Roughly speaking, such linear PDEs containing both odd and even-order (with
suitable signs) derivatives generally display both dispersive and dissipative
behaviour, but not always [46, pp. 234–237]. For instance, let us consider the linear
dispersion equation (or Airy equation) (2.3), allowing solutions to be complex-valued, and assume it has a plane wave solution
\[ u(x, t) = A \exp (i[kx - \omega t]), \] (2.14)
where \( A \) is the amplitude, \( k \) (real valued) is the wave number which equals \( 2\pi/\lambda \),
where \( \lambda \) is the wavelength, and \( \omega \) (real or complex-valued) is the angular frequency
which equals \( 2\pi/T \), where \( T \) is the period. Substituting (2.14) into (2.3) yields
\[ \omega = \omega(k) = k^3, \] (2.15)
which is called the dispersion relation for the Airy equation. We thus have the solution \( u(x,t) = A \exp(ik[x - k^2t]) \). Informally, dispersion means that waves of different frequencies move at different velocities. \( c_p = \omega/k = k^2 \) is called the phase velocity, which means higher frequency waves have a faster phase velocity than lower frequency ones for this equation. \( c_g = d\Re(w)/dk = 3k^2 = 3c_p \) is known as the group velocity, which means velocity of the wave envelope or a wave packet (contains a range of different frequencies) is different from the phase velocity of the individual component. One can also see that both velocities are always in a rightward direction for the Airy equation. A wave which has equal group and phase velocities, i.e., \( c_p = c_g \) (or \( w = \text{const} \cdot k \)), is called non-dispersive.

Let us now consider the following linear equation

\[
    u_t = u_{xxx} + u_{xx}. \tag{2.16}
\]

Substituting (2.14) into (2.16) leads to \( \omega = \omega(k) = k^3 - ik^2 \). We thus obtain the solution \( u(x,t) = A \exp(ik[x - k^2t]) \exp(-k^2t) \), which decays exponentially as \( t \to +\infty \), for real values of \( k \). The first term \( \exp(ik[x - k^2t]) \) is known as a dispersive term and the second one \( \exp(-k^2t) \) is called dissipative term. One can see that the real part of \( \omega(k) \) is affected by odd-order spatial derivatives and the imaginary part is affected by even-order spatial derivatives in such PDEs with real coefficients. For small amplitude or high frequency solutions of the semilinear equations, a similar analysis can be done by using the dispersion relation of the linear component of such equations.

The competition between dispersion, dissipation and nonlinearity rarely exhibits a fruitful interaction (with appropriate parameters), such as KdVB and STO equations, which describe nonlinear wave phenomena in the medium appearing in various scientific problems. Solitons are pleasant as an example of nonlinear terms with appropriate parameters in such PDEs cancelling the nonlinear dispersive behaviour of the medium [46]. However the mix of different entities such as dispersive and dissipative behaviour with nonlinearity usually turns into blow-up behaviour, which will be studied for the given PDEs in this thesis. Rosenau [24] has roughly described the difference between the conservation laws of a dispersive system and a dissipative system, according to their relation to the initial startup at all times, via a quote from Archilochus - “The fox knows many things, but the hedgehog knows one big thing”. The fox is identified with a dispersive system and the hedgehog with a dissipative system. This
thesis puts both the fox and the hedgehog in the same bag. From a mathematical point of view, we focus on such PDEs involving the third and second-order (with appropriate signs) derivatives with nonlinearity, in order to study blow-up and global self-similar solutions. We refer to [21, 22, 24, 47] for fruitful discussions on the analogy between odd and even-order PDEs.

In the next section, we describe self-similarity in the finite time blow-up solutions of the PDEs.

2.2 Finite time blow-up and self-similarity

Firstly, let us briefly address local existence (in time), global existence, finite time blow-up (global non-existence) and other types of blow-up mentioned in [49, 56], for a given function space in the study of evolution equations, considering the Cauchy Problem for (1.1) and (1.2). If a solution (classical or weak) \( u(x, t) \) of the problem exists on \( \mathbb{R} \times (0, T) \), for some \( T < \infty \), it is known to be a local solution. If we call the maximal existence time \( T_{\text{max}} \), the solution is called global when \( T_{\text{max}} = \infty \). Namely, it exists for all time, \( 0 < t < \infty \). However, if \( T_{\text{max}} < \infty \), we say that the solution blows-up in finite time or does not exist for all time. It is worth mentioning that if a solution is global (exists for all \( 0 < t < \infty \)) but blows-up at infinity, it is called infinite-time blow-up. Also, if a solution blows-up at \( t = 0 \), we say that it is an instantaneous blow-up. In the case of instantaneous blow-up, when \( u(x, t) \equiv \infty \) in \( \mathbb{R} \times (0, T) \) for all \( T > 0 \), it is known as non-existence of the local solution.

Next, we address the blow-up set for a solution \( u(x, t) \) in \( \mathbb{R} \times (0, T) \) that blows-up at a time \( T > 0 \) as in [49],

\[
B(u_0) = \{ x \in \mathbb{R} : \exists \{ x_n \} \rightarrow x , \{ t_n \} \rightarrow T^- \text{ such that } u(x_n, t_n) \rightarrow \infty \}. \quad (2.17)
\]

We say that it is a single-point blow-up when \( B(u_0) \) contains a single point or a finite-point blow-up with a finite number of points, a regional blow-up when the measure of \( B(u_0) \) is finite and positive, e.g. a bounded localization domain, and a global blow-up when \( B(u_0) = \mathbb{R} \). These types of blow-up are also known as LS-regime, S-regime and HS-regime of blow-up, respectively [49, 50]. Additionally, The single-point and regional blow-up solutions are called localized. An example of the single-point, regional and global blow-up can be seen in Figure 2-1. Another case of the blow-up solution is whether it is possible to have a non-
trivial extension of the solution beyond blow-up, i.e., for \( t > T \). If the solution can be continued (or a continuation exists) for some \( t > T \), it will be called *incomplete blow-up*. Otherwise, we say that it is a *complete blow-up*, i.e., \( u(x, t) \equiv \infty \) in \( \mathbb{R} \times (T, +\infty) \). In the case of incomplete blow-up, the solution \( u(x, t) \) may continue as bounded immediately after \( T \), which is known to be *peaking blow-up* or may blow-up again, which is called *multiple blow-up*. Each illustration in Figure 2-1 is also an example of the peaking blow-up.

**Remark 2.1.** The existence can be discussed in different function spaces. Blow-up may occur in a function space but not in another one. For example, a weak \( L^1 \) solution may globally exist while a classical solution blows-up [51]. If a solution blows-up for all choices of function space, we say that it is an *essential blow-up* which generally appears in the case of complete blow-up.

**Remark 2.2.** Blow-up of derivatives of the solution is another aspect. Finite-time blow-up and global non-existence are not equivalent when the spatial derivative blows-up (gradient blow-up) [52] or the time derivative (extinction or quenching) [49] blows-up in a finite time while the solution stays bounded. It is also worth mentioning that a free boundary may develop an unbounded derivative (i.e. vertical cusp), while the solution of the free boundary problem (FBP) is still regular, e.g. Stefan problem in [53].

The basic and natural questions for a blow-up mechanism (or singularity formation) in nonlinear evolution problems, such as when, where and how the blow-up occurs, are well studied with detailed fruitful answers and examples in [47, 49, 50, 54, 55, 56, 57, 58].

This thesis focuses on the finite time blow-up solutions of (1.1) and (1.2). More precisely, we suppose that the solution \( u(x, t) \) of the problem exists for all \( 0 < t < T \) and blows-up at the finite time \( T \) in the \( L^\infty \) norm, i.e.,

\[
\sup_x |u(x, t)| \to \infty \quad \text{as} \quad t \to T^-.
\]

(2.18)

Finite time blow-up phenomena occur in various nonlinear evolution PDEs, such as parabolic, hyperbolic, dispersion and Schrödinger equations, for physical models [22, 47, 59, 60, 61, 62, 63, 64, 65, 66]. Several techniques have been used in order to prove finite time blow-up, such as Kaplan’s eigenvalue method [67], concavity method [68], nonlinear capacity method [42], comparison (via maximum principle) method [69], integral representation method [58, Section 5.4], Ground
Figure 2-1: An illustration of the single-point, regional and global blow-up where $T = 1$. 
State (with appropriate ansatz) based method [10, 65] and others [54, 70, 71]. We study the finite time blow-up solutions of the problem via the idea of self-similarity [72, 73].

Similarity solutions arise as a useful tool for analysing and even solving non-linear problems. There are various techniques, such as travelling waves and other group-invariant methods, of reducing the number of independent variables in order to simplify the problem. However, self-similar solutions are more prevalent in dealing with blow-up. More precisely, self-similarity allows transforming the original PDE into a simpler ordinary differential equation (ODE) with respect to blow-up point, which is relatively easy to be solved numerically or sometimes analytically. Before giving details of the role of self-similarity in finite time blow-up, we visit the following fundamental equations. Let us start with a first-order ODE [57],

$$u_t = |u|^{p-1} u, \quad t > 0; \quad u(0) = u_0,$$

(2.19)

where $1 < p < \infty$. One can see that the stationary solution $u = 0$ is unstable. It is known that the solution

$$u(t) = \pm (p - 1)^{-1/(p-1)}(T - t)^{-1/(p-1)}, \quad T = T(u_0) = \frac{1}{p - 1}|u_0|^{1-p},$$

(2.20)

exists for $0 < t < T$, and also $u(t) \to \infty$ if $u_0 > 0$ and $u(t) \to -\infty$ if $u_0 < 0$, as $t \to T^-$. Therefore we say that the non-trivial solution $u(t)$ blows-up at the finite time $T > 0$ like $(T - t)^{-1/(p-1)}$. The exponent $1/(p - 1)$ is called the (algebraic) blow-up rate. A more elementary form of (2.19) can be written as

$$u_t = f(u), \quad t > 0; \quad u(0) = u_0,$$

(2.21)

where $f$ is positive and continuous, and $u_0 > 0$. The Osgood criterion [74],

$$\int_1^\infty \frac{du}{f(u)} < \infty,$$

(2.22)

is the necessary and sufficient condition for the occurrence of blow-up in finite time [49].

**Remark 2.3.** When we change the sign of the nonlinear part, namely when we consider $u_t = -|u|^{p-1} u$, where $t > 0$, it is also well known that all solutions are global and bounded as $t \to \infty$ with $(T + t)^{-1/(p-1)}$. 


We now take the heat equation,

$$u_t = \Delta u \quad \text{in} \quad \mathbb{R}^N \times \mathbb{R}_+,$$

(2.23)

with the initial data $u(x, 0) = u_0(x)$ in $\mathbb{R}^N$, where $\Delta$ is the $N$-dimensional Laplacian. The suitably defined solution of the problem exists globally in time, and is given by

$$u(x, t) = (4\pi t)^{-N/2} \int_{\mathbb{R}^N} u_0(y) \exp \left(-|x-y|^2/4t\right)dy,$$

(2.24)

which decays like $t^{-N/2}$ as $t \to +\infty$. The exponent $N/2$ is called the decay rate.

A combination of (2.19) and (2.23) yields one of the classical and most studied blow-up problem, which is an initial value problem (IVP) for the semilinear parabolic equation,

$$u_t = \Delta u + |u|^{p-1}u \quad \text{in} \quad \mathbb{R}^N \times \mathbb{R}_+,$$

$$u(x, 0) = u_0(x) \quad \text{in} \quad \mathbb{R}^N,$$

(2.25)

where $p > 1$. Early results of (2.25) by Fujita [71] show that all nontrivial nonnegative (i.e. for the initial data $u_0 \geq 0$) solutions blow up in finite time if the blow-up rate $1/(p - 1)$ is greater than the decay rate $N/2$, i.e., $1 < p < 1 + 2/N$. On the other hand, there exist both global in time (for sufficiently 'small' initial data) and blow-up nontrivial nonnegative solutions if the blow-up rate is smaller than the decay rate, i.e., $p > 1 + 2/N$. Therefore, $p_0 = p = 1 + 2/N$ is known to be the Fujita critical exponent. Later it has been shown by Hayakawa (for $N = 1, 2$) [75] and others (for higher $N$) [76, 77] that $p_0$ belongs to the blow-up case, where all nontrivial nonnegative solutions cannot be global.

Fujita-type critical exponents, $p_0$, have been widely used in the studies of the finite time blow-up for various even and odd-order PDEs [21, 47, 62, 63]. However, it is not generally easy to define the blow-up rate for certain problems. Self-similarity arises here as an useful technique determining the blow-up rate. We suppose the non-trivial blow-up self-similar solutions of (2.25) have the form

$$u(x, t) = (T-t)^\alpha \theta(y, \tau), \quad y = x/(T-t)^\beta, \quad \tau = -\ln(T-t),$$

(2.26)

where $\alpha < 0$ and $\beta > 0$ parameters, and $T$ is the unknown blow-up time. Sub-
stituting (2.26) into (2.25) and equating powers of \((T - t)\) yield

\[
\alpha = -\frac{1}{p - 1} \quad \text{and} \quad \beta = \frac{1}{2},
\]

where \(1/(p - 1)\) is accurately the blow-up rate for (2.25). One can see that (2.26) reduces the blow-up behaviour as \(t \to T^-\) to the asymptotic behaviour of \(\theta = \theta(y, \tau)\), as \(\tau \to \infty\), where \(\theta\) satisfies

\[
\theta_\tau = \mathbf{A}(\theta) \equiv \Delta_y \theta - \frac{1}{2} y \cdot \nabla_y \theta - \frac{1}{p - 1} \theta + |\theta|^{p-1} \theta.
\]

\(\theta_\tau\) converges to 0 when \(\theta\) converges to a suitable stationary solution as \(\tau \to \infty\) in a certain sense. Thus the right hand side of (2.28) is independent of \(\tau\). Namely, an independent of \(\tau\) non-trivial stationary solution \(f(y) \equiv \theta(y, \tau)\) of (2.28) satisfies \(\mathbf{A}(f) = 0\), as \(\tau \to \infty\). However, non-existence of the exact non-trivial self-similar solutions has been well-known for \(p > 1\), when \(N < 3\) and for \(1 < p \leq p_* = (N + 2)/(N - 2)\) when \(N \geq 3\) [78]. In this case, there exist only three trivial constant stationary solutions,

\[
f \equiv 0 \quad \text{and} \quad f \equiv \pm (p - 1)^{-1/(p-1)}.
\]

On the other hand, the generic stable asymptotic behaviour of blow-up can be given locally by the following *approximate* self-similarity [49],

\[
u(x, t) \approx ((p - 1)(T - t))^{-1/(p-1)} f(\eta), \quad \eta = \frac{x}{((T - t) |\ln (T - t)|)^{1/2}};
\]

where

\[
f(\eta) = (1 + c\eta^2)^{-1/(p-1)}, \quad c = (p - 1)/4p.
\]

Namely, the corresponding rescaled ODE of the original PDE has no non-trivial stationary solution with suitably decay rate at infinity. Let us point out that large classes of PDEs generally have exact self-similar blow-up solutions in contrast to problem (2.25), e.g. higher order generalization of (2.25) for \(N = 1\) in [64, 79],

\[
u_t = (-1)^{m+1} D_x^{2m} u + |u|^{p-1} u, \quad p > 1.
\]

Surely, the existence of stationary self-similar profiles does not prove the existence of admissible self-similar solutions of the PDE; however, the non-existence of stationary self-similar profiles means the non-existence of exact self-similar
solutions of the PDE.

Furthermore, it is known that continuation after blow-up for (2.25) is not possible, where complete blow-up occurs. However, it is shown in [80] that the blow-up is incomplete for \( p > p_s \), when \( N > 2 \), under some assumptions. We refer to [49, 58, 81] for all detailed current results with other critical exponents for the problem (2.25). On the other hand, both incomplete and complete self-similar blow-up solutions for (2.30), when \( m = 2 \), can be found in [59] as fruitful examples.

**Remark 2.4.** The technique governed by (2.26) does not always work. For instance, if one replaces \( |u|^{p-1}u \) with \( e^u \) in (2.25), it can be seen that the blow-up rate is not algebraic. Therefore the exact form of self-similar solutions for exponential nonlinearity can be given as \( u(x,t) = -\ln(T-t) + \theta(y,\tau) \). In addition, it is known that approximate self-similar solutions also appear for exponential nonlinearity. Let us also mention that one of the first studies on incomplete blow-up solutions for the parabolic equations can be found in [82], where they particularly focused on exponential nonlinearity in three dimensions.

### 2.2.1 Some recent results for “neighbouring” models

More detailed discussions with recent results for the heat equation (2.23) and its higher order generalizations, such as (2.30), can be found in the above mentioned references. The self-similar fundamental solution and spectral theory of the linear dispersive equation (2.3) will be mentioned in Chapter 6. Here, we would first like to visit recent results of the “neighbouring” fourth-order semilinear parabolic equation,

\[
 u_t = -\Delta (\Delta u + |u|^{p-1}u) \quad \text{in} \quad \mathbb{R}^N \times \mathbb{R}_+, \quad p > 1,
\]

which is known as the limit unstable Cahn-Hilliard equation [61]. Considering the Cauchy problem for (2.31) with bounded and integrable initial data \( u(x,0) = u_0(x) \), which in most cases decays exponentially at spatial infinity, the blow-up and global similarity solutions of the problem are well studied in [61], particularly for \( N = 1 \). An exact similarity form was introduced as

\[
 u(x,t) = (\sigma(T-t))^{-1/2(p-1)} f(y), \quad y = x/(\sigma(T-t))^{1/4}, \quad \tau = -\sigma \ln(\sigma(T-t)),
\]

(2.32)
where an independent of \( \tau \) stationary solution \( f = f(y) \) satisfies

\[
A(f) \equiv -\Delta (\Delta f + |f|^{p-1}f) - \frac{\sigma}{4} y \cdot \nabla f - \frac{\sigma}{2(p-1)} f = 0 \quad \text{in } \mathbb{R}^N. \quad (2.33)
\]

[61] focused on the radial and suitable decaying (exponential in most cases) solutions, as \( y \to \infty \), hence the conditions were imposed as

\[
f'(0) = 0, \quad f''(0) = 0 \quad \text{and} \quad f(y) \to 0 \quad \text{as} \quad y \to \infty. \quad (2.34)
\]

In the case of the first critical exponent \( p = p_0 = 1 + 2/N \) (conservation in mass case), a countable discrete set of blow-up similarity solutions (\( \sigma = 1 \)) and an unbounded continuous family of global similarity solutions (\( \sigma = -1 \)) parameterized by mass and decaying as \( t \to \infty \) were established. It has also been observed in [61] that the family of blow-up similarity solutions is countable and the global similarity for odd solutions is continuous for the second critical exponent \( p = p_1 = 1 + 2/(N+1) \), where the first moment of the solutions is conserved.

A sequence of critical exponents \( p = p_k = 1 + 2/(N + k) \), \( k = 0, 1, 2, \ldots \), was also detected, which yields bifurcation of similarity solutions at \( p = p_k \). Also, under certain assumptions, the set of exponentially decaying similarity profiles was expected to be countable for \( p \neq p_0, p_1 \) according to the formal analytical and numerical progress in [61]. In short, either decaying in time (global) or blow-up solutions may exist in all cases of \( p > 1 \), i.e., the absence of the critical Fujita exponent [79]. In addition to that, [61] very briefly mentioned that at the same critical exponents \( p = p_k \) the blow-up cannot occur for the limit stable Cahn-Hilliard equation,

\[
u_t = -\Delta (\Delta u - |u|^{p-1}u) \quad \text{in } \mathbb{R}^N \times \mathbb{R}_+, \quad p > 1. \quad (2.35)
\]

So a unique classical decaying in time solution is expected for the Cauchy problem.

Let us now visit the semilinear dispersive equation (2.4), which is studied in [21] as the Cauchy Problem with sufficiently good initial data \( u(x, 0) = u_0(x) \). [21] introduced self-similar solutions of the very singular type in the form

\[
u(x, t) = t^{-1/(p-1)} f(y), \quad y = x/t^{1/3}, \quad (2.36)
\]
where $f$ satisfies the ODE
\[ f''' + \frac{1}{p-1} f + \frac{1}{3} f' y - |f|^{p-1} f = 0 \text{ in } \mathbb{R}. \tag{2.37} \]

Unlike our model (1.1) and the Cahn-Hilliard equation, the rescaled ODE (2.37) cannot be integrated for the critical Fujita exponent $p = p_0 = 4$, which was obtained in [21] by linearised stability analysis of the trivial zero solution of (2.4). According to the numerical results via boundary value problem (BVP) solver supplied by MatLab taking $f(y_0) = 0$, $f'(y_0) = 0$ and $f(y_1) = 0$, where $y_0 < 0$ and $y_1 > 0$ are boundary points, [21] did not manage to find any reliable admissible profiles, which have nondecaying and/or asymmetric to $f = 0$ oscillatory tails, for $p \leq p_0 = 4$. On the other hand, under certain assumptions, a countable number of subcritical pitch-fork bifurcations was analytically expected at $p = p_k = 1 + 3/(1 + k)$, $k = 0, 1, 2, \ldots$ in [21]. However, a full justification of such behaviour is not easy and remains open due to the highly oscillatory tail of the profiles. In contrast to studies in [21], we will be able to classify similarity profiles for the critical exponents numerically using IVP solvers for the rescaled ODE of (1.1). However, our invariant subspace behaviour and bifurcation point analysis will remain formal. This will be detailed in Chapter 6. We would like to refer Appendix A for new comments on the semilinear dispersion PDE (2.4).

We would like to recall the Cauchy problem for the gKdV equation,
\[ u_t + u_{xxx} + (u^p)_x = 0, \quad p > 1, \]
with the initial condition $u(x, 0) = u_0(x)$. As we have stated before, both the KdV ($p = 2$) and the mKdV ($p = 3$) equation are completely integrable and have infinitely many conservation laws for appropriate $u_0$ ($u_0$ and its derivatives have fast decay at infinity). For general $p > 1$, the gKdV equation formally has three conserved (in time) quantities
\[ \int u \, dx, \quad \int u^2 \, dx, \quad \int \left( \frac{1}{2} u_x^2 - \frac{1}{p+1} u^{p+1} \right) \, dx, \]
which are conservation of mass, $L^2$-norm ($L^2$ mass) and energy, respectively. The conservation of energy is known from Hamiltonian structure of the equation.
similar to the nonlinear Schrödinger equation (NLSE). From the conservation of $L^2$ mass and energy, $H^1$ appears as a natural space to study solutions, i.e., these two conservation laws can control the $H^1$ norm. For $p < 5$, using the Gagliardo-Nirenberg inequality [8]

$$\forall v \in H^1(\mathbb{R}), \quad \int |v|^{p+1} \leq C(p) \left( \int v^2 \right)^{\frac{p+3}{4}} \left( \int v_x^2 \right)^{\frac{p-1}{4}},$$  \hspace{1cm} (2.39)

all solutions in $H^1$ are global and uniformly bounded in time with suitable decay and smooth data, regardless the amount of $L^2$ mass [10]. A family of explicit soliton solutions of the gKdV for $p > 1$ is well known, such as [6, 8]

$$u(x,t) = c^{\frac{1}{p-1}} Q(c^2(x - x_0 - ct)),$$

where $c > 0$ and $Q > 0$ (called the ground state) is the solution of the ODE

$$Q_{xx} + Q^p = Q, \quad Q \in H^1(\mathbb{R}), \quad \text{i.e.,} \quad Q(x) = \left( \frac{p + 1}{2 \cosh^2 \left( \frac{p-1}{2} x \right)} \right)^{\frac{1}{p-1}}.$$

For the critical case $p = 5$, the $L^2$ mass of the initial condition plays a critical role. If $L^2$ mass is sufficiently small, i.e., $\int u_0^2 < \int Q^2$, then the solution is known to be global (in time) and uniformly bounded in $H^1$ using the inequality (2.39) and the properties of the ground state $Q$ [9, 83]. On the other hand, assuming $\int Q^2 < \int u_0^2 < \int Q^2 + \alpha_0$, for some small $\alpha_0 > 0$, and $\int \frac{1}{2} u_0^2 - \frac{1}{6} u_0^6 < 0$, the existence of solutions blowing-up in finite or infinite time in $H^1$ is known [10]. The supercritical case $p > 5$ is still very unclear in terms of the blow-up solutions. Here, solitons are known to be unstable [84]. It is natural to expect singularities for large initial mass, however there is no rigorous evidence yet. So there is no obstruction to blow-up self-similar solutions for $p \geq 5$. Since the explicit blow-up similarity solutions (in $H^1$) are not known yet, in contrast to NLSE, we refer to numerical observations [11, 12, 13, 14]. It is also worth mentioning a current study constructing the self-similar solutions for the slightly super-critical gKdV in $L^{p+1}$ with derivative in $L^2$ [15].

The above studies for the gKdV equation are mainly focused on smooth and regular initial data with fast decay as $|x| \to \infty$. Here, a natural question appears: Are there any other initial data yielding finite time blow-up in the Cauchy problem? A solution (or its derivative) that does not decay has not been studied
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extensively. Here, we would like to point out the following two results. Let us first recall the mKdV equation,

$$u_t = u_{xxx} - 6u^2u_x. \quad (2.40)$$

The blow-up similarity solutions of (2.40) have the form,

$$u(x, t) = (3(T - t))^{-1/3} f(y), \quad y = x/(3(T - t))^{1/3},$$

where $T > 0$ is a given finite blow-up time, and $f = f(y)$ decays suitably and has the following asymptotics

$$f(y) \sim \begin{cases} 
C \text{airy}(y) & \text{as } y \to \infty, \\
|d|y|^{-1/4} \sin (\frac{2}{3}|y|^{3/2} - \frac{3}{4}d^2 \log(|y|) - \theta_0) & \text{as } y \to -\infty,
\end{cases} \quad (2.41)$$

where $|C| < 1$, $d$ and $\theta_0$ are constants depending on $C$ [89]. The existence of such solutions are known from the Hastings and McLeod results in [88], by following the properties of the second Painlevé equation [109],

$$\frac{d^2 f}{dy^2} = yf + 2f^3 \quad \text{in } \mathbb{R}. \quad (2.42)$$

Here, airy$(y)$ is the Airy function and is a solution of $f'' = yf$. Note that $f(y)$ has exponential fast decay, as $y \to \infty$, and oscillatory slow decay, as $y \to -\infty$, and also its derivatives grow. Such behaviour will be a guide to analysing and classifying the behaviour of our problem. More details for the Airy function can be found in Chapter 3, by setting $y \mapsto 3^{-1/3}y$. A detailed discussion about the second Painlevé equation will be given in Chapter 5 with numerical results. Let us now recall the KdV equation,

$$u_t + u_{xxx} + uu_x = 0, \quad (2.43)$$

with the initial condition $u(x, 0) = u_0(x) = u_0$. An interesting result for the Cauchy problem of the KdV equation was recently proposed by Pohozaev, using the nonlinear capacity method. If the initial function $u_0$ satisfies

$$u_0(x) \sim \begin{cases} A_+ x^\alpha \cos (x^\beta) & \text{as } x \to \infty, \\
A_- |x|^\alpha \exp (-|x|^\beta) & \text{as } x \to -\infty,
\end{cases} \quad (2.44)$$
with $\beta > 0$, $\alpha > \beta + 1$ and $A_+ > 0$, then the Cauchy problem for the KdV equation (2.43) with this initial data has a blow-up solution in the appropriate class $W_{\varphi, loc}(\mathbb{R}_+^2)$, where $\varphi(x, t)$ is the test function [47]. We refer to [47, Chapter 7] for more details and fruitful discussions.
Chapter 3

Existence of the Blow-up Similarity Profiles for the Unstable ‘−’ Case with the First Critical Exponent

In this Chapter we focus on the blow-up self-similar solutions for the following PDE of the form (1.1), which is the unstable ‘−’ case,

\[ u_t = u_{xxx} - (|u|^{p-1}u)_{xx}, \quad p > 1, \tag{3.1} \]

with appropriate initial data (1.2) in the case of the first critical exponent, \( p = p_0 = 2 \), which will be determined by conservation of mass. We also pay attention to the unsigned form (obviously, when this makes sense for solutions of changing sign),

\[ u_t = u_{xxx} - (u^p)_{xx}, \quad p > 1. \tag{3.2} \]

We observe that there exists an unbounded continuous family of blow-up self-similar solutions parameterized by initial mass for (3.1) when \( p = p_0 = 2 \). However, such existence is bounded by large enough negative initial mass for (3.2) (“semi-stable”). Let us also mention that if we use the reflections,

\[ x \mapsto -x \quad \text{and} \quad t \mapsto -t, \tag{3.3} \]

we obtain another PDE of (1.1), which is the stable ‘+’ case,

\[ u_t = u_{xxx} + (|u|^{p-1}u)_{xx}, \quad p > 1. \tag{3.4} \]
Therefore the blow-up similarity profiles of (3.1) will also represent the global similarity profiles of (3.4), which will be discussed later on. Namely, the existence of an unbounded continuous family of blow-up self-similar solutions implies the existence of an unbounded continuous family of global self-similar solutions. Moreover, the global similarity profiles of the equation (3.1) will represent the blow-up similarity profiles of the equation (3.4) via the reflections (3.3), which will be mentioned in Chapter 4.

Recalling the similarity form (1.3) as

\[ u_S(x,t) = (\sigma(T-t))^\alpha f(y), \quad y = x/\sigma(T-t)^\beta, \quad (3.5) \]

and substituting (3.5) into (1.1) yields following ODE:

\[ A_\pm(f) \equiv (\sigma(T-t))^{\alpha-3\beta} f''' \pm (\sigma(T-t))^{\alpha-2\beta} (|f|^{p-1} f)' \\
+ \sigma \alpha (\sigma(T-t))^{\alpha-1} f - \sigma \beta (\sigma(T-t))^{\alpha-1} f' y = 0. \quad (3.6) \]

By equating powers of \((\sigma(T-t))\), we obtain the parameters that make the ODE independent of \(t\) as

\[ \alpha = -\frac{1}{3(p-1)} < 0 \quad \text{and} \quad \beta = \frac{1}{3} > 0. \quad (3.7) \]

3.1 Blow-up self-similarity and the rescaled equation

According to (3.5) and (3.7), with \(\sigma = 1\), we construct an exact blow-up self-similar solutions of (3.1) as

\[ u_-(x,t) = (T-t)^{-1/3(p-1)} f(y), \quad y = x/(T-t)^{1/3}, \quad (3.8) \]

where \(t < T\) and the function \(f = f(y), f \neq 0\), solves the following third-order ODE,

\[ A_-(f) \equiv f''' - \frac{1}{3(p-1)} f - \frac{1}{3} f' y - (|f|^{p-1} f)' = 0 \quad \text{in} \quad \mathbb{R}. \quad (3.9) \]

We will particularly pay attention to a suitable decay condition (say, exponential) as \(y \to \infty\), which will be detailed later on.

Without loss of generality, the blow-up self-similar variables for general solutions of (3.1) and the initial data (1.2) with finite blow-up time \(T > 0\) are given
as in (1.3) by
\[ u(x,t) = (T - t)^{-1/3(p-1)} \theta(y, \tau), \quad y = x/(T - t)^{1/3}, \quad \tau = -\ln(T - t), \quad (3.10) \]
where \( t \in (0, T) \) and the new variable \( \tau \in (-\ln T, \infty) \). The rescaled solution \( \theta(y, \tau) \) satisfies the third-order equation with the same operator as in (3.9)
\[ \theta_{\tau} = A_-(\theta) \quad \text{for} \quad \tau > \tau_0 = -\ln T, \quad \theta(y, \tau_0) = \theta_0(y) \equiv T^{1/3(p-1)} u_0(y T^{1/3}). \quad (3.11) \]
We suppose that the solution \( u(x,t) \) blows-up at the finite time \( T \) in the \( L^\infty \) form, i.e,
\[ \sup_x |u(x,t)| \to \infty \quad \text{as} \quad t \to T^-, \]
and its blow-up set,
\[ B(u_0) = \{ x \in \mathbb{R} : \exists \{ x_n \} \to x , \{ t_n \} \to T^- \text{ such that } u(x_n, t_n) \to \infty \}, \]
contains the origin, \( 0 \in B(u_0) \). For an arbitrary point \( x_0 \in B(u_0) \), we may use the spatial scaling
\[ y = (x - x_0)/(T - t)^{1/3}. \]
We are mainly interested in all possible equilibria of \( A_- \) for \( \tau \gg 1 \). Therefore, by choosing (or reducing \( T \) to) \( T = 0 \) in (3.8) for convenience, we pay attention to the behaviour as \( t \to T^- \) that is given by following exact self-similar blow-up solution,
\[ u_{BL}(x,t) = (-t)^{-1/3(p-1)} f(y), \quad y = x/(-t)^{1/3}, \quad (3.12) \]
where an independent of the variable \( \tau \) suitable stationary solution \( f(y) \) satisfies the ODE (3.9). It is one of the most natural and the simplest way in the blow-up phenomena as we discussed in Chapter 2.

### 3.1.1 Global similarity pattern profiles

If we construct the exact global similarity solutions of (3.4) as in (3.5) with \( \sigma = -1 \) and \( x \mapsto -x \), then we have
\[ u_{GL}(x,t) = (t - T)^{-1/3(p-1)} f(y), \quad y = -x/(t - T)^{1/3}, \quad (3.13) \]
for $t > T$, where $f(y)$ satisfies the same ODE (3.9) and $T = 0$ again for convenience. Therefore, $f(y)$ describes both blow-up self-similar profiles of (3.1) and global self-similar profiles of (3.4).

### 3.2 Conservation law: the first critical exponent

If we assume that the solution $u(x,t)$ is integrable (a formal assumption), we have that (1.1) is conservative in mass:

$$\frac{d}{dt} \int_{\mathbb{R}} u(x,t) dx = 0. \quad (3.14)$$

For the exact similarity solutions (3.5), we have

$$\int_{\mathbb{R}} u_S(x,t) dx = (\sigma(T-t))^{\alpha+\beta} \int_{\mathbb{R}} f(y) dy, \quad (3.15)$$

which satisfies (3.14) for non-zero rescaled mass, $\int f \neq 0$, only if

$$\alpha + \beta = -\frac{1}{3(p-1)} + \frac{1}{3} = 0 \quad \Rightarrow \quad p = p_0 = 2, \quad (3.16)$$

where $p_0$ is the first critical exponent. On the other hand, by using (3.15), we also have that the similarity profile $f$ has zero mass for other values of $p > 1$ (see Chapter 6), i.e.,

$$\text{for any} \quad p \neq p_0, \quad \int f = 0. \quad (3.17)$$

Our aim is to study the similarity solutions of the third-order ODE (3.6) with different values of $p > 1$, remembering the conservation law. We expect to face some numerical and analytical difficulties due to both slow decaying highly oscillatory and fast exponential decay nature of fundamental solutions, and also asymmetry property. Fortunately, it can be easily seen that we can integrate (3.6) once for the first critical exponent $p = p_0 = 2$. The rest of this chapter focuses on the blow-up self-similar profiles of the ‘−’ case with analytical and signed form for the first critical exponent. The next chapter will pay attention to the blow-up self-similar profiles of the ‘+’ case, when $p = p_0 = 2$. 
3.3 Asymptotic behaviour at infinity for \( p = p_0 = 2 \)

The conservative case \( p = p_0 = 2 \) plays an important role in our study, in order to enlighten the general values of \( p \). In the case of \( p = p_0 = 2 \), the equation (3.9) becomes

\[
 f''' - \frac{1}{3} f - \frac{1}{3} f'y - (|f|f)'' = 0, \tag{3.18}
\]

which can be integrated once with the zero integration constant (kind of a “zero-flux condition at infinity”, actually meaning an Airy-type radiation condition at infinity to be discussed later on) to give

\[
 f'' - \frac{1}{3} y f - (|f|f)' = 0 \quad \text{for} \quad y \in \mathbb{R}, \quad f(y) \to 0 \quad \text{as} \quad y \to \infty, \tag{3.19}
\]

where we will particularly pay attention to exponentially decaying solutions, as \( y \to \infty \), according to the conservation law (3.14). So, this zero integration constant setting removes \( f(y) = -1/y \) and \( f(y) = -y^2/12 + c_0 \) \((c_0 \text{ is any real number})\) satisfying the analytical form of (3.18),

\[
 f''' - \frac{1}{3} f - \frac{1}{3} f'y - (f^2)'' = 0, \tag{3.20}
\]

which are not admissible solutions for the conservative case with finite mass.

Moreover, \( f(y) = -1/y - y^2/12 \) is an explicit solution for the analytical form of (3.19), which is also not admissible. We expect to see in the figures for the analytical form that \( f(y) = -1/y \) will cause blow-up (become infinite) for large enough negative initial mass. On the other hand, profiles of the analytical form asymptote to the parabola \( f(y) = -y^2/12 + c_0 \) for the critical value of negative initial mass. For large values of positive initial mass, we also expect to see the effect of \( f(y) = -y^2/12 + c_0 \), which will be detailed in Section 3.4.1.

By a local analysis, one can see that \( \pm 1/y \) for \( y < 0 \) and \( \pm y^2/12 \mp c_0, c_0 > 0, \) for \( |y| < \sqrt{12c_0} \), satisfy the signed equation (3.18). The effect of such explicit solutions to the corresponding ODEs will be displayed. We do not expect to have any singularities for the signed form since \( \pm 1/y \) is not effective for \( y > 0 \). On the other hand, for large enough positive and negative initial mass, we will see the effect of \( \pm y^2/12 \mp c_0, c_0 > 0, \) for \( |y| < \sqrt{12c_0} \), which will be detailed in Section 3.4.2. We will also discuss the behaviour of (3.19) when the integration constant is non-zero, where \( \pm 1/y \), for \( y < 0 \), will yield asymmetric (to 0) oscillatory tails.
It will be a guide to analysing admissible behaviour of such third-order ODEs when \(1 < p \neq p_0\), which will be discussed in Chapter 6.

The unique admissible solution of the linear part of (3.19),

\[
f'' - \frac{1}{3} y f = 0,
\]

(3.21)
is the Airy function, \(\text{Ai}(y)\), where \(f(y) = \text{Ai}(y)\). The Airy function is one of the special functions with a turning point, where the behaviour changes from exponential to oscillatory (changing sign). Asymptotic behaviour of \(\text{Ai}(y)\) is given by [23, pp. 198],

\[
f(y) \sim \left\{ \begin{array}{ll}
y^{-1/4} \exp(-a_0 y^{3/2}) & \text{as } y \to +\infty, \\
|y|^{-1/4} \sin(a_0 |y|^{3/2} + A) & \text{as } y \to -\infty,
\end{array} \right.
\]

(3.22)

where \(a_0 = \frac{2}{5}\sqrt{3}\) and \(A\) is a constant. We also refer to [21, Section 2] for detailed asymptotic expansions and spectral properties of the Airy equation (3.21) by using the reflection \(y \mapsto -y\), which will be briefly mentioned in Chapter 6. In Figure 3-1, we display \(f(y), |f(y)|, f'(y), f''(y), f(y)f'(y)\) and \(|f(y)|f'(y)\), where \(f(y) = \text{Ai}(y)\). It is well known that \(f(y) = \text{Ai}(y)\) is bounded and in \(L^1_{\text{loc}}(\mathbb{R})\), and also \(\int \mathbb{R} f(y) < \infty\). The oscillatory tail of \(\text{Ai}^{(k)}(y)\) as \(y \to -\infty\), where \(k = 1, 2, \ldots\) is the order of derivative, grows faster as \(k\) increases.

According to exponentially decaying behaviour in (3.22) as \(y \to \infty\), with respect to the conservation of mass condition (3.14), we consider a one-parameter family of functions with reasonable regularity properties,

\[
f(y) = C \text{Ai}(y)(1 + o(1)) \quad \text{as } y \to \infty, \quad C = \text{const.} \neq 0.
\]

(3.23)

In order to obtain an admissible solution of (3.19), we will use the exponentially decaying function (3.23) while shooting from \(y = \infty\). Therefore, all admissible self-similar profiles \(f\) will have the asymptotic behaviour (3.23). For \(y \ll -1\), we will also keep in mind that the oscillatory tail must be decaying and symmetric to 0 because of the finite mass condition.

In short, we try to explore admissible blow-up similarity profile \(f = f(y, C)\) of the following second-order ODE,

\[
f'' - \frac{1}{3} y f - (|f| f)' = 0, \quad -\infty < y < \infty,
\]

(3.24)
Figure 3-1: The behaviour of \( f(y) \), \( |f(y)| \), \( f'(y) \), \( f''(y) \), \( f(y)f'(y) \) and \( |f(y)|f'(y) \) for \( f(y) = \text{Ai}(y) \).
with the boundary condition,

\[ f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty, \quad (3.25) \]

where Ai(y) is the Airy function and C \( \neq 0 \) varies from \(-\infty\) to \(\infty\). Actually, the right-hand conditions are constructed as \( f(y_0, C) = CAi(y_0) \) and \( f'(y_0, C) = CAi'(y_0) \), where \( y_0 > 0 \) is far enough initial point and \( C \) is a non-zero real number, which will be detailed in the following section. We classify the solutions of (3.24) and its unsigned form in terms of the values of \( C \) (i.e. initial mass).

### 3.4 Numerical construction of the blow-up similarity profiles

The problem (3.24) and (3.25) can be roughly generalised in the form of

\[
f''(y) = G(y, f(y), f'(y)), \quad f(y_0) = f_0, \quad f'(y_0) = f_1. \quad (3.26)
\]

Therefore it is not easy to find any specific reliable method and most of the numerical methods for such ODEs are incapable for this problem because of having \( y, f \) and \( f' \). Another difficulty is the robust nature of the problem due to strong oscillatory slow decay, as \( y \to -\infty \), and the fast exponential decay, as \( y \to \infty \).

We have mainly used the MatLab-R2010b \textit{ode45}, \textit{ode15s} solvers to obtain the solutions of the problem (3.19) and (3.25). Additionally, the Maple-16 \textit{rkf45} solver and a two stage exponentially-fitted Runge-Kutta (EFRK) method with two parameters [85, 86] have been used in order to check reliability of the results presented here. Abilities of computing closed form solutions of the differential equations and setting \textit{Digits} to higher than 16 are the advantages of the Maple-16. The advantage of the EFRK method is that we can catch the long-time behaviour of the problem even for large step sizes, \( h = 0.1 \), in \( y \), which will be discussed in Chapter 5. However, the most important advantage of the MatLab-R2010b is the computational time. We have set \textit{Abs Tol} and \textit{Rel Tol} to 1e \(-\) 20, and \textit{Digits} to 16. We have assigned \( \text{Ai}(y) = \text{airy}(3^{-1/3}y) \) and \( \text{Ai}'(y) = 3^{-1/3} \text{airy}(1, 3^{-1/3}y) \), where \( \text{airy}(y) \) is the classical Airy function as a solution of \( f'' - y f = 0 \) according to the MatLab and \( \text{airy}(1, y) = \text{airy}'(y) \). We have chosen a far enough initial point on the right-hand side as \( y_0 = 15 \) in order to have a non-negligible initial
condition. As an example of the values of the initial conditions at \( y_0 = 15 \) for \( C = 1 \), MatLab calculates \( f(15, 1) = Ai(15) = 3.045738545051102e - 11 \) and \( f'(15, 1) = Ai'(15) = -6.86034475160123e - 11 \). Obviously, we should increase \( \text{Digits} \) and decrease Error Tools for even large initial points. We would like to mention that we obtain the same behaviours by choosing \( y_0 = 20, 25 \) and setting \( \text{AbsTol} \) to \( 1e - 30 \).

In the following sections, we focus on the analytical and signed forms of (3.1) regarding to above mentioned numerics, respectively.

### 3.4.1 Blow-up similarity profiles of the analytical form

Let us firstly consider the unsigned form of (3.24),

\[
    f'' - \frac{1}{3} y f - (f^2)' = 0, \quad -\infty < y < \infty, \tag{3.27}
\]

with the boundary condition (3.25),

\[
    f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty,
\]

where \( C \neq 0 \) varies from \(-\infty \) to \( \infty \). It follows from (3.25) (and Figure 3-1) that \( f(y, C) > 0 \) increases, while \( f'(y, C) < 0 \) decreases when \( C > 0 \), and \( f(y, C) < 0 \) decreases, while \( f'(y, C) > 0 \) increases when \( C < 0 \), as \( y \) decreases from \( \infty \). Similar to studies on the second order ODE [87, 88, 89] if we divide the \((y, f)\) plane into four regions, any solution \( f = f(y, C) \) of (3.27) will be strictly convex in the regions (1) \( f > 0, y/3 + 2f' > 0 \) and (3) \( f < 0, y/3 + 2f' < 0 \), and strictly concave in the regions (2) \( f > 0, y/3 + 2f' < 0 \) and (4) \( f < 0, y/3 + 2f' > 0 \).

Based on these properties and the numerical experiments (see figures below), we construct the solutions of the problem as \( C \) varies from \(-\infty \) to \( \infty \) and make the following conjecture.

**Conjecture 3.1.** Let \( C \) be a non-zero arbitrary real number and \( f = f(y, C) \) be the solution of (3.27) with boundary condition (3.25). There exists a unique \( C^* \) such that

- If \( C < C^* \), then \( f(y, C) \) has a pole (becomes infinite) at a finite \( y^* \) depending on \( C \),

\[
    f(y, C) \sim (y^* - y)^{-1} \quad \text{as} \quad y \downarrow y^*, \tag{3.28}
\]

\( f(y, C) \) is a concave and monotonically increasing negative solution in \((y^*, \infty)\),
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i.e. \( f(y, C) < 0, f'(y, C) > 0, f''(y, C) < 0 \) for \( y \in (y^*, \infty) \). Additionally, \( y^* \to \infty \) as \( C \to -\infty \), monotonically.

- If \( C > C^* \), then \( f(y, C) \) exists for all \( y \in \mathbb{R} \) and cannot be monotone as the behaviour changes from exponential to oscillatory at the turning point like Airy functions. \( f(y, C) \) approaches \( CAi(y) \) as \( C \to 0 \).

- If \( C = C^* \), then \( f(y, C) \) asymptotes to the parabola \( y/3 + 2f' = 0 \), as \( y \to -\infty \).

According to our numerical calculations, with the mentioned methods, we obtain

\[
C^* \approx -0.5911. \tag{3.29}
\]

It is worth mentioning that in the absence of rigorous numerical convergence argument, it is not easy to establish exact lower and upper bounds on \( C^* \). The approximate bounds on \( C^* \), which will be displayed in figures, are obtained with the mentioned methods and settings in Section 3.4. Comparing to the second Painlevé equation with \( |C| < 1 \), which is mentioned in Chapter 2, behaviour in Conjecture 3.1 is interesting. We will justify some of these results by perturbation theory later on. Here, let us first describe the behaviour of solutions depending on the values of \( C \) in detail, which is supported by figures.

In Figure 3-2, we show the behaviour of \( f = f(y, C) \) when \( C \) close to \( C^* \). One can see in Figure 3-3 that \( f \) remains close to the parabola \( y/3 + 2f' = 0 \) for an ever increasing range of \( y \), as \( C \to C^* \). As \( C \to C^*+ \), the global minimum (essentially the first ‘pit’ with the first extremum point) of \( f \) decreases by remaining very close to the parabola, and all the extrema, zeros and the turning point of \( f \) move towards \( -\infty \).

Figure 3-4 displays the profile \( f \) with different values of \( C < C^* \). \( f \) cannot enter the region (3) and always remains in the region (4) (see Figure 3-5), which is always concave. As \( C \to C^*– \), the singularity point \( y^* \) decreases monotonically while \( f \) remains close to the parabola \( y/3 + 2f' = 0 \) for an ever longer range of \( y \). On the other hand, \( y^* \) increases monotonically as \( C \to -\infty \). Moreover, \( f(y, C') > f(y, C'') \) and \( f'(y, C') < f'(y, C'') \) for \( C^* > C' > C'' \). According to MatLab, the singularity point \( y^* \) is close to \(-6.16, -3.88, -1.61, 0.037, 1.54, 5.29 \) for \( C = -0.591107, -0.6, -1, -2.7, -10, -1000 \), respectively. The dependence of \( y^* \) on \( C \) is an open problem.

In Figure 3-6 we show blow-up similarity profiles \( f \), which are admissible, for
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Figure 3-2: The profile \( f = f(y,C) \) of (3.27) and (3.25) for \( C = -0.591106 > C^* \) and \( C = -0.591107 < C^* \).

Figure 3-3: The behaviour of \( f \) when \( C \) close to \( C^* \), red parabola: \(-y^2/12\), black parabola: \(-y^2/12 - 0.637\).
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Figure 3-4: The profile $f$ for the different values of $C < C^*$. 

different non-zero values of $C > C^*$. For $0 > C > C^*$, convexity is large enough to turn $f = f(y, C)$ up from the turning point (essentially the first extremum point) $y_* < 0$, which makes $f' = f'(y_*, C) = 0$. Thus $f$ passes from region (4) to region (3). Then it crosses the line $f = 0$, enters region (2), has a maximum and turns back. Then it crosses the line $f = 0$, enters region (3), has a minimum, turns back and so on. On the other hand, for $C > 0$, concavity is large enough to turn $f = f(y, C)$ down from the turning point (essentially the first extremum point) and $f$ passes from region (1) to region (2). Then it crosses the line $f = 0$, enters region (3), has a minimum and turns back. Then it crosses the line $f = 0$, enters (2), has a maximum, turns back and so on. Therefore $f$ becomes oscillatory from the turning point for any non-zero values of $C > C^*$. As $y \to -\infty$, $y/3 + 2f' \to -\infty$ (see Figure 3-7), which yields sufficiently ever increasing convexity of $f$ in region (3) and concavity in region (2) for bounded $f$. As a result, the oscillation damps to zero and becomes more rapid, i.e. both the amplitude and the wavelength asymptotically tend to zero, as $y \to -\infty$. As $C > 0$ increases, the maximum (essentially the first ‘hump’ with the first extremum point) of $f$ increases. Moreover, Figure 3-8 displays that, for $C \gg 1$, the first ‘hump’, or the global maximum, remains very close to the parabola $y/3 + 2f' = 0$ and the turning point gets very close to $y = 0$. We would like to point out that the symmetry of the oscillatory tail still occurs at 0 for $C \gg 1$, which is not expected for the original third-order ODE (see Chapter 6).
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Figure 3-5: \((y, y/3 + 2f')\) and \((f, y/3 + 2f')\) plots for the different values of \(C < C^*\).
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3.4.1.1 Perturbation results

We now justify some of these results by using perturbation theory. In particular, for \( 0 < |C| \ll 1 \) and \( |C| \gg 0 \). If we set \( f = Cg \), for \( 0 < |C| \ll 1 \) in (3.27), we have the following rescaled ODE

\[
g'' - \frac{1}{3}yg - C(g^2)' = 0, \quad \text{in } \mathbb{R}. \tag{3.30}
\]

According to the classical continuous dependence in ODE theory [90], as \( C \to 0 \), we have

\[
f(y, C) = C (\text{Ai}(y) + o(1)), \quad \text{uniformly in } \mathbb{R}. \tag{3.31}
\]

Similarly, the first and second derivatives of \( f \) converge. Figure 3-9 displays that \( f(y, C) \) cannot be monotone and approaches \( C \text{Ai}(y) \), as \( C \to 0^+ \) and \( C \to 0^- \).

If we perform the scaling \( f(y) = Cg(z) \), \( y = z/C \), for \( C > 0 \) in the problem (3.27) and (3.25), we have the following perturbed ODE

\[
g'' - (g^2)' = \frac{1}{3C^3}zg, \quad \text{for } z < z_0, \quad g(z_0) = g_0, \quad g'(z_0) = g_1, \tag{3.32}
\]

where \( z_0 > 0, \) \( g_0 > 0 \) and \( g_1 < 0 \). For the sufficiently large values of \( C > 0 \), we have the following unperturbed ODE

\[
(g' - g^2)' = 0, \quad \text{for } z < z_0, \quad g(z_0) = g_0, \quad g'(z_0) = g_1, \tag{3.33}
\]

Figure 3-6: The blow-up similarity profile \( f \) for the different non-zero values of \( C > C^* \).
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Figure 3-7: \( (y, y/3 + 2f') \) and \( (f, y/3 + 2f') \) plots for \( C > C^* \).
Figure 3-8: The blow-up similarity profile \( f \) for \( C = 10^6 \) (blue) with parabola \(-y^2/12 + 8.89\) (black) which doesn’t have a pole for \( g_0 > 0 \) and \( g_1 < 0 \), as \( z \) decreases from \( z_0 \). On the other hand, for \( C < 0 \), let us set \( f(y) = -Cg(z), \ y = -z/C \), we have
\[
g'' - (g^2)' = -\frac{1}{3C^3}zg, \quad \text{for} \quad z < z_0, \quad g(z_0) = g_0, \quad g'(z_0) = g_1, \quad (3.34)
\]
where \( g_0 < 0 \) and \( g_1 > 0 \). For sufficiently large values of \( C < 0 \), we have the following unperturbed ODE
\[
(g' - g^2)' = 0, \quad \text{for} \quad z < z_0, \quad g(z_0) = g_0, \quad g'(z_0) = g_1, \quad (3.35)
\]
which is a classic blow-up problem. It becomes infinite (has a pole) for \( g_0 < 0 \) and \( g_1 > 0 \), as \( z \) decreases from \( z_0 \).

3.4.1.2 Non-zero integration constant

We now focus on the problem (3.27) that has non-zero integration constant, i.e.
\[
f'' - \frac{1}{3}yf - (f^2)' = A, \quad -\infty < y < \infty, \quad (3.36)
\]
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Figure 3-9: The blow-up similarity profile $f$ and $CA_i(y)$ when $C = -0.05$ and $C = 0.05$
with the same boundary condition (3.25),

\[ f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty, \]

where \(0 \neq A \in \mathbb{R}\) is the constant of integration. We expect to see the effect of \(-1/y\), as \(y \to -\infty\), according to our discussion in Section 3.3. In Figure 3-10, one can see that oscillatory tails are positive dominant, so they are not symmetric to 0. Symmetry of tail occurs as close to 0 as algebraic decay rate \(A \to 0\). Such profiles are bounded, but not admissible regarding to the finite mass condition. We would also like to inform that oscillatory tails of bounded profiles are not symmetric to 0 or not decaying for the values of \(C \gg 1\) and \(C \ll -1\). Therefore, when we cannot integrate the rescaled ODE for arbitrary values of \(1 < p \neq p_0\), we must remember the conditions for admissible bounded profiles, such as decaying and symmetric (to 0) oscillatory tail, for \(y \ll -1\). Additionally, let us use the following singular data in order to see the effect clearly,

\[ f(y, C) \sim -1/y + C \text{Ai}(y) \quad \text{as} \quad y \to \infty. \quad (3.37) \]

The behaviour of the profile \(f\) of (3.36) with (3.37) can be found in Figure 3-11.

### 3.4.2 Blow-up similarity profiles of the signed form

By going back to (3.24), we now consider the signed case,

\[ f'' - \frac{1}{3}yf - (|f|f)' = 0, \quad -\infty < y < \infty, \]

with the boundary condition (3.25)

\[ f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty. \]

We restrict our attention to \(C > 0\), since the solution \(f(y, -C)\) is symmetric to \(f(y, C)\) with respect to the \(y\)-axis, i.e. \(f(y, -C) = -f(y, C)\). Similar to the previous case, according to (3.25) (and Figure 3-1), one can see that \(f(y, C) > 0\) increases, while \(f'(y, C) < 0\) decreases for \(C > 0\), as \(y\) decreases from \(\infty\). Let us divide the \((y, f)\) plane into four regions, any solution \(f\) of (3.24) will be strictly convex in the regions (1) \(f > 0, y/3 + 2\text{sgn}(f)f' > 0\) and (3) \(f < 0, y/3 + 2\text{sgn}(f)f' < 0\), and strictly concave in the regions (2) \(f > 0, y/3 + 2\text{sgn}(f)f' < 0\) and (4) \(f < 0, y/3 + 2\text{sgn}(f)f' > 0\). According to these features and numerical
Figure 3-10: The profile $f$ of (3.36) with (3.25) for different values of $A$ when $C = 1$ and $y_0 = 10$, and the tail.
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Figure 3-11: The behaviour of $f$ for (3.36) with (3.37) when $A = 1/3$ and $C = 1$ (black), and $-1/y$ (blue).

calculations, we construct the solutions of the mentioned problem as $C$ varies from 0 to $\infty$ and make the following conjecture.

**Conjecture 3.2.** For any $C \in \mathbb{R}_+$, the solution $f = f(y,C)$ of (3.24) and (3.25) exists for all $y \in \mathbb{R}$ and cannot be monotone as the behaviour changes from exponential to oscillatory at the turning point, similar to Airy functions. Additionally, $f(y,C)$ approaches $C \text{Ai}(y)$ as $C \to 0$.

Similar to the previous section, one can also see from the local properties of the equation (3.24) that it does not admit blow-up at finite $y$ for large values of $C > 0$ and cannot be monotone. We will justify such results in detail in the next perturbation results section.

Now, let us explain the conjecture and illustrate in detail the behaviour of the solutions, according to the values of $C > 0$. Figure 3-12 displays the blow-up similarity profile $f = f(y,C)$ of (3.24) and (3.25), for the different values of $C > 0$. As an example, we show general view and ‘tail’ of $f$ when $C = 0.5$, for $y \ll -1$, in Figure 3-13.

For any $C > 0$, concavity is large enough to turn $f = f(y,C)$ down from the turning point (essentially the first extremum point) and $f$ passes from region (1) to region (2). Then it crosses the line $f = 0$, while $y/3 + 2f' = 0$ changes as decreased by jumping at the line $f = 0$, enters region (3), has a minimum and turns back. Then it crosses the line $f = 0$, while $y/3 + 2f' = 0$ changes as decreased by jumping the line $f = 0$, enters region (2), has a maximum, turns
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Figure 3-12: *The blow-up similarity profile* $f$ *for the different values of $C > 0*

back and so on. Therefore $f$ becomes oscillatory from the turning point for any $C > 0$. As $y \to -\infty$, $y/3 + 2 \text{sgn}(f)f' \to -\infty$ (see Figure 3-14), which yields sufficiently ever increasing convexity of $f$ in region (3) and concavity in region (2), for bounded $f$. Also, $y/3 + 2f' = 0$ changes as decreased while crossing the line $f = 0$ each times. As a result, the oscillation rapidly damps to zero compared to the analytical form in the previous section and becomes stronger, i.e. both the amplitude and the wavelength tend to zero, as $y \to -\infty$. As $C > 0$ increases, the maximum (essentially the first ‘hump’ with the first extremum point) of $f$ increases. Moreover, Figure 3-15 displays that, for $C \gg 1$, the first ‘hump’, or the global maximum, remains very close to the parabola $y/3 + 2f' = 0$ and the turning point gets very close to $y = 0$.

3.4.2.1 Perturbation results

Similar to the previous section, if we rescale (3.24) by setting $f = Cg$ for $0 < C \ll 1$, we arrive at the following rescaled ODE

$$g'' - \frac{1}{3}yg - |C|(|g|g)' = 0, \quad \text{in } \mathbb{R}.$$  

As $C \to 0^+$, we have

$$f(y, C) = C(Ai(y) + o(1)) \quad \text{uniformly in } \mathbb{R}. \quad (3.38)$$
Figure 3-13: General view and ‘tail’ of blow-up similarity profile $f$ when $C = 0.5$
Figure 3-14: \((y, y/3 + 2\, \text{sgn}(f)f')\) and \((f, y/3 + 2\, \text{sgn}(f)f')\) plots for the different values of \(C > 0\)
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Figure 3-15: The behaviour of blow-up singularity profile \( f \) for \( C = 10^6 \) (blue) and parabola \(-y^2/12 + 8.89\) (black)

Figure 3-16 displays that \( f = f(y,C) \) approaches \( CAi(y) \) and indicates that it cannot be monotone, as \( C \to 0^+ \).

We now perform the scaling \( f(y) = Cg(z), \ y = z/C \) for \( C > 0 \) in the problem (3.24) and (3.25), so we have the following perturbed ODE

\[
g'' - (|g|g)' = \frac{1}{3C^3} zg, \quad \text{for} \quad z < z_0, \quad g(z_0) = g_0, \quad g'(z_0) = g_1,
\]

where \( z_0 > 0, \ g_0 > 0 \) and \( g_1 < 0 \). For sufficiently large values of \( C > 0 \), we have the following unperturbed ODE:

\[
(g' - |g|g)' = 0, \quad \text{for} \quad z < z_0, \quad g(z_0) = g_0, \quad g'(z_0) = g_1,
\]

which doesn’t have a pole for \( g_0 > 0 \) and \( g_1 < 0 \), as \( z \) decreases from \( z_0 \).

3.4.2.2 Non-zero integration constant

Similar to the previous section, let us now consider (3.24) with non-zero integration constant \( A \) and the same boundary condition (3.25). We restrict our attention to \( A \in \mathbb{R}_+ \), as the oscillatory tail of the profile will be negative dominant when \( A < 0 \), for same values of \( C \). We display the behaviour of \( f \) for
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Figure 3-16: The behaviour of blow-up similarity profile $f$ for $C = 0.01$ (blue) and $0.01\text{Ai}(y)$ (black)

$A = 1, 1/3, 1/10$, when $C = 1$, in Figure 3-17. All profiles are bounded but not admissible according to the conservation law. Symmetry of tails occur close to 0, as $A \to 0^+$.

3.5 Summary

In this chapter, regarding the numerical and perturbation results, we have represented the blow-up profiles of the ‘−’ case with the analytical and signed form for suitable values of $C$, when $p = p_0 = 2$. We have observed the existence of an unbounded continuous family of exponentially decaying blow-up self-similar solutions parameterized by $C$ (i.e. initial mass) for (3.1), when $p = p_0 = 2$. However, such existence is valid when $C > C^*$ for (3.2). Recall that the blow-up self-similar profiles of the ‘−’ case also represent the global self-similar profiles of the ‘+’ case. In Section 6.5, numerical simulations to the rescaled PDE will show that the non-zero stationary global solution for the ‘+’ case of the rescaled PDE is one of the presented admissible similarity profiles in this chapter. However, Section 6.5 will not be able to give stable evolution of a non-zero stationary blow-up similarity solution for the ‘−’ case of the rescaled PDE due to the unstable porous medium operator.

One can also see that the blow-up similarity profile of the signed form damps
Figure 3-17: The profile $f$ of (3.24) with (3.25) for different values of $A$ when $C = 1$ and the tail.
to zero faster than the analytical form for the same value of $C$, see Figure 3-18. Unlike the ‘$-$’ case, signed form of the ‘$+$’ case yields poles (becomes unbounded), which will be discussed in the next chapter.

**Figure 3-18:** The behaviour of blow-up similarity profile $f$ of (3.27) (black) and (3.24) (blue) when $C = 0.6$
We now study the blow-up self-similar solutions of the ‘+’ case (3.4),
\[ u_t = u_{xxx} + (|u|^{p-1}u)_{xx}, \quad p > 1. \]
with suitable initial data (1.2) for the first critical exponent \( p = p_0 = 2 \). We observe the non-existence of blow-up self-similar profiles of (3.4) parameterized by initial mass (again by \( C \)), when \( p = p_0 = 2 \). Note that such a non-existence blow-up result is not that formal: it is known that even the linear dispersion equation can create a blow-up \( \delta \)-type singularity in finite time (e.g., take the fundamental Airy solution backward in time).

As we mentioned in the previous Chapter, the blow-up similarity profiles of the ‘+’ case (3.4) will represent the global similarity profiles of the ‘−’ case (3.1)
\[ u_t = u_{xxx} - (|u|^{p-1}u)_{xx}, \quad p > 1, \]
which will be discussed later on.
Chapter 4. Non-Existence of the Blow-up Similarity Profiles for the Stable ‘+’ Case with the First Critical Exponent

4.1 Blow-up self-similarity and the rescaled equation

If we propose an exact blow-up similarity solution of (3.4) as

\[ u_+(x, t) = (T - t)^{-1/3(p-1)} f(y), \quad y = x/(T - t)^{1/3}, \]  

(4.1)

where \( t < T \), then the function \( f, f \neq 0 \), solves the following third-order ODE

\[ A_+(f) \equiv f''' - \frac{1}{3(p-1)} f - \frac{1}{3} f' y + (|f|^{p-1} f)'' = 0 \quad \text{in} \quad \mathbb{R}, \]  

(4.2)

according to (3.6) with \( \sigma = 1 \). Similar to the previous chapter, we will pay attention to the profiles with the suitable decay condition, as \( y \to \infty \).

4.1.1 Global similarity pattern profiles

Let us now construct the exact global self-similar solutions of (3.1) as in (3.5) with \( \sigma = -1 \) and \( x \mapsto -x \), for \( t > T \),

\[ u_{GL}(x, t) = (t - T)^{-1/3(p-1)} f(y), \quad y = -x/(t - T)^{1/3}, \]  

then \( f(y) \) satisfies the same ODE (4.2), where we take \( T = 0 \) again for convenience. Hence, \( f(y) \) implies both blow-up self-similar profiles of (3.4) and global self-similar profiles of (3.1).

4.2 Asymptotic behaviour at infinity for \( p = p_0 = 2 \)

If we consider \( p = p_0 = 2 \) according to the conservation in mass (3.15) for (3.4), then the ODE (4.2) becomes

\[ f''' - \frac{1}{3} f - \frac{1}{3} f' y + (|f| f)'' = 0, \]  

(4.3)

which can be integrated once with the zero integration constant to give

\[ f'' - \frac{1}{3} y f + (|f| f)' = 0 \quad \text{for} \quad y \in \mathbb{R}, \quad f(y) = 0 \quad \text{as} \quad y \to \infty, \]  

(4.4)
where again we will take particularly interest in exponentially decaying solutions as \( y \to \infty \). This removes \( f(y) = 1/y \) and \( f(y) = y^2/12 + c_0 \) (\( c_0 \) is any real number) which satisfy the analytical form of (4.3),

\[
f''' - \frac{1}{3}f - \frac{1}{3}f'y + (f^2)' = 0.
\]

Additionally, \( f(y) = 1/y + y^2/12 \) is an explicit solution for the analytical form of (4.4), which is also not admissible because of the growth. By a local analysis, one can see that \( \pm 1/y \) for \( y > 0 \) and \( \pm y^2/12 \mp c_0, c_0 \geq 0 \), for \( |y| > \sqrt{12c_0} \) satisfy the signed equation (4.3).

Similar to the previous analysis in Chapter 3, the unique admissible solution of the linear part of the operator in (4.4), is the Airy function \( \text{Ai}(y) \). So we will analyse the behaviour of the solutions, \( f \), for the following second-order ODE,

\[
f'' - \frac{1}{3}yf + (|f|f)' = 0, \quad -\infty < y < \infty,
\]

with the boundary condition,

\[
f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty,
\]

where \( \text{Ai}(y) \) is the Airy function and \( C \neq 0 \) is an arbitrary real number.

### 4.3 Numerical construction of blow-up similarity profiles

We use the same notations and methods described in Section 3.4 of the previous chapter. In the following sections, we first analyse the analytical form and then signed form of (4.6), regarding to the proposed numerics.

#### 4.3.1 Blow-up similarity profiles of the analytical form

We first consider the analytical form of (4.6),

\[
f'' - \frac{1}{3}yf + (f^2)' = 0, \quad -\infty < y < \infty,
\]
with the boundary condition (4.7),

\[ f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty. \]

As we mentioned in Chapter 1, the sign of the nonlinear part is irrelevant when \( p \) is even for the analytical form. If \( g(y, C) \) has the same properties described in Conjecture 3.1, then \( f(y, C) \equiv -g(y, -C) \), i.e. \( f(y, C) \) is symmetric to \( g(y, -C) \) with respect to the \( y \)-axis. However, we will also briefly display the behaviour of the problem (4.8) and (4.7) while \( C \) varies from \(-\infty\) to \(\infty\), in order to enlighten the signed form, which will be discussed in the next section. In addition, we use this equation and the second Painlevé equation to show the efficiency of EFRK method, which will be discussed in Chapter 5.

Similar to analysis in the previous Chapter, if we divide the \((y, f)\) plane into four regions, any solution \( f \) of (4.8) will be strictly convex in the regions (1) \( f > 0, y/3 - 2f' > 0 \) and (3) \( f < 0, y/3 - 2f' < 0 \), and strictly concave in the regions (2) \( f > 0, y/3 - 2f' < 0 \) and (4) \( f < 0, y/3 - 2f' > 0 \). According to these properties and numerics, the following conjecture can be given according to Section 3.4.

**Conjecture 4.1.** Let \( C \) be a non-zero arbitrary real number and \( f = f(y, C) \) be the solution of (4.8) with boundary condition (4.7). There exists a unique \( C^* \) such that

- If \( C > C^* \), then \( f(y, C) \) has a pole (becomes infinite) at a finite \( y^* \) depending on \( C \),

  \[ f(y, C) \sim (y - y^*)^{-1} \quad \text{as} \quad y \downarrow y^*. \]  
  \[ (4.9) \]

\( f(y, C) \) is a convex and monotonically decreasing positive solution in \((y^*, \infty)\), i.e. \( f(y, C) > 0, f'(y, C) < 0, f''(y, C) > 0 \) for \( y \in (y^*, \infty) \). Additionally, \( y^* \to \infty \) as \( C \to \infty \), monotonically.

- If \( C < C^* \), then \( f(y, C) \) exists for all \( y \in \mathbb{R} \) and cannot be monotone as the behaviour changes from exponential to oscillatory at the turning point very much like Airy functions. \( f(y, C) \) approaches \( C \text{Ai}(y) \) as \( C \to 0 \).

- If \( C = C^* \), then \( f(y, C) \) asymptotes to the parabola \( y/3 - 2f' = 0 \) as \( y \to -\infty \).

\( C^* \approx 0.5911 \) is known regarding to proposed numerical construction in Section 3.4. Let us also give the following two figures in order to be a guide to decaying
oscillatory tail, when $C < C^*$, for signed form (4.6) and numerical studies in Chapter 5. Figure 4-1 displays the profile $f = f(y, C)$ when $C$ close to $C^*$. One can see the behaviour of $f$ for the different values of $0 < C < C^*$ in Figure 4-2.

**Figure 4-1:** The similarity profile $f = f(y, C)$ of (4.8) and (4.7) for $C = 0.591106 < C^*$ and $C = 0.591107 > C^*$.

**Figure 4-2:** The behaviour of blow-up similarity profile $f$ for $0 < C < C^*$.  
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4.3.2 Blow-up similarity profiles of the signed form

We now consider the signed form (4.6),

\[ f'' - \frac{1}{3}yf + (|f|f)' = 0, \quad -\infty < y < \infty, \]

with the boundary condition

\[ f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty. \]

We restrict our attention to \( C > 0 \) since the solution \( f(y, -C) \) is symmetric of \( f(y, C) \) with respect to the \( y \)-axis, i.e. \( f(y, -C) = -f(y, C) \). Similar to the previous section, according to (4.7) (and Figure 3-1), one can see that \( f(y, C) > 0 \) increases, while \( f'(y, C) < 0 \) decreases for \( C > 0 \), as \( y \) decreases from \( \infty \). Let us divide the \((y, f)\) plane into four regions, any solution \( f \) of (3.19) will be strictly convex in the regions (1) \( f > 0, y/3 - 2 \text{sgn}(f)f' > 0 \) and (3) \( f < 0, y/3 - 2 \text{sgn}(f)f' < 0 \), and strictly concave in the regions (2) \( f > 0, y/3 - 2 \text{sgn}(f)f' < 0 \) and (4) \( f < 0, y/3 - 2 \text{sgn}(f)f' > 0 \). According to these features and numerical studies, we construct the solutions of the mentioned problem as \( C \) varies from 0 to \( \infty \) and propose the following conjecture.

**Conjecture 4.2.** Let \( C \in \mathbb{R}_+ \) and \( f = f(y, C) \) be the solution of (4.6) with boundary condition (4.7). There exists a unique \( C^*_k, k = 0, 1, 2, \ldots \) such that

- If \( C > C^*_0 \), then \( f(y, C) \) has a pole (becomes infinite) at a finite \( y^*_0 \) depending on \( C \),

\[ f(y, C) \sim (y - y^*_0)^{-1} \quad \text{as} \quad y \downarrow y^*_0. \quad (4.10) \]

\( f(y, C) \) is a convex and monotonically decreasing positive solution in \((y^*_0, \infty)\). Moreover, \( y^*_0 \to \infty \) as \( C \to \infty \), monotonically.

- If \( C^*_k < C < C^*_{k-1}, k = 1, 2, 3, \ldots \), then \( f(y, C) \) has a pole (becomes infinite) at a finite point \( y^*_k \) depending on \( C \),

\[ f(y, C) \sim (-1)^k(y - y^*_k)^{-1} \quad \text{as} \quad y \downarrow y^*_k, \quad (4.11) \]

and cannot be monotone in \((y^*_k, \infty)\) since \( f \) has \( k \) local extrema due to the changing behaviour from exponential to oscillatory at the turning point. \( y^*_k \to -\infty \) as \( C \to 0^+ \) (or as \( k \to \infty \)).
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- If \( C = C_k^* \), \( k = 0, 1, 2, ... \), then \( f(y, C) \) asymptotes to the parabola \( y/3 - 2(-1)^k f' = 0 \), as \( y \to -\infty \).

Let us explain the conjecture and display the behaviour of the problem in detail, and then justify some of them by using perturbation results. We firstly introduce the sets

\[ S_0 = \{ C > 0 : f(y, C) \text{ is monotonically decreasing in } (y_0^*, \infty) \}, \quad (4.12) \]

and, for any \( k = 1, 2, ... \),

\[ S_k = \{ 0 < C < C_k^{*-1} : f(y, C) \text{ has at most } k \text{ local extrema in } (y_k^*, \infty) \}. \quad (4.13) \]

According to numerics, we have that \( S_0 \neq \emptyset \) and bounded from below by

\[ C_0^* = \inf S_0 \approx 0.5911. \quad (4.14) \]

For any \( k = 1, 2, ... \), we also have that \( S_k \neq \emptyset \) and bounded from below by

\[ C_k^* = \inf S_1 \approx 0.5, \quad (4.15) \]
\[ C_2^* = \inf S_2 \approx 0.4412, \quad (4.16) \]

and so on. As \( k \) increases, \( C_k^{*-1} - C_k^* \) decreases. We would like to remind the reader that the above values are determined by the numerical construction mentioned in Section 3.4 in order to give an idea about the behaviour of \( f \) for different values of \( C \).

Figure 4-3 shows the different values of \( C > 0 \) for \( f \). It can be seen that \( f \) is monotone decreasing for \( C > C_0^* \) and cannot be monotone for \( C < C_0^* \) in \( (y_k^*, \infty) \), \( k = 0, 1, 2, ... \).

Similar to the first case of the analytical form, for \( C > C_0^* \), \( f \) cannot enter region (2) and always remains in region (1), where \( f \) is always convex and positive, see Figure 4-4. The solution \( f \) of the signed form for \( C > C_0^* \) will be same with the solution of analytical form for \( C > C_0^* \) since \( f \) stays always positive in region (1). The singularity point \( y_0^* \) decreases monotonically while \( f \) remains close to the parabola \( y/3 - 2f' = 0 \) for an ever increasing range of \( y \) as \( C \to C_0^{*+} \). Moreover, \( y_0^* \) increases monotonically as \( C \to \infty \).

We display the behaviour of \( f \) when \( C \) is close to \( C_k^* \), for \( k = 0, 1, 2, \) in Figure 4-5. As \( C \to C_k^{*-} \), for \( k = 0, 1, 2, ... \), the last extremum of \( f \) grows longer.
and moves towards $-\infty$, by remaining very close to the parabola $y/3-2(-1)^kf' = 0$. We cannot say that $y^*_k$ monotonically decreases as $C^*_k < C < C^*_{k-1}$ decreases, when $k = 1, 2, \ldots$. However, one can see that, for $k = 1, 2, \ldots$, all the zeros and extrema of $f$ move towards the left as $C \to C^*_{k-1}$ and move towards the right as $C \to C^*_k$.

Now, we explain the behaviour of $f$ for $C < C^*_0$, which is displayed in Figure 4-3 and 4-6. Let us first start with the profiles have one local extremum in $(y^*_1, \infty)$. For $C^*_1 < C < C^*_0$, concavity is large enough to turn $f$ down from the first extremum point. Thus $f$ passes from region (1) to region (2), crosses the line $f = 0$ and enters region (4) since $y/3 - 2\text{sgn}(f)f'$ changes (jumps) from $y/3 - 2\text{sgn}(f)f' < 0$ to $y/3 - 2\text{sgn}(f)f' > 0$, at the line $f = 0$ (see Figure 4-6 and 4-3). Then $f$ cannot enter region (3) and remains in region (4). Therefore $f \to -\infty$ and $y/3 - 2\text{sgn}(f)f' \to \infty$, as $y \to y^*_1$, which yields a pole at a finite $y^*_k$ for $f$, in contrast to the signed form of the ‘$-$’ case in Chapter 3.

We next explain the profiles have two local extrema in $(y^*_2, \infty)$. For $C^*_2 < C < C^*_1$, concavity is large enough to turn $f$ down from the first extremum point. Thus $f$ passes from region (1) to region (2) and crosses the line $f = 0$, while $y/3 - 2\text{sgn}(f)f'$ changes as increased by jumping at the line $f = 0$. Then $f$ has a minimum at the second extremum point, enters region (3), turns back, crosses the line $f = 0$ and enters region (1) since $y/3 - 2\text{sgn}(f)f'$ changes from $y/3 - 2\text{sgn}(f)f' < 0$ to $y/3 - 2\text{sgn}(f)f' > 0$ at the line $f = 0$. Then $f$ cannot enter region (2) and remains in region (1). Thus $f \to \infty$ and $y/3 - 2\text{sgn}(f)f' \to \infty$, as $y \to y^*_2$.

Finally, let us generalise above discussions and consider the profiles have $k$ local extrema in $(y^*_k, \infty)$. So, for $C^*_k < C < C^*_{k-1}$, $k = 3, 4, \ldots$, $f$ has $k$ local extrema by entering regions (2) and (3) after crossing the line $f = 0$. On the other hand, $y/3 - 2\text{sgn}(f)f'$ changes as ever increased (jumps) at the line $f = 0$ each time. This ever increasing (jumping) behaviour at $f = 0$ doesn’t produce sufficiently ever increasing concavity of $f$ in region (2) and convexity in region (3), for unbounded $f$. After changing region (turning) at the $k$-th extremum point, $f$ crosses the line $f = 0$, remains in the same behaviour of the region due to $y/3 - 2\text{sgn}(f)f'$ changes (jumps) from $y/3 - 2\text{sgn}(f)f' < 0$ to $y/3 - 2\text{sgn}(f)f' > 0$ at the line $f = 0$. Thus $f \to (-1)^k\infty$ and $y/3 - 2\text{sgn}(f)f' \to \infty$, as $y \to y^*_k$, see Figure 4-6 and 4-3. In other words, solutions in this range are oscillatory, that have $k$ local extrema, where the amplitude of oscillations increases (in contrast to the signed form of the ‘$-$’ case in Chapter 3) and the wavelength tends to zero.
as \( y \to y_k^* \). The dependence of \( y_k^* \) on \( C \) is an open problem.

\[ \text{Figure 4-3: The profile } f \text{ for the different values of } C \]

### 4.3.2.1 Perturbation results

It has already been mentioned that \( y_k^* \to -\infty \) as \( C \to 0^+ \). Additionally, if we set \( f = Cg \) in (4.6), we have the following ODE

\[
g'' - \frac{1}{3}yg + |C|(|g|g)' = 0, \quad y_k^* < y < \infty. \tag{4.17}
\]

Similar to the previous chapter, one can see that \( f \) cannot be monotone for \( 0 < C \ll 1 \). In Figure 4-7, we show that all zeros of \( f(y, C) \) get very close to the all zeros of \( C \text{Ai}(y) \), and \( f(y, C) \) remain close to \( C \text{Ai}(y) \) for an ever increasing range of \( y \) as \( C \to 0^+ \).

If we now set \( f(y) = Cg(z) \) and \( y = z/C \), for \( C > 0 \), in the problem (4.6) and (4.7), then we have the following perturbed ODE

\[
g'' + (|g|g)' = \frac{1}{3C^3} zg, \quad \text{for } z < z_0, \quad g(z_0) = g_0, \quad g(z_0) = g_1, \tag{4.18}
\]

where \( g_0 > 0 \) and \( g_1 < 0 \). For sufficiently large values of \( C > 0 \), we arrive at the unperturbed ODE

\[
(g' + (|g|g))' = 0, \quad \text{for } z < z_0, \quad g(z_0) = g_0, \quad g(z_0) = g_1. \tag{4.19}
\]
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Figure 4-4: \((y, y/3 - 2 \text{sgn}(f)f')\) and \((f, y/3 - 2 \text{sgn}(f)f')\) plots for the different values of \(C > C_0^*\)
Figure 4-5: The behaviour of $f$ when $C$ close to $C^*_k$ for $k = 0, 1, 2$. 
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Figure 4-6: \((y, y/3 - 2\text{sgn}(f)f')\) and \((f, y/3 - 2\text{sgn}(f)f')\) plots for the different values of \(C < C_0\).
Figure 4-7: The behaviour of $f$ for $C = 0.05$ (red) and $0.05\text{Ai}(y)$ (black)
which is another classic blow-up problem. It becomes unbounded for \( g_0 > 0 \) and \( g_1 < 0 \), as \( z \) decreases from \( z_0 \).

### 4.3.2.2 Non-zero integration constant

We now consider the problem (4.6) with the non-zero integration constant, i.e.

\[
\frac{d^2f}{dy^2} - \frac{1}{3}yf + (|f|f)' = A, \quad -\infty < y < \infty, \tag{4.20}
\]

with the same boundary condition (4.7),

\[
f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty,
\]

where \( A > 0 \) is the constant of integration. In Figure 4-8, we display the behaviour of \( f \), for some values of \( A \), when \( C = 0.1 \) and \( y_0 = 10 \), which are unbounded.

![Figure 4-8: The behaviour of \( f \) for (4.20) with (4.7), when \( A = 1, 1/3, 10^{-3}, 10^{-6}, C = 0.1 \) and \( y_0 = 10 \).](image)

### 4.4 Summary

In this chapter we have investigated the blow-up similarity solutions of the ‘+’ case. We would like to point out that the blow-up self-similar profiles of the ‘+’ case implies the global self-similar profiles of the ‘−’ case. We have mentioned
admissible blow-up similarity profiles of the analytical form for appropriate values of $C$, such as $C < C^\ast$. Moreover, we observe the non-existence of exponentially decaying blow-up similarity profiles for the signed form with the proposed numerical construction. In Section 6.5, according to the non-existence result, we will discuss the large-time behaviour of the rescaled PDE, which cannot convergence to a non-zero stationary solution.

In summary, for the first critical case $p = p_0 = 2$, we list the existence and non-existence results obtained by using numerical and perturbation techniques in Chapter 3 and 4 for the similarity solutions of

$$f'' - \frac{\sigma}{3}fy \pm (|f|f)' = 0 \quad (4.21)$$

with the boundary condition,

$$f(y,C) \sim CAi(y) \quad \text{as} \quad y \to \infty, \quad (4.22)$$

in Table 4.1, where $C \neq 0$ varies from $-\infty$ to $\infty$ and $C^\ast \approx 0.5911$.

<table>
<thead>
<tr>
<th>Blow-up similarity ($\sigma = 1$)</th>
<th>$\forall C$</th>
<th>$# C$</th>
<th>$C &gt; -C^\ast$</th>
<th>$C &lt; C^\ast$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global similarity ($\sigma = -1$)</td>
<td>$# C$</td>
<td>$\forall C$</td>
<td>$C &lt; C^\ast$</td>
<td>$C &gt; -C^\ast$</td>
</tr>
</tbody>
</table>

**Table 4.1**: A summary table for the existence results obtained for the similarity solutions of 4.21 with 4.22 in Chapter 3 (red) and Chapter 4 (black).
Chapter 5

An exponentially fitted Runge-Kutta method for Airy-type IVPs

There are many numerical techniques for the integration of ODEs. However, there is not a specific method that works well for general ODEs, since a method may behave differently for a decaying or oscillating solution. In this chapter, we use a numerical method for a prototype of the second-order ODEs, which have appeared in this thesis. If we generalise the initial value problems that we have studied in Chapter 3 and 4, we have

$$f''(y) = kf(y) + N(f(y), f'(y)), \quad f(y_0) = f_0, \quad f'(y_0) = f_1,$$

where $N$ is continuously differentiable respect to $f$ and $f'$, $y_0$ is an initial point, $f_0$ and $f_1$ are real values and $k \neq 0$ is a constant. It can be seen in previous chapters that there are numerical challenges in order to catch both long time oscillatory slow decaying and exponential fast decaying behaviour of the solutions depending on $C$. In particular, any small change in $C$ may cause a pole in the solution. In this chapter, we propose a reliable two stage exponentially fitted Runge-Kutta method [85, 86, 91] in order to catch all kind of behaviour of (5.1), even for relatively large step sizes compared to the classical Runge-Kutta methods. We propose a two-parameter reference set to solve (5.1) and use local truncation errors to determine these ‘fitting’ parameters in each step. Since computational cost is much more than the classic IVP solver of MatLab, which is used in the previous chapters, this method is only used in this chapter for proposed examples.

This technique is an extension of pre-existing work [91, 97, 102] to the Airy-
type initial value problems (5.1) by using a two stage Runge-Kutta method. The results of this chapter appear in the papers ‘Numerical study of the asymptotic of the second Painlevé equation by a functional fitting method’ (with U. Erdoğan, 2014) published in the Mathematical Methods in the Applied Sciences, and, partially, in ‘A reliable scheme with large time steps for second order initial value problems’ (with U. Erdoğan, 2014) submitted.

5.1 A two stage exponentially fitted Runge-Kutta method with two parameters

Exponentially fitted Runge-Kutta methods (EFRK) are of great interest recently [91, 92, 93, 94, 95, 96]. They are designed for highly oscillatory and stiff problems. Each method has to be tailored with respect to the nature of the problem under consideration. The proposed method in this chapter will be constructed on a two stage Runge-Kutta (RK) formula.

The main issues in the construction of multi-stage EFRK methods are the determination of the reference sets for internal and external stages and selection of the parameters. All the classical integrators have in common that they are exact for some degrees of polynomials. The polynomial reference sets might not be the best for the oscillatory and decaying character of the solution of the equation (5.1). The classical exponentially-trigonometrically fitted methods can integrate exactly $f''(y) = w^2 f(y) = 0$, for the problem $f''(y) = G(f(y))$, with the reference set $\{e^{wy}, e^{-wy}\}$ or $\{\sin (wy), \cos (-wy)\}$. However, these reference sets do not work for the problem $f''(y) = G(f(y), f'(y))$, e.g. $f'' - kf' + c = 0$ cannot be integrated by $\{e^{wy}, e^{-wy}\}$ or $\{\sin (wy), \cos (-wy)\}$, when $k \neq 0$ [97]. In order to reflect the effect of $f'$ and $y$ in (5.1), we use two parameters rather than one parameter as in [98, 99, 100]. We propose $\{e^{\lambda_1 y}, e^{\lambda_2 y}\}$ for internal stage and $\{1, e^{\lambda_1 y}, e^{\lambda_2 y}\}$ for external stage of RK method. Our aim is to effectively catch the oscillatory and exponential behaviours of (5.1) according to the parameters $\lambda_1$ and $\lambda_2$ that might be real or complex.

In the next section a two stage EFRK method with two parameters is introduced step by step. The numerical examples section includes the second Painlevé equation with Hastings-McLeod solution and the equation (4.8) with initial condition (4.3.1) discussed in Chapter 4.
5.2 Derivation of the Method

The derivation of a two stage EFRK method is given in [85, 86, 91] for \( f''(y) = G(y, f(y)) \). For the completeness of the chapter, we give the detailed derivation of the proposed method for the problem (5.1) with some additional arguments.

5.2.1 Derivation of the coefficients

Let us consider the equation
\[
\frac{df}{dy} = G(y, f).
\] (5.2)

The coefficients of the EFRK will be determined by the exact integration of (5.2) for exponential and/or trigonometrical functions. We propose a two stage Runge Kutta (RK) method for (5.2) with the internal and external stages as
\[
\begin{align*}
F_1 &= f_n, \\
F_2 &= \gamma_2 f_n + ha_{21} G(y_n, F_1), \\
f_{n+1} &= f_n + h (b_1 G(y_n, F_1) + b_2 G(y_n + c_2 h, F_2)).
\end{align*}
\] (5.3)

The reference sets for internal and external stages are taken \( \{e^{\lambda_1 y}, e^{\lambda_2 y}\} \) and \( \{1, e^{\lambda_1 y}, e^{\lambda_2 y}\} \) respectively. Therefore, the corresponding linear difference operators
\[
\begin{align*}
\mathcal{L}_2[h, a] f(y) &= f(y + c_2 h) - \gamma_2 f(y) - ha_{21} f'(y), \\
\mathcal{L}[h, a] f(y) &= f(y + h) - f(y) - h(b_1 f'(y) + b_2 f'(y + c_2 h)),
\end{align*}
\] (5.4)

vanish for the elements of reference sets. After solving the algebraic system
\[
\begin{align*}
\mathcal{L}_2[h, a] \exp(\lambda_1 y) &= 0, \\
\mathcal{L}_2[h, a] \exp(\lambda_2 y) &= 0, \\
\mathcal{L}[h, a] \exp(\lambda_1 y) &= 0, \\
\mathcal{L}[h, a] \exp(\lambda_2 y) &= 0, \\
\mathcal{L}[h, a] 1 &= 0,
\end{align*}
\]
the coefficients of the method appear as
\[
a_{2,1} = -\frac{e^{\lambda_1 c_2 h} + e^{\lambda_2 c_2 h}}{h (\lambda_1 - \lambda_2)},
\] (5.5a)
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\[ \gamma_2 = \frac{e^{\lambda_2 c_2 h} \lambda_1 - \lambda_2 e^{\lambda_1 c_2 h}}{\lambda_1 - \lambda_2}, \quad (5.5b) \]

\[ b_2 = -\frac{e^{\lambda_2 h} \lambda_1 - e^{\lambda_1 h} \lambda_2 + \lambda_2}{\lambda_1 h (-e^{\lambda_2 c_2 h} + e^{\lambda_1 c_2 h})}, \quad (5.5c) \]

\[ b_1 = -\frac{\lambda_2 e^{h(\lambda_2 c_2 + \lambda_1)} - e^{\lambda_2 c_2 h} \lambda_2 - \lambda_1 e^{h(\lambda_1 c_2 + \lambda_2)} + e^{\lambda_1 c_2 h} \lambda_1}{\lambda_1 h (-e^{\lambda_2 c_2 h} + e^{\lambda_1 c_2 h})}. \quad (5.5d) \]

The local truncation error of the method is given by

\[
\begin{align*}
\tau_{i+1}(h) &= \left[ (-\frac{1}{4} c_2 + \frac{1}{6}) f'''(y_i) + \frac{1}{4} \lambda_2 c_2 + \frac{1}{4} c_2 G_f(y_i) - \frac{1}{6} \lambda_1 + \frac{1}{4} \lambda_1 c_2 - \frac{1}{6} \lambda_2) f''(y_i) \right. \\
&\quad \left. + (-\frac{1}{4} \lambda_1 \lambda_2 c_2 + \frac{1}{6} \lambda_1 \lambda_2 - \frac{1}{4} \lambda_1 c_2 G_f(y_i) - \frac{1}{4} \lambda_2 c_2 G_f(y_i)) f'(y_i) + \frac{1}{4} \lambda_1 \lambda_2 c_2 f(y_i) \right] h^2 \\
&\quad + O(h^3),
\end{align*}
\]

where \( \tau_{i+1}(h) \) is defined as (see [103, pp. 317])

\[ \tau_{i+1}(h) = \frac{f(y_{i+1}) - f(y_i)}{h} - (b_1 f'(y_i) + b_2 f'(y_i + c_2 h)). \]

If we set \( c_2 = 2/3 \) as in the classical two stage RK method, the local truncation error becomes

\[ \tau_{i+1}(h) = \frac{1}{6} G_f(y_i) h^2 (f'''(y_i) - (\lambda_1 + \lambda_2) f'(y_i) + (\lambda_1 \lambda_2) f(y_i)) + O(h^3). \quad (5.6) \]

In the next subsection, it can be seen that the selection \( c_2 = 2/3 \) does not only yield a simple expression for \( \tau_{i+1}(h) \), but also reduces computational cost in calculating parameters \( \lambda_1 \) and \( \lambda_2 \) by eliminating the third derivative.

In the case of \( \lambda_1, \lambda_2 \to 0 \) or \( \lambda_1 \to \lambda_2 \), the following series expansions of the coefficients may be utilized in order to prevent numerical instabilities.

\[ a_{2,1} = \frac{2}{3} + \frac{2}{9} h (\lambda_1 + \lambda_2) + \frac{4}{81} h^2 (\lambda_1^2 + \lambda_1 \lambda_2 + \lambda_2^2) + \frac{2}{243} h^3 (\lambda_1^3 + \lambda_1^2 \lambda_2 + \lambda_1 \lambda_2^2 + \lambda_2^3) + O(h^4), \]

\[ \gamma_2 = 1 - \frac{2}{9} h^2 \lambda_1 \lambda_2 - \frac{4}{81} h^3 (\lambda_1^2 \lambda_2 + \lambda_1 \lambda_2^2) + O(h^4), \]

\[ b_1 = \frac{1}{4} - \frac{1}{144} h^2 (\lambda_1^2 + \lambda_1 \lambda_2 + \lambda_2^2) - \frac{1}{2160} h^4 (2 \lambda_1^3 + 7 \lambda_1^2 \lambda_2 + 7 \lambda_1 \lambda_2^2 + 2 \lambda_2^3) + O(h^4), \]

\[ b_2 = \frac{3}{4} + \frac{1}{144} h^2 (\lambda_1^2 + \lambda_1 \lambda_2 + \lambda_2^2) + \frac{1}{2160} h^4 (2 \lambda_1^3 - 3 \lambda_1^2 \lambda_2 - 3 \lambda_1 \lambda_2^2 + 2 \lambda_2^3) + O(h^4). \]
5.2.2 Selection of the parameters

According to the previous studies on the classical exponentially fitted (EF) methods for \( f''(y) = G(f(y)) \), there is no unique way of determining fitting parameters. The approaches are usually problem dependent. Some authors assume that the constant value of fitting parameters are known in advance [93, 101]. Another approach is that a formula for fitting parameters can be obtained by minimizing local truncation error [94, 99, 102, 104, 105, 106].

For the problem (5.1), non-constant values of fitting parameters are expected. Therefore the idea of minimizing local truncation error will be used in order to determine the fitting parameters. The construction of the method for (5.1) is illustrated over a first order 2 × 2 ODE system, i.e.

\[
\begin{align*}
    u' &= v(y), \\
    v' &= G(y, u(y), v(y)),
\end{align*}
\]

where \( G \) has continuous derivatives with respect to \( y, u \) and \( v \). Applying the scheme (5.3), for each equation of the system (5.7), yields the following local truncation errors,

\[
\begin{align*}
    \tau_{i+1,1}(h) &= C_1 h^2 (u''(y_i) - (\lambda_1 + \lambda_2)u'(y_i) + (\lambda_1 \lambda_2)u(y_i)) + O(h^3), \\
    \tau_{i+1,2}(h) &= C_2 h^2 (v''(y_i) - (\lambda_1 + \lambda_2)v'(y_i) + (\lambda_1 \lambda_2)v(y_i)) + O(h^3).
\end{align*}
\]

Equating the coefficients of \( h^2 \) to zero, one increases the order of the method and obtains algebraic equations to get \( \lambda_1, \lambda_2 \) as well:

\[
\begin{align*}
    u''(y_i) - (\lambda_1 + \lambda_2)u'(y_i) + (\lambda_1 \lambda_2)u(y_i) &= 0, \\
    v''(y_i) - (\lambda_1 + \lambda_2)v'(y_i) + (\lambda_1 \lambda_2)v(y_i) &= 0.
\end{align*}
\]

Since the numerical values of \( u(y_i), v(y_i), u'(y_i) = v(y_i), v'(y_i) = u''(y_i) = G(y_i, u(y_i), v(y_i)), \) and \( v'(y_i) = G_u(y_i, u(y_i), v(y_i))v(y_i) + G_v(y_i, u(y_i), v(y_i))v'(y_i) + G_y(y_i, u(y_i), v(y_i)) \) are known by (5.7) at each step in \( y \), (5.8) yields complex or real roots as

\[
\lambda_{1,2} = \frac{\beta_i \pm \sqrt{\beta_i^2 - 4 \alpha_i}}{2},
\]
where
\[
\alpha_i = \frac{u(y_i)v''(y_i) - u''(y_i)v(y_i)}{u(y_i)v'(y_i) - u'(y_i)v(y_i)}, \quad \beta_i = \frac{u'(y_i)v''(y_i) - u''(y_i)v'(y_i)}{u(y_i)v'(y_i) - u'(y_i)v(y_i)}.
\]

In the case of complex \( \lambda \)'s, it is worth mentioning that the coefficients of the method in (5.5) are always real due to complex conjugacy of \( \lambda \)'s.

The classical two stage explicit Runge-Kutta methods have local truncation error \( O(h^2) \) and second order accuracy [107]. The proposed method is of third order accurate with two stages. The computation of parameters may cause additional computational cost. However, it leads to a more stable, accurate and conservative method. The proposed algorithm is written in Maple and it can be found at the end of chapter.

### 5.3 Numerical Experiments

According to our numerical experiences, the proposed solver behaves like the classical fourth-order Runge-Kutta (ode4) method for such ODEs. However, the ode4 method requires smaller step sizes than EFRK does, in order to keep the solution bounded, especially in oscillatory problems. It is well known that classical integrators do not preserve qualitative properties such as Hamiltonian in the long time simulation if they are not symplectic.

In this section, numerical experiments are performed to verify that the EFRK method is quite flexible in choosing large step sizes and very successful in simulating qualitative behaviours of the equation due to its parameter dependence.

#### 5.3.1 Example 1

We consider a numerical approximation of the asymptotics of the Second Painlevé equation, which has briefly mentioned in Chapter 2,

\[
f'' = yf + 2f^3 + \alpha,
\]

where \( \alpha \) is an arbitrary constant. Equation (5.9) is one of the six Painlevé equations whose solutions are called Painlevé transcendents, which generally cannot be governed by elementary functions. These equations are mentioned as most important nonlinear ordinary differential equations by some authors [87, 88, 89, 108]. Besides their mathematical attraction like Painlevé property [89], the Painlevé
equations have arisen in many branches of physics such as mechanics, relativity and optics. The review of previous attempts to analyse Painlevé equations is given in [89] by Clarkson. Clarkson also pointed out that there is need for further numerical and analytical studies of asymptotics of solutions of (5.9).

Rosales [87] considered the second Painlevé equation as a reduction of the (defocusing) mKdV,

$$u_t - 6u^2 u_x + u_{xxx} = 0,$$

with the following form of similarity solutions

$$u(x, t) = (3t)^{-1/3} f(y), \quad y = x/(3t)^{1/3}.$$

Moreover, one can see the connection between the second Painlevé and the KdV,

$$v_t - 6vv_x + v_{xxx} = 0,$$

via the Miura transformation, $v = u_x + u^2$ [17]. Rosales also presented plots of the solutions obtained numerically. Hastings and McLeod [88] proposed asymptotics of the second Painlevé equation as a special case of

$$f'' = yf + 2f|f|^p,$$  \hspace{1cm} (5.10)

where $p > 0$. Miles [109, 110] also derived some approximation formulae for asymptotics. The nonlinear Schrödinger equation is mapped to the second Painlevé equation in order to calculate nonlinear eigenfunctions in [111]. Recently, the problem (5.9) has been solved by approximation methods such as homotopy analysis method (HAM) [112], homotopy perturbation method (HPM), Adomian decomposition method (ADM), Legendery-Tau method [113, 114], analytic continuation method, Chebshyev series method [115]. However, the authors of these papers use initial conditions $f(0) = 1$ and $f'(0) = 0$ and seek the solution in a small interval regardless of oscillatory and decaying solutions. The studies in the literature are generally for the case $\alpha = 0$. However, a recent fruitful computational discussion on the second Painlevé with different values of $\alpha$ can be found in [116].

Considering $\alpha = 0$ and the boundary condition,

$$f(y) \to 0 \quad \text{as} \quad y \to \infty,$$  \hspace{1cm} (5.11)
Hastings and McLeod [88] give the following theorem:

**Theorem 5.1** ([89]). Any solution of (5.9) with \( \alpha = 0 \), satisfying \( f(y) \to 0 \) as \( y \to \infty \), is asymptotic to \( C \text{airy}(y) \), for some \( C \). Conversely, for any \( C \), there is a unique solution \( f(y,C) \) of (5.9) with \( \alpha = 0 \) which is asymptotic to \( C \text{airy}(y) \) as \( y \to +\infty \). If \(|C| < 1\), then this solution exists for all real \( y \) as \( y \to -\infty \), and as \( y \to -\infty \)

\[
 f(y,C) = d|y|^{-1/4} \sin \left( \frac{2}{3} |y|^{3/2} - \frac{3}{4} d^2 \log(|y|) - \theta_0 \right) + o(|y|^{-1/4}),
\]

for some constants \( d \) and \( \theta_0 \) which depend on \( C \). If \(|C| = 1\) then

\[
 f(y,C) \sim \text{sgn}(C) \sqrt{-\frac{1}{2}} y,
\]

as \( y \to -\infty \). If \(|C| > 1\) then \( f(y,C) \) has a pole at a finite \( y^* \), dependent on \( C \),

\[
 f(y,C) \sim \text{sgn}(C)(y - y^*)^{-1},
\]

as \( y \downarrow y^* \). □

The Airy function, \( \text{airy}(y) \), is the admissible solution of the linear part of (5.9), \( f'' = yf \). Rosales [87] had confirmed the above theorem numerically by employing the fourth-order Runge-Kutta scheme with double precision and small step sizes. One of the numerical challenges of the second Painlevé equation is \( C \) sensitivity of any proposed method. In other words an arbitrary ODE solver may blow-up for \(|C| = 1 - \epsilon \), where \( \epsilon \) is small positive real number. It is observed that while \textit{MatLab} solver \textit{ode15s} fails to catch oscillatory motion for constant step size, \textit{ode4}, which is an implementation of the classical fourth-order Runge-Kutta method in the \textit{MatLab Center}, needs relatively small step sizes. Increasing the order of the method or adaptive version of the methods such as \textit{ode45} may be a remedy.

Considering Theorem 5.1, right initial conditions for (5.9) are determined for various values of \( C \) as in [87, 109, 110]. In Figure (5-1) the numerical solutions of (5.9) by \textit{ode15s} and \textit{ode4} with right initial conditions \( f(5) = C \text{airy}(5) \) and \( f' = C \text{airy}'(5) \) where \( C = 1 - 10^{-6} \) are plotted. For step sizes \( h = 0.01 \) \textit{ode15s} fails to catch oscillatory motion implied in Theorem 5.1 but \textit{ode4} works well.

The proposed method, which is of third order at most, is able to simulate all behaviours explained in Theorem 5.1. In Figure (5-2). the numerical solution,
Figure 5-1: ode15s and ode4 solution of (5.9) with $h = 0.01$ for $C = 1 - 10^{-6}$. 
by the present exponentially fitted method, is given for $C = 1 - 10^{-7}$ at first. Blow-up motion is also demonstrated for $C = 1 + 10^{-4}$. Here, the step size is taken $h = 0.1$.

The location of the pole can be also investigated by checking the frequencies of the method. As $y \to y^*$, the imaginary parts of the method are zero, which means no oscillation, and real parts are extremely large in magnitude, see Table 5.1. Additionally, since the frequencies are determined by derivatives of the solution in formulae (5.8), frequency computations of the method can be considered as a numerical tool for confirming the location of the pole.

The method is observed to work well even for a coarser mesh, for instance $h = 1.4$. For this step size, $\text{ode4}$ solver blows up while the EFRK method still remains bounded and oscillates for $|C| < 1$ (see Figure 5-3). Indeed this is the superiority of EF methods to classical methods. When the frequencies are computed accurately, there is no strict restriction on the step sizes of explicit EFRK methods.

On the other hand, the proposed method is efficient and promising for large values of $y$ with $h = 0.1$ and $C = 1 - 10^{-6}$. In Figure 5-4, the present method simulates slow decaying strong oscillation regarding to the asymptotic form in Theorem 5.1. However, $\text{ode4}$ solver damps the solution early. This may be recovered for smaller step sizes.

\section*{Figure 5-2:} Numerical solution of (5.9) by the present method with $h = 0.1$ for $C = 1 - 10^{-7}$ (red line) and $C = 1 + 10^{-4}$ (blue line).
Figure 5-3: Numerical solutions of (5.9), by the present method and ode4 solver, with \( h = 1.4 \), for \( C = 1 - 10^{-6} \).
Figure 5-4: Behaviour of (5.9) for large values of $y$, by the present method and ode4 solver, with $h = 0.1$ and $C = 1 - 10^{-6}$. 
Table 5.1: Values of the real part of frequencies near the pole for $C = 1 + 10^{-4}$ with $h = 0.01$.

5.3.2 Example 2

Going back to Chapter 4, we now consider the analytical form of (4.8),

$$f'' - \frac{1}{3} y f + 2 f f' = 0, \quad -\infty < y < \infty,$$

(5.12)

with boundary condition

$$f(y, C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty.$$  

(5.13)

The behaviour of (5.12), when $C < C^*$ and $C > C^*$, where $C^* \approx 0.5911$, are discussed in Chapter 4. In addition to previous studies, we compare the long-time behaviour efficiency of $ode4$ and present method for large step sizes. EFRK and $ode4$ solutions for $C = 0.591106$ are plotted in Figure 5-5. $ode4$ damps the solution in early times for $h = 0.1$. This may be recovered by taking smaller step sizes. However, the present method simulates slow decaying strong oscillation for $h = 0.1$, as mentioned in Chapter 4. One can see Figure 4-1 as a reference to compare the accuracy of the methods for oscillatory tails of the solutions.

The real and imaginary parts of $\lambda_1$ and $\lambda_2$ versus $y$ are plotted in Figure 5-6, in order to show how parameters affect the solution. Their parallelism with the solution can be seen by comparing Figure 5-5 and 5-6.

5.4 Summary

As a result, an explicit two-stage and third order exponentially fitted Runge-Kutta method to a prototype of second order ODEs is introduced. Since the method has variable coefficients, computational cost is much more than the classical two stage Runge-Kutta method. However, remarkable improvements in accuracy and preservation of qualitative properties are gained. Higher order
Figure 5-5: Behaviour of (5.12) with EFRK method and ode4 solver for $h = 0.1$ and $C = 0.591106$. 
Figure 5-6: Real and Imaginary parts of the parameters for $h = 0.1$ and $C = 0.591106$. 
versions of the method can be obtained by using more stages and other reference sets such as \(\{1, y, y^2, ..., y^k, e^{\lambda_1 y}, e^{\lambda_2 y}, ..., y^p e^{\lambda_1 y}, y^p e^{\lambda_2 y}\}\). Exponentially fitted Runge-Kutta-Nyström (EFRKN) methods [96, 117] can also be constructed as an efficient algorithm.

5.5 Algorithm of a two stage EFRK method with two parameters in Maple

One can see that both Example 1 and Example 2 are for the domains decreasing from the initial point. Since the proposed algorithm designed for the domains increasing from the initial point, we have used \(y \mapsto -y\) in our examples. After the transformation, the algorithm for Example 2 is given as follows:

```maple
restart: with(LinearAlgebra):
Digits:=16: # set your digits #

#problem settings begin#

f:=V: #do not change it means V=U'#
g:=-Y/3*U+2*U*V; #write rhs of your equation as U''=g(Y,U,V)#

#enter the domain and shooting parameter#
initial:=-15; final:=285; C:=0.591106:
#initial must be less than final #
N:=3000; #change number of step#

#enter the initial conditions#

u[0]:=evalf(eval(C*AiryAi(-1/3*3^(2/3)*(Y)),Y=initial));
v[0]:=evalf(eval(diff(C*AiryAi((-1/3*3^(2/3))*Y),Y),Y=initial));

#write rhs of your equation here again#
F:=(U,V,Y)-> <V,-Y*U/3+2*(U)*V>;

#problems settings finished#

c[2]:=2/3:
h:=evalf((final-initial)/N); #steplenght#

U1:=f: V1:=g: U2:=g: V2:=diff(g,U)*f+diff(g,V)*g+diff(g,Y):

alpha:=-(U1*V2-U2*V1)/(-U*V1+V*U1):
beta:=(-U*V2+V*U2)/(-U*V1+V*U1):
y[0]:=<u[0],v[0]>;
for i from 0 to N do
x[i]:=initial+i*h:
```
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#calculations of the parameters#
denk := w^2 - eval(beta, \{U=y[i][1], V=y[i][2], Y=x[i]\}) * w + eval(alpha, \\ \{U=y[i][1], V=y[i][2], Y=x[i]\}) := \{solve(denk)\}:
mu[1] := op(1, %):
mu[2] := op(2, %):
aa1[i] := mu[1]: aa2[i] := mu[2]:

#coefficients of F_2#
a[2,1] := Re((-exp(mu[1]*c[2]*h)+exp(mu[2]*c[2]*h))/h
/ (mu[1]-mu[2])):
Y1 := y[i]:
Y2 := g[1]*y[i]+h*a[2,1]*F(y[i][1],y[i][2],x[i]):

#coefficients of external stage#
h/mu[1]/(-exp(mu[1]*c[2]*h)+exp(mu[2]*c[2]*h))/mu[2]):
h/mu[1]/(-exp(mu[1]*c[2]*h)+exp(mu[2]*c[2]*h))/mu[2]):
y[i+1] := y[i]+h*(b[1]*F(Y1[1],Y1[2],x[i])+b[2]*F(Y2[1],Y2[2],x[i]
+c[2]*h)):
end do:

#plot of the original equation#
plot([[seq([-x[i],y[i][1]],i=0..N])]):
#real and imaginary parts of parameters(aa1 and aa2) versus y#
plot([[seq([-x[i],-Re(aa1[i])],i=0..N])]);
Chapter 6
Semilinear Dispersion PDEs: General $p$’s

In this Chapter we focus on the case of general $p > 1$ for the semilinear PDE (1.1). One can see that the rescaled ODEs (3.9) and (4.2) remain truly third-order without conservation. Clearly, it is more complicated than the conservative case, $p = p_0 = 2$. Firstly, we consider the conservation of the first moment which fortunately also yields a second-order ODE with $p = p_1 = 3/2$. We next give the spectral properties of the rescaled linear operator in order to enlighten instabilities in the linearisation of the rescaled PDE for arbitrary values of $p > 1$. However, we do not expect reasonably simple justifications due to the highly oscillatory nature of the eigenfunctions of the problem, in contrast to other evolution equations. Most of our analysis and conclusions for the centre subspace behaviour and bifurcation points remain formal. Therefore, similar to the previous chapters, we rely on numerical results playing an important role in analysing the similarity profiles. We finally use numerics in the ODE and original PDE to clarify such existence and non-existence results. Additionally, some aspects of the semilinear PDE, such as Airy-type radiation conditions at infinity and the extension of solutions beyond blow-up are discussed. With direct simulations to the rescaled PDE, we obtain a non-zero stationary global similarity solution of the ‘+’ case for $p = p_0 = 2$, which is one of the profiles obtained in Chapter 3. We also numerically discuss the behaviour of global and blow-up solutions for $p > 1$. 
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6.1 Conservation of the first moment: the second critical exponent

As a pleasant surprise, we can also derive a second-order ODE for the second critical exponent $p = p_1 = 3/2$. If we look at conservation of the first moment (we must consider this as an informal procedure, since Airy-type radiation conditions at infinity imply that the first moment is always infinity, but this is not important for such dimension-like analysis only)

\[
\frac{d}{dt} \int_{\mathbb{R}} xu_s(x,t)dx = \frac{d}{dt} \left[ \sigma(T - t)^{\alpha + 2\beta} \int_{\mathbb{R}} yf(y)dy \right] = 0, \quad (6.1)
\]

this gives

\[
\alpha + 2\beta = -\frac{1}{3(p - 1)} + \frac{2}{3} = 0 \quad \Rightarrow \quad p = p_1 = \frac{3}{2}. \quad (6.2)
\]

Thus, the second critical exponent, $p = p_1 = 3/2$, yields the solutions that conserve the first moment for $\int yf \neq 0$. Similar to (3.17), we also have

\[
\text{for any} \quad p \neq p_1, \quad \int yf = 0. \quad (6.3)
\]

If we use $p = 3/2$ with $\sigma = 1$ in the ODEs (3.9) and (4.2), then we have blow-up self-similar profiles $f$ satisfying

\[
f''' - \frac{2}{3} f' - \frac{1}{3} fy \pm (|f|^{1/2} f)' = 0. \quad (6.4)
\]

Unlike the previous chapters, we cannot simply integrate these equations. In order to reduce the order of the ODEs, we first multiply (6.4) by $y$,

\[
f''' y - \frac{2}{3} fy - \frac{1}{3} f'y^2 \pm (|f|^{1/2} f)'y = 0. \quad (6.5)
\]

and then integrate by parts

\[
f''y - f' - \frac{1}{3} fy^2 \pm |f|^{1/2} f \pm (|f|^{1/2} f)'y = 0. \quad (6.6)
\]

Fortunately, a solution of the linear part of (6.6),

\[
f''y - f' - \frac{1}{3} fy^2 = 0, \quad (6.7)
\]
is the derivative of the Airy function, i.e. $f(y) = \text{Ai}'(y)$. We refer to (3.22) and Figure 3-1 for the asymptotic behaviour of $\text{Ai}'(y)$.

### 6.1.1 Numerical construction

We now numerically study this special case. In order to obtain an admissible similarity profile, we consider the ODE (6.6),

$$f''y - f' - \frac{1}{3} fy^2 \mp |f|^{1/2} f \pm (|f|^{1/2} f)'y = 0, \quad -\infty < y < \infty,$$

with

$$f(y, C) \sim C \text{Ai}'(y) \quad \text{as} \quad y \to \infty,$$

(6.8)

where $C$ varies from $-\infty$ to $0$. We would like to note that we restrict our attention to $C < 0$ since the solution $f(y, -C)$ is symmetric to $f(y, C)$ with respect to the $y$-axis, i.e. $f(y, -C) = -f(y, C)$. Similar to Chapter 3 and 4, we use the same methods and notations mentioned in Section 3.4. Additionally, we assign $\text{Ai}''(y) = 3^{-1} y \text{airy}(1, 3^{-1/3} y)$. We again choose a relatively large initial point on the right-hand side as $y_0 > 10$, in order to have a reliable initial condition.

According to the numerics, we present below the behaviour of $f = f(y, C)$ profiles of the ‘−’ and ‘+’ case with (6.8) depending on $C$, respectively.

**‘−’ case:** We show the behaviour of blow-up similarity profiles $f$ for the different values of $C$ in Figure 6-1. Unlike Section 3.4.2, oscillations are not becoming asymptotically small, which is expected due to zero mass condition when $p \neq p_0$. However, we expect an existence result similar to Conjecture 3.2 but obviously more delicate. It is also worth mentioning for the following studies of arbitrary values $p > 1$ that the oscillatory tails occur symmetric to 0. Figure 6-2 illustrates that $f = f(y, C)$ remains close to $C\text{Ai}'(y)$ for an ever increasing range of $y$, as $C \to 0^-$. Moreover, Figure 6-3 displays the profile $f$ as an example of large values of $C < 0$.

**‘+’ case:** Similar to Conjecture 4.2, we expect to face a singularity for any $C$. Figure 6-4 displays behaviour of $f = f(y, C)$ for $C = -0.05, -0.1, -0.15, ..., -1.1$. The same analysis in Section 4.4.2 can be performed but obviously in a more delicate and detailed way. We represent the behaviour of $f = f(y, C)$ close to $C_0^*$ in Figure 6-5, where $-0.952846354 < C_0^* < -0.952846353$ according to our numerical calculations. Figure 6-6 displays the behaviour of $f = f(y, C)$ compared to $C\text{Ai}'(y)$, when $C = -10^{-3}$.
Figure 6-1: The blow-up similarity profiles $f$ of the ‘$-$’ case for $C = -0.1, -1, -10$. 

Figure 6-2: $f = f(y, C)$ of the ‘$-$’ case (blue) and $CA_1(y)$ (black) when $C = -10^{-3}$. 
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Figure 6-3: $f = f(y, C)$ of the ‘−’ case for $C = -10^3, -10^4, -10^5$.

Figure 6-4: $f = f(y, C)$ of the ‘+’ case for $C = -0.05, -0.05, -1.1$. 
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Figure 6-5: Behaviour of $f = f(y, C)$ of the ‘+’ case when $C$ close to $C_0^*$. 

Figure 6-6: $f = f(y, C)$ of the ‘+’ case (blue) and $CA_i(y)$ (black) when $C = -10^{-3}$. 
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6.2 The spectral properties of the rescaled linear operator

The spectral theory for linear odd-order operators is well established in [21]. For the completeness of the chapter, we briefly give the auxiliary properties in [21, 45]. These properties will be used for analysing stability and bifurcation points of the semilinear PDE (1.1). Consider equation (3.6) with $\sigma = -1$ (global similarity),

$$A_\pm(f) \equiv f''' + \frac{1}{3(p-1)}f + \frac{1}{3}f'y \pm (|f|^{p-1}f)'' = B_1 f \pm (|f|^{p-1}f)' = 0, \quad (6.9)$$

where $f$ decays exponentially as $y \to \infty$ and the linear operator $B_1$ is defined by

$$B_1 = B + c_1 I, \quad \text{where} \quad c_1 = \frac{1}{3(p-1)} - \frac{1}{3} = \frac{p_0 - p}{3(p-1)}. \quad (6.10)$$

Let us now recall the linear dispersion equation (2.3),

$$u_t = u_{xxx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad (6.11)$$

and consider its self-similar fundamental solution of the standard similarity form

$$b(x,t) = t^{-1/3}F(y), \quad y = x/t^{1/3},$$

where

$$B F \equiv F''' + \frac{1}{3}F + \frac{1}{3}F'y = 0 \quad \text{in} \quad \mathbb{R}. \quad (6.12)$$

Here, $B$ denotes the linear rescaled operator for the linear dispersion equation (2.3). Asymptotic behaviour of the rescaled kernel $F(y) = Ai(-y)$ for (2.3) can be seen in (3.22) by recalling the reflection $y \mapsto -y$, which satisfies the following estimate [21]:

$$|F(y)| \leq \begin{cases} D_0(1 + y^2)^{-1/8} \exp(-a_0|y|^{3/2}) & \text{for} \quad y \leq 0, \\ D_0(1 + y^2)^{-1/8} & \text{for} \quad y \geq 0, \end{cases}$$

where $a_0$ is known from (3.22) and $D_0$ is a positive constant. One can see that $B_1$ in (6.10) is just a shift of the operator (6.12) for the rescaled fundamental kernel $F$. Therefore, the spectral properties of $B$ and the corresponding adjoint operator $B^*$ occurring for $\sigma = 1$ (blow-up similarity) are key tools in understanding asymptotic behaviour of the nonlinear PDEs. We will use them in the linearised
stability and bifurcation analysis of the semilinear PDEs (1.1).

We would like to point out that $\mathbf{B}$ is non-self-adjoint and not symmetric. $\mathbf{B}$ is naturally defined in the weighted space $L^2_\rho(\mathbb{R})$ with the exponential weight

$$
\rho(y) = \begin{cases} 
\exp(a|y|^{3/2}) & \text{for } y \leq -1, \\
\exp(-ay^{3/2}) & \text{for } y \geq 1,
\end{cases}
$$

where $\rho(y)$ is defined to be sufficiently smooth in the complete interval $(-1, 1)$. Here, $\rho(y) > 0$ and $a \in (0, 2a_0)$ is a sufficiently small positive constant, where $a_0$ is known from (3.22). A Hilbert space of functions $H^3_\rho(\mathbb{R})$ is proposed with the inner product,

$$
\langle v, w \rangle_{3,\rho} = \int_{\mathbb{R}} \rho(y) \sum_{k=0}^{3} D^k_y v(y) D^k_y w(y) dy,
$$

and the induced norm,

$$
||v||_{3,\rho}^2 = \int_{\mathbb{R}} \rho(y) \sum_{k=0}^{3} |D^k_y v(y)|^2 dy,
$$

where $D^k_y$ denotes the $k$-th derivative respect to $y$. So $H^3_\rho \subset L^2_\rho \subset L^2$. Then it is given that $\mathbf{B}$ is a bounded linear operator from $H^3_\rho(\mathbb{R})$ to $L^2_\rho(\mathbb{R})$ with the point spectrum consisting of the real eigenvalues only

$$
\sigma(\mathbf{B}) = \left\{ \lambda_\beta = -\frac{\beta}{3}, \beta = 0, 1, 2, \ldots \right\},
$$

and the corresponding eigenfunctions

$$
\psi_\beta(y) = \frac{(-1)^\beta}{\sqrt{\beta!}} D^\beta_y F(y).
$$

Also, the set of eigenfunctions $\Phi = \{\psi_\beta, \beta = 0, 1, 2, \ldots\}$ is complete in $L^2_\rho(\mathbb{R})$.

Now consider the adjoint operator to $\mathbf{B}$,

$$
\mathbf{B}^* = D^3_y - \frac{1}{3} y D_y,
$$

in the weighted space $L^2_\rho$, with exponentially decaying weight

$$
\rho^*(y) = \exp(-a|y|^{3/2}) \text{ for } |y| \geq 1,
$$
where $\rho^*(y) > 0$ and $a \in (0, 2a_0)$ is a sufficiently small positive constant. We would like to point out that $B^*$ is adjoint to $B$ in the indefinite metric of $\bar{L}^2(\mathbb{R})$ with the indefinite scalar product

$$\langle v, w \rangle_* = \int_{\mathbb{R}} v(y)\overline{w(-y)}dy,$$

(6.20)

where complex conjugate can be omitted due to the real point spectrum of $B$ and $B^*$. So $B^*$ is a bounded linear operator from $H^3_{\rho^*}(\mathbb{R})$ to $L^2_{\rho^*}(\mathbb{R})$ with the same real point spectrum $\sigma(B^*) = \sigma(B)$ as in (6.16) and the corresponding eigenfunctions being generalised Hermite polynomials

$$\psi^*_{\beta}(y) = \frac{1}{\sqrt{\beta!}} \left[ y^\beta + \sum_{j=1}^{\lfloor \beta/3 \rfloor} \frac{1}{j!} D^{3j} y^\beta \right],$$

(6.21)

where $\lfloor \cdot \rfloor$ denotes the integer part. Additionally, the set of eigenfunctions $\Phi^* = \{ \psi^*_{\beta}, \beta = 0, 1, 2, ... \}$ is complete in $L^2_{\rho^*}(\mathbb{R})$.

From this definition of the adjoint operator and eigenfunctions, and the formal calculus of integration by parts, it is given that the orthonormality condition holds,

$$\langle \psi_{\beta}, \psi^*_{\gamma} \rangle_* = \delta_{\beta\gamma} \text{ for any } \beta, \gamma \geq 0,$$

(6.22)

where $\langle \cdot, \cdot \rangle_*$ denotes the indefinite metric as in (6.20) and $\delta_{\beta\gamma}$ is the Kronecker delta. Moreover, it is known by the definitions that

$$B\psi_{\beta} = \lambda_{\beta}\psi_{\beta},$$

$$B^*\psi^*_{\gamma} = \lambda_{\gamma}\psi^*_{\gamma}.$$  

(6.23)

Let us also give an explicit representation of the semigroup for $B$. If one introduces the similarity scaling,

$$u(x, t) = (1 + t)^{-1/3}w(y, \tau), \quad y = x/(1 + t)^{1/3}, \quad \tau = \ln (1 + t) : \mathbb{R}_+ \rightarrow \mathbb{R}_+,$$

(6.24)

in the linear equation (2.3) with initial data at $t = 0$, i.e., $w_0(y) = u_0(x)$, then the rescaled solution $w(y, \tau)$ satisfying the equation,

$$w_{\tau} = Bw \quad \text{for} \quad \tau > 0,$$

(6.25)
6.3 Linearised stability analysis and bifurcation points

We now present some stability/instability results in the linearisation of the rescaled PDE about the zero solution (i.e. for small solutions) with the spectral properties of $B$. Similar to the linear PDE, for our semilinear PDEs (1.1), if we use the following similarity scaling,

$$ u(x, t) = (1 + t)^{-1/3(p-1)} v(y, \tau), \quad y = x/(1 + t)^{1/3}, \quad \tau = \ln (1 + t) \geq 0, \quad (6.27) $$

then $v(y, \tau)$ solves the rescaled equation

$$ v_\tau = A_{\pm} v \equiv B_1 v \pm (|v|^{p-1} v)', \quad (6.28) $$

where $A_{\pm}$ is defined in (6.9) for $\sigma = -1$ and $B_1$ is known from (6.10). Let us note that the stationary solutions of (6.28) are global similarity profiles ($\sigma = -1$) satisfying (6.9).

6.3.1 Stability of the zero solution

We show that $p = p_0 = 2$ plays a critical role in the stability-instability of the zero solution, similar to the Fujita critical exponent in the semilinear parabolic equations, e.g. in (2.25).

**Proposition 6.1.** The trivial zero solution, $v \equiv 0$, of (6.28) is exponentially linearly unstable for $1 < p < p_0 = 2$ and stable for $p > p_0$ in $H^3_0(U)$.

**Proof.** Let us follow the idea in [21]. If we consider the linearisation of the rescaled equation (6.28) about the zero solution,

$$ v_\tau = B_1 v, \quad (6.29) $$

with (6.10) and (6.16), then the linear operator $B_1$ has the spectrum

$$ \sigma(B_1) = \left\{ \nu_k = c_1 - \frac{k}{3}, k = 0, 1, 2, \ldots \right\}. \quad (6.30) $$
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For \( k = 0 \) we have that

\[
\nu_0 = c_1 = \frac{p_0 - p}{3(p - 1)},
\]

(6.31)

where \( \nu_0 > 0 \) for \( 1 < p < p_0 = 2 \) and \( \nu_0 < 0 \) for \( p > p_0 \). Therefore, zero becomes stable for \( \nu_0 < 0 \) with

\[
||v(\tau)||_{3,p} \sim e^{\nu_0 \tau} \rightarrow 0 \quad \text{as} \quad \tau \rightarrow \infty,
\]

(6.32)

and unstable for \( \nu_0 > 0 \) with

\[
||v(\tau)||_{3,p} \sim e^{\nu_0 \tau} \rightarrow \infty \quad \text{as} \quad \tau \rightarrow \infty,
\]

(6.33)

in our space using (6.26).

6.3.2 Centre subspace behaviour

The critical values of \( p \) can be obtained from (6.30) by

\[
\nu_k = 0 \quad \text{when} \quad p = p_k = 1 + \frac{1}{k + 1}, \quad k = 0, 1, 2, \ldots,
\]

(6.34)

One can also see that \( p_k \rightarrow 1^+ \) as \( k \rightarrow \infty \). The behaviour of \( p_0 = 2 \) and \( p_1 = 3/2 \) with appropriate data has been previously discussed.

Let us consider the rescaled equation (6.28) with the critical exponents \( p = p_k \), \( k \geq 0 \),

\[
v_\tau = (B - \lambda_k)v \pm (|v|^{p-1}v)''.
\]

(6.35)

In order to study the centre subspace behaviour by the standard invariant manifold theory [118], we look for a solution that takes the form for \( \tau \gg 1 \),

\[
v(\tau) = a_k(\tau)\psi_k + w_k^+(\tau),
\]

(6.36)

where \( w_k^+ \) is asymptotically small and orthogonal to \( \psi_k \), i.e., \( \langle w_k^+, \psi_k^* \rangle = 0 \). If we substitute (6.36) into (6.35) and multiply the equation by the adjoint eigenfunction \( \psi_k^* \) in the indefinite metric, using (6.23), we get the asymptotic ODE

\[
a'_k = \gamma_k |a_k|^{p-1} a_k(1 + o(1)),
\]

(6.37)
where \( p = p_k = 1 + 1/(k + 1) \) and

\[
\gamma_k = \pm \langle (|\psi_k|^{p-1}\psi_k)^{''}, \psi_k^* \rangle = \pm \langle |\psi_k|^{p-1}\psi_k, (\psi_k^*)^{''} \rangle.
\]

(6.38)

Here, the value of the coefficient \( \gamma_k \) is important. The ODE (6.37) admits unstable (blow-up-like) behaviour for \( \gamma_k > 0 \) and stable behaviour (global bounded orbits) for \( \gamma_k < 0 \). Note that \( \gamma_0 = \gamma_1 = 0 \) since \( (\psi_0^*)^{''} = (\psi_1^*)^{''} = 0 \). Roughly speaking, using this equality in (6.37), for \( k = 0, 1 \), yields

\[
v(y, \tau) \sim C\psi_k(y) \quad \text{as} \quad \tau \to \infty \quad (C \neq 0),
\]

(6.39)

which is shown by the numerical results for \( p_0 \) and \( p_1 \) that (6.39) is stable for the ‘+’ case of global similarity with \( \sigma = -1 \) (‘−’ case of blow-up similarity with \( \sigma = 1 \)) and unstable for the ‘−’ case of global similarity with \( \sigma = -1 \) (‘+’ case of blow-up similarity with \( \sigma = 1 \)).

Proving and calculating \( \gamma_k \neq 0 \) for \( k > 1 \) analytically and even numerically is uncertain and not too easy due to the growing oscillatory nature in (6.38). Let us assume that \( \langle (|\psi_k|^{p-1}\psi_k)^{''}, (\psi_k^*)^{''} \rangle < 0 \). Then, for the ‘+’ case of global similarity with \( \sigma = -1 \) (‘−’ case of blow-up similarity with \( \sigma = 1 \)), we have that the centre subspace behaviour is stable. Integrating the asymptotic ODE (6.37) for \( k > 1 \) yields

\[
a_k(\tau) = \pm [(p - 1)|\gamma_k|\tau^{-\frac{1}{p-1}} (1 + o(1)) \quad \text{as} \quad \tau \to \infty \quad (p = p_k = 1 + 1/(k + 1)).
\]

(6.40)

So, we have the following centre subspace behaviour of \( u(x, t) \) for the ‘+’ case in (6.35) as \( t \to \infty \),

\[
u(x, t) = \pm (1 + t)^{-(k+1)/3} \left( \frac{1}{k+1}|\gamma_k| \ln (1 + t) \right)^{-(k+1)} \left[ \psi_k \left( x/(1 + t)^{1/3} \right) + o(1) \right].
\]

(6.41)

Note that there is an extra logarithmic scaling factor. However, the justification of this behaviour with the above crucial assumption is questionable.

Hence, for the case \( p > p_k \) (i.e. \( \nu_k < 0 \)), using the linearisation of the rescaled equation (6.28) as in (6.29), one can obtain the stable subspace behaviour by

\[
v(y, \tau) = Me^{(\lambda_k + c_1)\tau} \left[ \psi_k(y) + o(1) \right] \quad \text{as} \quad \tau \to \infty \quad (M = M(u_0) \neq 0).
\]

(6.42)
6.3.3 Bifurcation points

We now recall the global similarity profiles $f$ satisfying the (6.9) for $p < p_0$ to formally analyse the stability of the solutions near the critical exponents $p_k$, $k \geq 0$, particularly using the Lyapunov-Schmidt method in the classical bifurcation theory [119].

In order to check behaviour near the critical exponents, $p \approx p_k$, we set

$$p - p_k = \epsilon \quad \text{where} \quad p = p_k = 1 + \frac{1}{k + 1}.$$  \hfill (6.43)

Thus (6.9) takes the following form:

$$(B - \lambda_k)f - \epsilon \mu_k f = \mp(|f|^{p-1}f)' + O(\epsilon^2), \quad \text{where} \quad \mu_k = \frac{(k + 1)^2}{3} > 0. \hfill (6.44)$$

According to the Lyapunov-Schmidt method, the solution $f$ is given by

$$f = C\psi_k + w^\perp(\tau), \hfill (6.45)$$

where $w^\perp$ is orthogonal to $\psi_k$, i.e., $\langle w, \psi_k^* \rangle_* = 0$. Using (6.45) in (6.44) and multiplying the equation by the adjoint eigenfunction $\psi_k^*$ in the indefinite metric yields

$$|C|^{p-1} = \frac{\epsilon \mu_k}{\gamma_k}, \hfill (6.46)$$

where $\gamma_k$ is defined as in (6.38). Once again, the value of $\gamma_k$ is crucial. We know that $\gamma_0 = \gamma_1 = 0$ since $(\psi_0^*)'' = (\psi_1^*)'' = 0$, which yields a vertical line at the bifurcation points $p_0$ and $p_1$ in the $p$-bifurcation diagram suggesting an unbounded continuous family of solutions for the ‘$+$’ case of global similarity, and non-existence (inconsistent) for the ‘$-$’ case of global similarity according to the previous numerical results. If we again assume $\langle |\psi_k|^{p-1}\psi_k, (\psi_k^*)'' \rangle_* < 0$, (6.46) admits a countable number of subcritical pitch-fork bifurcations appearing as $p \to p^-_k$ concentrating to $p = 1^+$ similar to the $p$-bifurcation diagram in [21] for the ‘$+$’ case of global similarity and a countable number of supercritical pitch-fork bifurcations appearing as $p \to p^+_k$, similar to the $p$-bifurcation diagram of the limit unstable Cahn-Hilliard equation in [61], for the ‘$-$’ case of global similarity. However, analytical and even numerical justification of such behaviour is open because of the assumption. We will rely on numerical results for the ODE and PDE in the following sections, in order to classify the behaviour.
6.4 Algebraic solutions and numerics of the rescaled ODE for arbitrary $p > 1$

Here, numerical experiments on the rescaled ODE (3.6) for $\sigma = 1$ will be used to detect and classify behaviour of the solutions for arbitrary $p > 1$. However, regarding our former discussions, we do not think that we can completely rigorously justify all of the conclusions.

6.4.1 Algebraic solutions

Before pursuing numerical analysis to check the asymptotic behaviour in detail, let us return to the blow-up similarity profiles $f$ satisfying the ODE (3.6) for $\sigma = 1$,

$$f''' - \frac{1}{3(p-1)} f - \frac{1}{3} f' y \pm (|f|^{p-1} f)'' = 0, \quad \text{where } p > 1. \tag{6.47}$$

We already mentioned in the case of $p_0 = 2$ that algebraic decaying solutions play an important role in the asymptotic behaviour of $f$ when the integration constant is non-zero. Locally analysing the ODE (6.47), we detect the algebraic decay,

$$f(y) = \pm \left( \frac{1}{p-1} \right)^{1/(p-1)} |y|^{-1/(p-1)}, \tag{6.48}$$

for $y > 0$ in the ‘+’ case of (6.47) and for $y < 0$ in the ‘−’ case. We have seen that the symmetry of oscillatory tails occurs at 0 for $p_0$ and $p_1$, where we can integrate the rescaled ODE with zero integration constant. However, we cannot integrate the rescaled ODE for $p > 1, p \neq p_0, p_1$. Hence we expect the profiles $f$ of (6.47), especially in the ‘−’ case, with positive or negative dominant tails as $y \to -\infty$, which are not admissible according to the conservation law. One can see in (6.48) that symmetry of the oscillatory tails get close to 0 as $p \to 1^+$ in contrast to as $p \to \infty$. We will discuss such behaviour in the next section with the numerical results.

On the other hand, it is known that the linear part of (6.47), for $p = p_0 = 2$,

$$f'' - \frac{1}{3} y f = 0,$$
has two linearly independent solutions,

\[ f(y) = C_1 \text{Ai}(y) + C_2 \text{Bi}(y), \quad (6.49) \]

where \( \text{Ai}(y) \) is defined as in (3.22) and \( \text{Bi}(y) \) is exponentially growing as \( y \to \infty \).

Let us also point out that the linear part of (6.47) for \( p = 3 \),

\[ f''' - \frac{1}{6} f - \frac{1}{3} f' y = 0, \quad (6.50) \]

has solutions as

\[ f(y) = C_1 (\text{Ai}(2^{-2/3} y))^2 + C_2 \text{Ai}(2^{-2/3} y) \text{Bi}(2^{-2/3} y) + C_3 (\text{Bi}(2^{-2/3} y))^2. \quad (6.51) \]

Moreover, we detect an algebraic solution \( f(y) = \pm \sqrt{3} y/6 \) satisfying the ‘+’ case of (6.47) for \( p = 3 \).

### 6.4.2 Numerical results for the rescaled ODE

Recall that the blow-up similarity (\( \sigma = 1 \)) profiles of the ‘−’ case represents the global similarity (\( \sigma = -1 \)) profiles of the ‘+’ case. Also, the blow-up similarity profiles of the ‘+’ case implies the global similarity profiles of the ‘−’ case. Therefore, we consider the blow-up self-similar (\( \sigma = 1 \)) profiles \( f \) satisfying the rescaled ODE (6.47) with the boundary condition

\[ f(y,C) \sim C \text{Ai}(y) \quad \text{as} \quad y \to \infty, \quad (6.52) \]

where we restrict our attention to \( C > 0 \) since \( f(y,-C) = -f(y,C) \). We use the same standard IVP solver supplied by \textit{MatLab} with the same notations given in Section 3.4. In addition to that, we need to use regularization

\[ |f|^{p-1} f \mapsto (f^2 + \epsilon^2)^{p-1} f. \quad (6.53) \]

Here, \( \epsilon \) is used to avoid singularities due to \( p > 1 \) and is small enough to not affect the solutions, where we take \( \epsilon = 10^{-6} \) or smaller. We will use some figures to represent behaviour of the numerical results.

‘−’ case: Figures 6-7 and 6-8 display the numerical results for \( p > p_0 = 2 \) when \( C = 1, 10^{-3}, 10^6 \). It can be seen that the symmetry of oscillatory tails do not occur at 0, which are positive dominant. The symmetry of the tail gets close to 0,
as $p$ gets close to $p_0$. The effect of the algebraic (non-oscillatory) decay increases as $C$ or $p$ increases for $y < 0$. We have also observed that the oscillatory tail of $p = p_0 = 2$ becomes positive dominant for $C \gg 1$, in contrast to the second order equation with zero integration constant (3.24). We would also like to point out that the profiles are strictly positive for $p > 1$. Figure 6-9 represent the profiles $f = f(y)$ of the ‘$-$’ case in (6.47) with (6.52), for $3/2 = p_1 < p < p_0 = 2$, when $C = 1, 10^6$. In this case, one can see that the tails are negative dominant. So, we can expect this changing behaviour of the tails close to the critical exponents $p_k$.

However, it is not easy to see changes for small values of $C$ since the oscillatory tails become small and symmetric close to $0$ as $p > 1$ decreases, see Figure 6-10. Therefore, in Figure 6-11, we display the profiles $f$ close to $p_k$, where $k = 2, 3, 4$, for $C = 10^6, 10^8$, in order to see that the dominance of the oscillatory tail changes.

‘$+$’ case: According to the numerical results, we expect the non-existence of blow-up self-similar solutions for any $p > 1$. All the profiles become unbounded or have positive dominant oscillatory tail (not admissible), see Figure 6-12 for $p = 10, 5, 3, 2, 1.5, 1.25$ and $C' = 0.25$. Although there is no need to discuss unbounded solutions, we would like to note that $C_0^*$, which is described in (4.13), decreases as $p$ increases. Moreover, $C_{k-1}^* - C_k^*$, $k = 1, 2, \ldots$ decreases as $p$ increases.

### 6.5 On some aspects of the semilinear PDE and numerics

**Conservation and dissipation.** Under appropriate decay conditions at infinity, conservation of mass and the first moment are well-known for the Cauchy problem of the linear dispersive equation (2.3) and the porous medium equation (2.13) [6, 36], which are used in determining the critical exponents $p_0, p_1$ of the semilinear PDE (1.1). Let us also give a formal computation for the $L^2$-norm. Assuming the solution $u(x,t)$ of the Cauchy problem for the semilinear PDE (1.1) has appropriate decay conditions at infinity, we have

$$
\frac{1}{2} \frac{d}{dt} \int u^2 dx = \int u_{xxx} udx \pm \int (|u|^{p-1} u)_{xx} udx = \mp p \int |u|^{p-1} (u_x)^2 dx,
$$

which implies that the $L^2$-norm decays or grows with time. Therefore, it is reasonable to look for the global or blow-up solutions of the proposed PDEs in a weak sense.
Figure 6-7: The profiles $f(y)$ for the ‘$-$’ case of (6.47) with (6.52) when $C = 1$ and $p = 2, 2.1, 3, 5, 10$, and the ‘tail’.
Figure 6-8: The profiles $f(y)$ for the ‘$-$’ case of (6.47) with (6.52) when $C = 10^{-3}$ and $C = 10^6$ for $p = 2, 2.1, 3, 5, 10$. 
Figure 6-9: The profiles \( f(y) \) for the ‘−’ case of (6.47) with (6.52) when \( C = 1 \) and \( C = 10^6 \) for \( p = 1.9, 1.7, 1.5 \).
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Figure 6-10: The profiles $f(y)$ for the ‘$-$’ case of (6.47) with (6.52) when $C = 1$ and $p = 1.4, 1.3, 1.2, 1.1$. 

\[ p = 1.4 \]

\[ p = 1.3 \]

\[ p = 1.2 \]

\[ p = 1.1 \]
Figure 6-11: The profiles \( f(y) \) for the \( - \) case of (6.47) with (6.52) when \( p \) close to \( p_k, k = 2, 3, 4 \) for large values of \( C \).
On Airy-type radiation conditions at infinity. As we have seen and indicated several times, our ODEs typically admit a 3D bundle at infinity of the form

\[ f(y) = \text{Ai}(y) + \frac{A}{y} + \ldots, \]

where the first term contains the oscillatory part with two constants \( C_{1,2} \) and the second term, though being faster decaying as \( y \to \infty \), is not oscillatory. We claimed that, in the true Cauchy problem, one has to have that

\[ A = 0. \]

Otherwise, this would correspond not to the Cauchy problems, but a kind of special (IBVP-type) problem with the corresponding conditions at infinity. A possible formulation of such problems includes using a limit integral operator of the form, which we formulate now for \( y \to -\infty \),

\[ \int_{-a}^{-2a} f(y)dy \to -A \ln 2 \quad \text{as} \quad a \to +\infty. \]

Thus, for \( A \neq 0 \), we arrive at a problem with quite specific conditions at infinity, and NOT at the Cauchy problem. In other words, for \( A \neq 0 \), we get a free-parameter boundary value problem (cf. a free-boundary problem where \( A \) plays a role of a “free boundary parameter” but posed at infinity).
This admits a natural re-formulation for the linear dispersion equations (with possible nonlinear perturbations, which are not important and are negligible at infinity), with the same limit integral operator, where

\[ A = A(t) \] can be an arbitrary given function,

and again, for the Cauchy problem with good initial data, one needs to pose the condition

\[ A(t) \equiv 0. \]

**An extension of local singular (blow-up) semigroups.** This is a well-known problem for the second-order parabolic equations (see, e.g., [48]): what happens after blow-up, for \( t > T \). However, for the present third-order dispersion equations, such a mathematical analysis becomes extremely difficult and requires a further detailed and complicated analysis.

The main idea remains the same: for the fully unstable case '−', i.e., for the dispersion PDE with the backward porous medium term

\[ u_t = u_{xxx} - (|u|u)_{xx}, \]

when blow-up occurs always, we construct a sequence \( \{u_\epsilon\} \) of global smooth solutions of the same PDEs with a properly truncated nonlinearity given by

\[ |u|u \mapsto \frac{|u|u}{1 + \epsilon u^2} \rightarrow |u|u, \]

uniformly on bounded \( u \)-intervals, and pass to the limit as \( \epsilon \to 0^+ \), trying to understand how \( u_\epsilon(x, t) \) behaves in this limit for \( t > T \). This could lead (in any weak and/or partial limit sense) to a construction of an extension of solutions beyond blow-up.

Unfortunately, we have yet to get any mathematical justification and convincing results.

However, our numerical experiments for not that small \( \epsilon \sim 10^{-1} \) or \( 10^{-2} \) show that the global smooth classical solutions \( u_\epsilon(x, t) \) become highly oscillatory for \( t > T \) everywhere in \( x \).

Thus, our preliminary conclusion is as follows:

in the above unstable '−' case, blow-up is complete,
and no proper continuation for $t > T$ is possible. Recall that this is quite surprising, recalling the conservation of mass in this problem (for both $u$ and $u_0$), also meaning that huge oscillations from $-\infty$ to $+\infty$ in $x$ after blow-up have the average zero mass.

6.5.1 Numerics for the PDE

In this section we present numerical illustrations of the original PDE (1.1) for $p > 1$. We use pde15s solver of Chebfun package [120, 121], which is written in MatLab. The idea of the pde15s is to replace the spatial derivatives in a given PDE with Chebyshev spectral discretisation and solve the corresponding ODE in time using ode15s of MatLab, i.e., a ‘method of lines (MOL)’ type technique. We set $x \mapsto -x$ in the PDE (1.1) in order to have similar structure represented for the rescaled ODEs, such as fast decay behaviour at the right-hand side and oscillatory behaviour at the left-hand side. We take the initial condition

$$u_0(x, 0) = u_0(x) = Ce^{-x^2}, \quad C = \text{const.} \neq 0.$$  \hspace{1cm} (6.54)

Setting a fixed interval, $u$ and $u'$ are taken to be zero at the right-hand boundary point, $u$ is taken to be zero at the left-hand boundary point, as boundary conditions. We also set tolerance to $1e-2$, which is ‘eps’ in Chebfun terminology.

In Figures 6-13 and 6-14, we show the behaviour for the global in time solution $u(x, t)$ of the ‘+’ case of (1.1) with (6.54) for different values of $C$ and $p > 1$. Here, the evolution of the global solutions is stable as expected (see comments below for the similarity solutions). Figure 6-15 shows the evolution of the initial data close to the blow-up point for the solution $u(x, t)$ of the ‘−’ case of (1.1) with (6.54). Unlike the global solutions, we do not have much hope of easily finding stable evolution of blow-up solutions due to the unstable porous medium operator, which can create different special singularity formation phenomena. Here, in most cases, the actual blow-up rate is much faster than the similarity rate.

Let us recall the rescaled PDE (6.28),

$$v_\tau = v_{yyy} + \frac{1}{3(p-1)} v + \frac{1}{3} yyv \pm (|v|^{p-1}v)_{yy},$$

which is obtained by global similarity scaling (6.27). According to the non-existence of the global similarity profiles of the ‘−’ case of (6.28) in Chapter 4 for
$p = p_0 = 2$, we expect that large-time behaviour cannot converge to a non-zero steady state. Namely, there can be blow-up or convergence to $f = f(y) = 0$ trivial solution. On the other hand, the existence of the global similarity profiles of the ‘+’ case of (6.28) is proposed in Chapter 3 for $p = p_0 = 2$. Therefore, we expect that solutions converge in $\tau$ on compact subsets of $y$ to a non-zero equilibrium $f$ observed in Chapter 3. With direct simulations to the rescaled PDE (6.28), for $p = p_0 = 2$ and $C = 1$ in (6.54) (i.e. $v(y,0) = v_0(y) = e^{-y^2}$), we have that the solution converges to the global self-similar profile (Figure 3-12) of the rescaled ODE (3.24) for $C \approx 196.5$ in (3.25), see Figure 6-16 and 6-17. Here, the solution reaches its steady state after $\tau \approx 250$ and its structure does not change. For the second critical exponent $p = p_1 = 3/2$ (the first moment conservative case), we observe that the solution $v(y,\tau)$ does not converge to an equilibrium, in contrast to the first critical exponent $p = p_0 = 2$, see Figure 6-18 for the initial data $v_0(y) = e^{-y^2}$ and Figure 6-19 for $v_0(y) = -2ye^{-y^2}$. Here, the first hump grows. This unstable behaviour is same for all $1 < p < p_0 = 2$. Such behaviour remains open. More delicate analysis using new theoretical and numerical tools are still needed for proposed odd-order PDE, which is relatively untouched.

Let us particularly point out that, regarding the existence of global similarity profiles and non-existence of blow-up similarity profiles for the ‘+’ case with $p = p_0 = 2$ in Chapter 3 and 4, we numerically confirm that large-time behaviour of global solution for the ‘+’ case of the rescaled PDE converges to a non-zero similarity profile in Chapter 3, but large-time behaviour of blow-up solution cannot converge to a non-zero steady state.
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Figure 6-13: $u(x, t)$ of the ‘+’ case of (1.1) with (6.54) for $C = 1, 10, 0.1$ and $p = 2$, when $t = 0$ (black) and $t = 5$ (blue).
Figure 6-14: $u(x,t)$ of the ‘+’ case of (1.1) with (6.54) for $C = 1$ and $p = 4/3, 5$, when $t = 0$ (black) and $t = 5$ (blue).
Figure 6-15: \( u(x,t) \) of the ‘−’ case of (1.1) with (6.54) for \( C = 1, 10 \) and \( p = 2 \), when \( t = 0 \) (black) and \( t \) close to blow-up point.
Figure 6-16: $v(y, \tau)$ of the ‘+’ case of (6.28) with (6.54) for $C = 1$ and $p = 2$, when $\tau = 0, 50, 100, 200, 300, 400$. 
Figure 6.17: \( v(y, \tau) \) of the ‘+’ case of (6.28) with (6.54) for \( C = 1 \) and \( p = 2 \) when \( \tau = 400 \), and the similarity profile \( f(y) \) of (3.24) and (3.25) when \( C = 196.5 \).
Figure 6-18: \(v(y, \tau)\) of the ‘+’ case of (6.28) with (6.54) for \(C = 1\) and \(p = 1/2\), when \(\tau = 0, 1, 2, 5, 10, 20, 30\).
Figure 6-19: $v(y, \tau)$ of the ‘+’ case of (6.28) with $v(y, 0) = v_0(y) = -2ye^{-y^2}$ and $p = 3/2$, when $\tau = 0, 1, 5, 10, 15, 20, 30$. 
Chapter 7
The Similarity Solutions of Nonlinear Dispersion Equation

This final chapter very briefly looks at the behaviour for similarity solutions of the NDE (1.6),

\[ u_t = (|u|^n u)_{xxx} \pm (|u|^{p-1} u)_{xx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad n > 0 \quad \text{and} \quad p > n + 1, \]

and attempts to give some aspects. One can easily see that the NDE (1.6) is more complicated and hence more difficult than the semilinear equation (1.1). Therefore, it is not expected at this stage to rigorously present key aspects analytically and even numerically. We will particularly pay attention to \( p = n + 2 \), which helps us to simplify the rescaled nonlinear equation and compare with semilinear ones studied in previous chapters. Before looking at the similarity solutions of the NDE (1.6), it is worth mentioning some examples of the third-order NDEs.

### 7.1 Nonlinear Dispersion Equations (NDEs)

The first model we put forward is the following third-order equation,

\[ u_t = u^n u_{xxx}, \quad (7.1) \]

where \( n \in \mathbb{R} \). For \( n = 3 \), (7.1) is known as the *Harry Dym* equation that is an integrable soliton equation and has direct links to the KdV equation. A more detailed survey can be found in [23, Chapter 4]. Let us also visit a canonical model

\[ u_t = (uu_x)_{xx}, \quad (7.2) \]
which is the third-order quadratic NDE (NDE-3). Several blow-up and global similarity solutions of (7.2) with locally integrable initial data demonstrating shock and rarefaction waves are well studied in [42]. We have already mentioned in Chapter 2 that global similarity solutions governed by nonlinear eigenfunctions of the nonlinear dispersive equation,

$$u_t = (|u|^n u)_{xxx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+,$$

(7.3)

are constructed in [22], where global existence and uniqueness of the similarity profiles are also established in order to justify numerical construction.

An important aspect of NDEs is the compacton phenomenon, which arises in scientific applications, such as formation of drops. Compactly supported solitary waves are called compactons, which are also known as solitons with finite wavelength or solitons free of exponential wings [25, 122]. Considering $K(n,n)$ in (2.9) we have

$$u_t + a(u^n)_x + (u^n)_{xxx} = 0, \quad n > 1,$$

(7.4)

which is the well known as Rosenau-Hyman equation when $a = 1$ and $n = 2$. For $a > 0$ (i.e. the focusing branch), the equation (7.4) possesses the explicit compacton [25, 124]

$$u(x,t) = \begin{cases} \frac{2cn}{a(n+1)} \cos^2 \left[ \frac{\sqrt{a(n-1)}}{2n} (x - ct) \right] \right] \frac{1}{n-1}, & |x - ct| < \frac{n\pi}{\sqrt{a(n-1)}}, \\ 0, & \text{otherwise.} \end{cases}$$

(7.5)

However, for $a < 0$ (i.e. the defocusing branch), the equation (7.4) has the solitary pattern solutions having cusps or infinite slopes [123, 124]

$$u(x,t) = \left\{ \frac{2cn}{a(n+1)} \cosh^2 \left[ \frac{\sqrt{-a(n-1)}}{2n} (x - ct) \right] \right\} \frac{1}{n-1}.$$

(7.6)

Moreover, let us consider $DD(1,n,n)$ in (2.8) as

$$u_t + a(u^n)_x + (u^n)_{xxx} + \mu u_{xx} = 0, \quad a, \mu = \text{consts.,}$$

(7.7)

which is also known as the $K(n,n)$-Burger equation [124]. Note that there is an additional dissipative term $u_{xx}$ in comparing to the $K(n,n)$ equation (7.4). A
family of solutions is given in [124] as
\[
u(x, t) = \left\{ \frac{\sqrt{-a}}{2\mu} \left( 1 + \tanh \left[ -\frac{\sqrt{-a(n-1)}}{2n} x + \frac{a\mu(n-1)}{2n} t \right] \right) \right\} \left[ \frac{1}{n-1} \right], \quad (7.8)
\]
where complex solutions occur for \( a > 0 \). One can see that the mix of dispersion and dissipation changed the compactons (7.5) and solitary pattern solutions (7.6). This changing in the structure is intriguing for its physical sense.

We would like to note that we have applied proposed methods of [46, 124], such as the tanh method, exp-function method and Riccati equation based method that are efficient tools to find explicit solutions of various even and odd-order PDEs, for our models (1.1) and (1.6) with appropriate exponents. We have also used the \textit{TWSolutions} tool in Maple. However, these methods are not helpful for our main models since they only give trivial or stationary solutions (e.g. \( u(x, t) = C_1 \tanh(\pm x) \) and \( u(x, t) = C_2 \tan(\mp x) \) for \( p = 2 \) in (1.5)), which is also confirmed by Wazwaz [125]. Investigations on the exact solution of our models (if at all) will be one of our future research titles.

### 7.2 Similarity and the rescaled equation

Using the similarity form
\[
u_S(x, t) = (\sigma(T - t))^\alpha f(y), \quad y = x/(\sigma(T - t))^\beta,
\]
where
\[
\alpha = -\frac{1}{3(p - (n + 1)) + n} < 0 \quad \text{and} \quad \beta = \frac{p - (n + 1)}{3(p - (n + 1)) + n} > 0, \quad (7.9)
\]
in the NDE (1.6) for \( n > 0, p > n + 1 \) yields the ODE
\[
(|f|^n f)'' + \sigma \alpha f - \sigma \beta f'y \pm (|f|^{p-1} f)'' = 0. \quad (7.10)
\]
One can naturally see that we have the semilinear equation (1.1) for \( n = 0 \). Similar to the semilinear PDE, using the reflections (3.3), the blow-up similarity case will also be representing the global similarity \( (\sigma = 1) \) profiles of the ‘−’ case, where we take \( T = 0 \) for convenience. Moreover, the blow-up similarity profiles of the ‘+’ case will represent the global similarity
profiles of the ‘−’ case. Therefore, we restrict our attention to the blow-up similarity profiles satisfying the ODE

\[(|f|^n f)'' - \frac{1}{3(p - (n + 1)) + n} f - \frac{p - (n + 1)}{3(p - (n + 1)) + n} f' y \pm (|f|^p f)' = 0. \] (7.11)

We recall the usual settings for (7.11) that are an admissible oscillatory behaviour as \( y \to -\infty \) and a suitable decaying behaviour as \( y \to \infty \).

Carefully looking at the ODE (7.11), fortunately, we can simply integrate the equation for \( p_0 = p = n + 2 > n + 1 \), where \( n > 0 \). Therefore, substituting \( p = n + 2 \) in (7.11) and integrating once with the zero integration constant gives

\[(|f|^n f)'' - \frac{1}{n + 3} f y \pm (|f|^{n+1} f)' = 0 \text{ in } \mathbb{R}. \] (7.12)

In order to remove the nonlinearity in the third-order derivative in (7.12), let us use the natural setting

\[ Y = |f|^n f \quad \Rightarrow \quad f = |Y|^{-\frac{n}{n+1}} Y. \] (7.13)

So substituting (7.13) into (7.12) yields

\[ Y'' - \frac{1}{n + 3} |Y|^{-\frac{n}{n+1}} Y y \pm (|Y|^\frac{1}{n+1} Y)' = 0 \text{ in } \mathbb{R}. \] (7.14)

Here, let us mention that the first nonlinear eigenfunction, which appears as a solution of

\[ Y'' - \frac{1}{n + 3} |Y|^{-\frac{n}{n+1}} Y Y y = 0 \text{ in } \mathbb{R}, \] (7.15)

related to (7.3), is numerically constructed with local existence and uniqueness justification using asymptotic analysis in [22]. They proposed that all the solutions of the ODE (7.15) with a fixed interface point \( y_0 > 0 \) are oscillatory as \( y \to -\infty \), by recalling \( y \mapsto -y \) see [22].

We will give some numerical results of (7.14) for different values of \( n \). Especially, the behaviour for \( n \ll 1 \) and \( n \gg 1 \) are interesting. Here, as \( n \to 0^+ \) \( (p = n + 2 \to 2^+) \), we expect a connection of the similarity profiles \( f(y) \) for (7.14) with the semilinear ones studied in the previous chapters, which implies a 'homotopy' connection (or 'homotopy' limit) [21, 22, 48]. In the case of the opposite 'nonlinear' limit \( n \to \infty \), for the class of uniformly bounded solutions,
let us briefly give a formal analysis. If we substitute
\[ Y = (n + 3)^{-\frac{n+1}{n}} \hat{Y} \] (7.16)
into (7.14), then we have
\[ \hat{Y}'' - |\hat{Y}|^{-\frac{n+1}{n+1}} \hat{Y} y \pm (n + 3)^{-\frac{1}{n}} (|\hat{Y}|^{\frac{1}{n+1}} \hat{Y})' = 0. \] (7.17)

We now pass to the limit \( n \to \infty \), using \((n + 3)^{-\frac{1}{n}} \to 1\) and \(-\frac{n}{n+1} \to -1\), which yields
\[ \hat{Y}'' - \text{sgn} \hat{Y} y \pm \hat{Y}' = 0. \] (7.18)

Solving (7.18), we obtain the following algebraic treatment of the profile \( \hat{Y} \) as \( n \to \infty \),
\[ \hat{Y} > 0 : \quad \hat{Y}_+ = \pm \frac{1}{2} y^2 - y \mp c_1 e^{\mp y} + c_2, \]
\[ \hat{Y} < 0 : \quad \hat{Y}_- = \mp \frac{1}{2} y^2 + y \mp d_1 e^{\mp y} + d_2, \] (7.19)
where \( c_1, c_2, d_1, d_2 \) are constants. Let us point out that \( \hat{Y}_+ = \hat{Y}_- \) and \( \hat{Y}'_+ = \hat{Y}'_- \), when \( \hat{Y} = 0 \), according to the continuity conditions for the function \( \hat{Y}(y) \). In the next section, we will illustrate such behaviours using numerics.

### 7.2.1 Numerical construction

We consider the blow-up self-similar \((\sigma = 1)\) profiles \( Y \) satisfying the rescaled ODE (7.14) with the initial condition at the finite point \( y_0 > 0 \),
\[ Y(y_0, C) = C \text{Ai}(y_0), \quad Y'(y_0, C) = C \text{Ai}'(y_0). \] (7.20)

For small solutions of (7.15), [22] suggested the expansion
\[ Y(y) = \left( \frac{n^2 y_0}{2(n + 1)(n + 2)(n + 3)} \right)^{\frac{n+1}{n}} |y - y_0|^{\frac{2(n+1)}{n}} (1 + o(1)) \] (7.21)
as \( y \to y_0^- > 0 \). They looked at some point \( y_0 - \epsilon \), where \( \epsilon = 10^{-3} \), and used this point in (7.21) as the initial condition. However, they were not able to efficiently compare behaviour for different values of \( n \), especially for \( n \ll 1 \), because \( Y \) and \( Y' \) have become very small, e.g. \( Y \sim 10^{-45} \) for \( y_0 = 10 \) and \( n = 0.2 \), so they had to
take a relatively large initial point. In order to give some efficient comparison for different values of $n$, we use (7.20) in our calculations, where $y_0 = 15$. We again use the same standard IVP solver supplied by MatLab with the same notations given in Section 3.4.

‘−’ case: In Figure 7-1, we show the behaviour for $Y(y)$ of (7.14) with (7.20) when $n = 0, 0.01, 0.1, 0.5, 1, 2, 10, 100$ and $C = 1$. We expect that all the similarity profiles $Y = Y(y)$ are bounded and have decaying oscillatory tail symmetric to $Y = 0$, hence they are admissible similarity profiles. One can see the connection of $Y(y)$ with the semilinear one in Chapter 3, as $n \to 0^+$, see Figure 3-12 in the case of semilinear one, where $n = 0$. As $n$ increases, the first ‘hump’ becomes wider, hence we suggest taking larger initial point $y_0$. Note that the numerical results presented here are constructed as in Section 3.4.

‘+’ case: Figure 7-2 display the behaviour for $Y(y)$ of (7.14) with (7.20) when $n = 0, 0.01, 0.1, 0.5, 1, 2, 10, 100$ and $C = 0.1$. We expect that all the profiles here are unbounded similar to semilinear one in Chapter 4. We refer to Figure 4-3 for $n = 0$.

Studies in this chapter can be extended to the different values of $p > n+1$ and $n > 0$, but are obviously more delicate since the nonlinear equation (7.10) remains third order, which means we expect to face many more numerical challenges. However, similar to $p_1 = 3/2$ for the semilinear equation, we can simplify (7.10) when $p_1 = n + 3/2$. On the other hand, one can also check the behaviour for the profiles of (7.10), for the critical values $p = p_k = n + 1 + 1/(k+1)$, $k = 0, 1, 2, ...$. 
Figure 7-1: The profiles $Y(y)$ for the ‘$-$’ case of (7.14) with (7.20) when $n = 0, 0.01, 0.1, 0.5, 1, 2, 10, 100$ and $C = 1$. 
Figure 7-2: The profiles $Y(y)$ for the ‘+’ case of (7.14) with (7.20) when $n = 0, 0.01, 0.1, 0.5, 1, 2, 10, 100$ and $C = 0.1$. 
Chapter 8

Conclusions and Further Work

8.1 Conclusions

The key structure of this thesis has been based on understanding and classifying the asymptotic behaviour of the proposed PDEs using analytical and numerical tools, where the asymptotic behaviour, as $t \to T^-$ or $t \to \infty$, are governed by similarity solutions.

Chapter 3 has studied the blow-up self-similar profiles of the ‘−’ case of the semilinear dispersion PDE (1.1) for the first critical (mass conservative) case $p = p_0 = 2$, which also implies the global self-similar profiles of the ‘+’ case. We have been able to integrate the rescaled third-order ODE for $p = p_0 = 2$. We have presented explicit solutions of the corresponding rescaled ODEs and discussed the effect of such solutions. According to the numerical and perturbation results, an unbounded continuous family of admissible similarity solutions (i.e. the profiles have finite mass) parameterized by $C$ (initial mass) have been observed for the signed form of the second-order rescaled ODE with zero integration constant. For the analytical form of the second-order rescaled ODE with zero integration constant, such existence is valid for $C > C^*$, where $C^* \approx -0.5911$ has been numerically obtained. We have displayed the behaviour of the profiles for different values of $C$. Asymmetric (to 0) oscillatory tails have been observed for the rescaled ODEs with the non-zero integration constant, which are not admissible due to the conservation law, i.e. the profiles do not have finite mass. We have also briefly discussed expected behaviour for the case $1 < p \neq 2$. Finally, the signed and analytical form of the rescaled second-order ODE has been displayed.
for the same values of \( C \), in order to show the signed form damps to zero faster than the analytical form.

Chapter 4 has looked at the blow-up self-similar profiles of the ‘+’ case of the semilinear dispersion PDE (1.1) for the first critical case \( p = p_0 = 2 \), which also represent the global self-similar profiles of the ‘−’ case. Similar to Chapter 3, the rescaled third-order ODE has been integrated for \( p = p_0 = 2 \). We have given explicit solutions of the corresponding ODEs, in order to discuss the effect of such solutions. Unlike Chapter 3, according the numerical and perturbation results, there have been no admissible self-similar solutions of the signed form of the rescaled second order ODE with zero integration constant, i.e. we have not been not able to obtain any bounded profile. The behaviour of the profiles for different values of \( C \) has been displayed and explained. For the analytical form of the rescaled second order ODE with zero integration constant, using \( f \mapsto -f \), we have reminded reader that the corresponding rescaled ODE was same with the analytical form in Chapter 3, i.e. the existence is valid for \( C < C^* \), where \( C^* \approx 0.5911 \). Moreover, for the signed form of the rescaled ODE with the non-zero integration constant, we have shown that all profiles became unbounded.

In short, for the first critical case \( p = p_0 = 2 \), existence of blow-up similarity profiles of the ‘−’ case and global similarity profiles of the ‘+’ case for all \( C \neq 0 \) has been observed. On the other hand, non-existence of blow-up similarity profiles of the ‘+’ case and global similarity profiles of the ‘−’ case has been achieved. We have summarized such results by using Table 4.1 at the end of Chapter 4.

Unlike the first critical exponent \( p = p_0 = 2 \), it has been not expected to easily find and classify admissible similarity profiles for \( 1 < p \neq 2 \) since the rescaled ODE has been third order, which has been discussed in Chapter 6.

Chapter 5 has proposed an exponentially fitted Runge-Kutta method for Airy-type initial value problems, similar to the rescaled ODEs in Chapter 3 and 4. Efficiency of the technique for large step sizes has been presented by using two examples, the second Painlevé equation and the analytical form of the rescaled ODE with zero integration in Chapter 4. It has been observed that the technique is reliable in giving certain behaviours even for large step sizes, in comparison to the classical fourth-order Runge-Kutta (\textit{ode4}) method. However, the computational time is more than \textit{ode4} due to calculation of the ‘fitting’ parameters in each step.

In Chapter 6, we have first looked at the similarity profiles of the semilinear PDE (1.1) for the second critical exponent \( p = p_1 = 3/2 \), which has been obtained
by the conservation of the first moment. Fortunately, we have been able to integrate the rescaled third-order ODE for $p = p_1 = 3/2$. According to the numerical and perturbation results, similar conclusions about existence as in Chapter 3 and 4 have been obtained for the ‘−’ and ‘+’ case. Then, in order to give characteristics of the rescaled profiles, we have analysed the invariant subspace behaviour and bifurcation points by using the spectral properties of the rescaled linear operator. However, we have not managed to give rigorous proof due to the absence of integral computation. Algebraic solutions of the rescaled third-order ODE have been given in order to explain asymmetric (to 0) oscillatory tails obtained in the numerical results section for arbitrary values of $p > 1$. According to the numerical experiments for the rescaled ODE, admissible similarity profiles have been expected close to the critical exponents $p = p_k = 1 + 1/(k+1)$, $k = 2, 3, \ldots$, where the dominancy of the tails change sign. However, the justification of these profiles is questionable. We have also given some aspects of the original PDE with numerical experiments, where we do not expect any proper continuation after blow-up, which means complete blow-up, due to existence/non-existence results for the signed form of the rescaled ODE in Chapter 3 and 4. However, one can expect incomplete blow-up, which means a proper continuation after blow-up, according to the existence results of blow-up and global similarity profiles for the analytical form of the rescaled ODE when $0 < C < |C^*|$. Additionally, according to our experiments with the non-zero integration constant for $p = p_0 = 2$ in Chapter 3 and 4, and the rescaled third-order ODE for $p > 1$, where $p \neq p_0, p_1$, in Section 6.4, which yield asymmetric (to 0) oscillatory tails, we have claimed that we had to omit algebraic decay in the true Cauchy Problem. Otherwise, we have arrived at a problem with specific conditions at infinity, i.e. a free-parameter boundary value problem. Finally, we have numerically observed that the global similarity profile satisfying the signed rescaled ODE in Chapter 3 govern the global in time dynamics for the ‘+’ case of the original signed PDE, for $p = p_0 = 2$. However, large-time behaviour of the blow-up solution for the ‘+’ case of the original PDE cannot converge to a non-zero steady state, regarding the non-existence result in Chapter 4. For the ‘−’ case of the original PDE, unstable evolution of blow-up solutions have been observed due to the unstable porous medium operator, which can yield different special singularity formation phenomena. On the other hand, for the ‘+’ case of the original rescaled PDE with $1 < p < p_0 = 2$, the global solutions have not been able to reach its steady state. According to the existence results for $p = p_1 = 3/2$ in Section 6.1, such behaviour remains open. Therefore,
we have seen that more delicate analysis using new numerical and theoretical tools are still needed for such relatively untouched odd-order PDE.

Chapter 7 has briefly looked at the similarity solutions of the nonlinear dispersion PDE (1.6) for $p = n+2$, $n > 0$. Mathematical and numerical approaches have been used to understand behaviour of the similarity solutions of the problem for various values of $n > 0$. Especially, the behaviour for $n \ll 1$ and $n \gg 1$ has been discussed. As $n \to 0^+$, the connection of the similarity profiles for the nonlinear equation with the semilinear ones has been displayed. Moreover, $n \to \infty$ case has been analysed. The existence for the blow-up similarity profiles of the ‘−’ case and the non-existence for the ‘+’ case has been numerically proposed and displayed.

### 8.2 Further work

There is surely still much that can be studied for our models since these models have not been investigated much in the literature. Although the behaviour of solutions for the rescaled equations is well understood, there are still some results that remain unproven. Especially, some analysis in the invariant subspaces and bifurcation points remain formal because of some open questions in functional settings of the linear dispersion PDE and highly oscillatory tail of the eigenfunctions. More qualitative and quantitative tools are needed since the current techniques are insufficient.

In the case of the semilinear PDE, we would like to have obtained the asymptotic solution of the rescaled ODE, particularly for $p = p_0 = 2$, similar to the Hastings-McLeod solution of the second Painlevé equation. Carefully looking at the asymptotics of solutions to the linear dispersion equation and the second Painlevé equation, we may motivate the asymptotics of solutions to the rescaled second-order ODE as follows:

$$f(y,C) \sim \begin{cases} C \text{Ai}(y) & \text{as } y \to +\infty, \\ d|y|^{-1/4} \sin(|y|^{3/2} + g(y,C) + \theta_0) & \text{as } y \to -\infty, \end{cases}$$

where $d$ and $\theta_0$ are constants depending on $C$, and $g(x,C)$ is a suitably chosen function. On the other hand, the dependence of singularity point $y^*$ on shooting parameter $C$ for the rescaled ODE is intriguing. Currently there might not be a scientific application of proposed third-order PDEs, however we would also like to look at the “singular” case $p < 1$ related to the Fast Diffusion equation (2.13).
Moreover, the higher-odd-order analogy of these models is also interesting, i.e.

\[
u_t = (-1)^{k+1} D_x^{2k+1} u \pm (|u|^{p-1} u)_{xx} \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad k = 1, 2, \ldots, \quad (8.1)\]

where the first critical exponent is \( p = p_0 = 2k \). The asymptotic behaviour of rescaled kernel \( f(y) = \text{Ai}_{2k+1}(y) \) of the fundamental solution for the linear part of (8.1) is well constructed in [21], see (3.22) for \( k = 1 \). It is worth mentioning that the decay of oscillations increases as \( k \) increases, i.e. from \( y^{-1/4} \), for \( k = 1 \), to \( \sim y^{-1/2} \) as \( k \to \infty \).

For the NDE, numerical and analytical techniques can be extended to the different values of \( p \) and \( n \), in order to classify behaviour of similarity solutions, but are obviously more delicate. Particularly, the similarity profiles for \( 1 < p < n + 1 \) and \( p = n + 1 \) can be investigated. Although there is not much hope regarding to open questions in the semilinear case, a formal local “nonlinear” bifurcation analysis based on comparison of linear and nonlinear eigenfunctions can also be done in order to justify numerical results. Using the idea of the studies on the NDE in Chapter 7, a nonlinear extension of the KdV equation,

\[
u_t = (|u|^n u)_{xxx} \pm (|u|^{p-1} u)_x \quad \text{in} \quad \mathbb{R} \times \mathbb{R}_+, \quad p = n + 3, \quad n > 0, \quad (8.1)\]

where \( p = n + 3, \quad n > 0 \), is intriguing, in order to look at the KdV equation by homotopy connection, as \( n \to 0^+ \).

On the other hand, the investigation into exact solutions of these models for appropriate exponents is also intriguing, if there is an exact solution at all. A delicate numerical study for the original PDE having both second and third-order derivatives can also be done constructing a reliable method. Moreover, we bear in mind that the proposed models can be extended to be multi-dimensional \( \mathbb{R}^N \times \mathbb{R}_+ \), where we can still use some basic theory.

For the prototype of the second order ODEs studied in Chapter 5, we can use more stages or other reference sets \( \{1, y, y^2, \ldots, y^k, e^{\lambda_1 y}, e^{\lambda_2 y}, \ldots, y^p e^{\lambda_1 y}, y^p e^{\lambda_2 y}\} \), as hinted before, in order to efficiently catch a much longer range of behaviour for larger step sizes, in comparison to the classical fourth order Runge-Kutta method.

On the other hand, a reliable splitting method applied to the non-autonomous problems [126, 127] is under consideration with U. Erdoğan and M. Seydaoğlu for the rescaled ODE (3.24),

\[f'' - \frac{1}{3} y f - 2|f| f' = 0.\]
This equation can be written as a first order system of equations

\[
\frac{d}{dy} \begin{pmatrix} f \\ g \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ y/3 & 0 \end{pmatrix} \begin{pmatrix} f \\ g \end{pmatrix} + \begin{pmatrix} 0 \\ 2 |f| g \end{pmatrix}
\]

which we split as follows

\[
\frac{d}{dy} \begin{pmatrix} f \\ g \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ y/3 & 0 \end{pmatrix} \begin{pmatrix} f \\ g \end{pmatrix}, \quad \frac{dy_1}{dy} = 1,
\]

and

\[
\frac{d}{dy} \begin{pmatrix} f \\ g \end{pmatrix} = \begin{pmatrix} 0 \\ 2 |f| g \end{pmatrix},
\]

where we can now apply the scheme of the splitting method for the non-autonomous equation [126, 127].
Appendix A

Comment on the Semilinear Dispersive PDE with Absorption, and with Source

Let us recall the semilinear dispersion equation with absorption (2.4),

$$u_t = u_{xxx} - |u|^{p-1}u, \quad p > 1,$$

in order to very briefly give additional comments and illustrations for the behaviour of the problem. A similarity (VSS) solution has the form

$$u(x,t) = t^{-1/(p-1)}f(y), \quad y = x/t^{1/3},$$

where $f$ satisfies the rescaled ODE,

$$f''' + \frac{1}{p-1}f + \frac{1}{3}f'y - |f|^{p-1}f = 0 \quad \text{in} \quad \mathbb{R}. \quad (A.1)$$

For the semilinear dispersive equation with source,

$$u_t = u_{xxx} + |u|^{p-1}u, \quad p > 1,$$

if we construct the blow-up similarity solutions that have the form

$$u(x,t) = (-t)^{-1/(p-1)}f(y), \quad y = -x/(-t)^{1/3}, \quad (A.3)$$

then $f$ satisfies the same rescaled ODE (A.1). One can see that the ODE (A.1) cannot be simplified by integration for $p = p_0 = 4$, in contrast to our problem. As
we mentioned in Chapter 2, bifurcation analysis admits a countable number of similarity solutions for the critical exponents $p = p_k = 1 + 3/(k+1)$, $k = 0, 1, 2, ...$ [21]. However, numerical studies for the ODE (A.1) in [21] did not manage to show any reliable similarity profiles, since obtained oscillatory tails are not symmetric to $f = 0$. Also, the behaviour for $p > p_0 = 4$ is not given numerically. Here, we would first like to clarify the non-symmetric (to $f = 0$) tails. If we carefully look at the ODE, the profiles are actually affected by algebraic decay,

$$f(y) = \pm \left( \frac{3(p + 2)(2p + 1)}{(p - 1)^3} \right)^{1/(p-1)} |y|^{-3/(p-1)}.$$

Moreover, constructing the same numerics (recalling $x \mapsto -x$) with the same initial condition (6.54), which is proposed in Chapter 6 to our semilinear PDE (1.1), for the above semilinear PDEs, we illustrate the behaviour of the problem, see Figures A-1 and A-2. It is still curious that the stable similarity profiles satisfying the ODE (A.1) may govern the global in time or blow-up dynamics for appropriate values of $p > 1$. Also, simulations to the semilinear dispersion PDE with source (A.2) suggest that global in time solutions occur for $p > p_0$ with sufficiently small initial mass. Here, $p = p_0 = 4$ actually plays a critical role, similar to the Fujita exponent for the semilinear heat equation (2.25). Hence, more detailed and delicate analysis for the blow-up and global in time dynamics, governed by similarity solutions, of such dispersion PDEs are needed, which will be one of the future research interests. As we have seen in this thesis several times, there is still much that can be studied for the third-order PDEs, requiring more qualitative and quantitative approaches.
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Figure A-1: $u(x,t)$ of the semilinear PDE with absorption for $C = 1$ and $p = 2, 4, 7$, when $t = 0$ (black) and $t = 5$ (blue).
Figure A-2: $u(x,t)$ of the semilinear PDE with source for $C = 1$ and $p = 2, 4, 7$. 
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