Hidden defect identification in carbon fibre reinforced polymer plates using magnetic induction tomography
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Abstract. Carbon fibre reinforced polymer (CFRP) materials pose new challenges to the non-destructive evaluation (NDE) techniques. This study addresses the issue of large defect identification in CFRP plates using electromagnetic measurements. A dual plane magnetic induction tomography (MIT) technique is proposed as a method for damage localisation in composite parts, where two arrays of planar sensors are utilised to measure the changes in induced voltages due to the changes in electrical conductivity properties. This geometry meets the requirements of damage inspection in plate structures and thus makes the imaging process feasible. The electrical voltage measurements are used as input to inversely map the spatial resolution of the samples in the region of interest. The stability and detectability of the dual plane system is examined using small metallic cubes. Both individual and multiple instances of damage embedded in CFRP samples are created as a representation of possible manufacturing defects. Experimental study shows that the presence of damage can be identified in both cases using dual plane MIT system. With advanced sensing design, rapid data collection unit and improvement in resolution, MIT could become a rapid NDE technique for the integrity inspection of the composite structures.
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Introduction

A new breed of high strength material, CFRP, has found widespread application in commercial aircraft, industrial and transportation markets, where strength, stiffness, a lower weight, and outstanding fatigue characteristics are crucial requirements. Structural health monitoring (SHM) of the CFRP such as missing carbon-fibre bundles, lanes, suspensions, fringes, missing sewing threads, angle errors and hidden manufacturing defects is an invaluable quality control. Many non-destructive evaluation (NDE) techniques have been applied in this area to CFRP, including low frequency vibration [1], ultrasonic methods [2, 3, 4, 5], radiography [6, 7, 8], thermography [9, 10] and eddy current testing [11, 12, 13, 14]. More recently, soft field tomography techniques have also been used for damage detection in CFRP using electrical impedance tomography (EIT) [15, 16, 17]; however, the MIT-based research in this area remains very limited [18].

Although the resolution of MIT is relatively low compared to X-ray tomography, the implementation of this technique benefits from its contact-less nature. There is no requirements for close contact such as gels (various ultrasonic methods), specially designed probes (eddy current testing and injected current thermography) or electrodes attached to the composites parts (EIT). As the carbon fibres in CFRP exhibit electrical conductivity, MIT could be a potential NDE technique providing a tomographic approach to traditional eddy current testing. MIT uses inductive coils to measure the induced voltages, which are associated with the passive electromagnetic properties non-linearly. The fundamental physics of MIT derive from the mutual inductance and eddy current theories. By passing an alternating current into an exciting coil, the sensing coil experiences a time-varying magnetic field. If materials with electrical properties are presented between this coil pair, the eddy currents arise in the conducting region, resulting in a perturbation in the magnetic field, that can be sensed by the receiving coil. As such, the electrical properties can be revealed, and the characteristics of the material presented in a reconstructed image, where the quality can be assessed visually. This technique has been applied in both biomedical and industrial processes [19, 20, 21, 22, 23, 24].

In this study, a dual plane MIT is proposed for the identification of large area hidden damage in CFRP. This dual plane sensor arrays realise the imaging process in 3D, providing information about the geometry of the testing samples. This geometry can be potentially used in the inspection of production line at the manufacturing stage. The system resolution is evaluated through both simulation and experiments. Results of the inspection of embedded defects in CFRP are presented. With advanced excitation and sensing topology [25], a fast data collection component and improved resolution, MIT could evolve to a rapid NDE technique for the structural health monitoring of CFRP.

Dual plane MIT system

The dual plane MIT system has been developed using two planar sensor arrays. The separation between the two arrays is 4cm. Each array consists of 9 air-core cylindrical coils, which are arranged in a 3 × 3 matrix form. A non-conductive plate with a surface area of 14 × 14cm² is used to hold the sensors in place. Each coil has 100 turns, a side length of 3.4cm, and the inner and outer diameters of the coils are 3.9cm and 4.1cm respectively (Figure 2a). The coil sequence of the first plane is shown in Figure 2b,
The MIT measurement system block diagram is shown in Figure 1. In this study, a topward 8112 digital function generator is used to provide a signal of 15V peak at a driving frequency of 50KHz. The choice of driving frequency depends on the properties of the test materials and the skin depth required to penetrate such material. This will be discussed in section 4. An in-house printed circuit board (PCB) is designed to accomplish the channel switching process. The PCB consists of four ADG406 chips and one SN74LS04N chip. The ADG406 is a monolithic CMOS analog chip. It has several advantages including low power dissipation, high switching speed and low on resistance. The SN74LS04N functions as a digital inverter, which is essential to switch the functions of the ADG406 chips between transmitting and receiving signals. The digital inverter requires a power supply of 5V, supplied by the function generator. Each channel conducts equally well in both directions as long as the device is enabled and has an input signal range within the supply. All channels exhibit break-before-make switching action, preventing momentary shorting when switching channels. A NI6295 data acquisition device is connected through USB ports to interface between the PCB and a host PC, where the image reconstruction takes place. The NI6295 has four analog outputs at 16 bits and an input with a max rate of 1.25MS/s. The aim of this device is to collect individual data efficiently, combine data effectively and display data in images to suit the need for imaging process. This process is controlled by LabView program. A description of the system hardware development has been reported in [24]. This system architecture has also been used for several MIT applications [26, 27, 28, 29, 30].

Figure 1. Block diagram of dual plane MIT system.
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Forward and inverse problems

In this study, a reduced magnetic vector potential is used to avoid modelling the structure of the coils using edge finite element method (FEM) [31, 32]. In the \((A, A)\) formulation we have:

\[
\nabla \times \left( \frac{1}{\mu} \nabla \times A_r \right) + j\omega \sigma A_r = \nabla \times H_s - j\omega \sigma A_s - \nabla \times \frac{1}{\mu} \mu_0 H_s \tag{1}
\]

where \(A_s\) represents the impressed magnetic vector potential as a result of current source \(J_s\), and \(A_r\) represents the reduced magnetic vector potential in the eddy current region. \(\sigma\) is the electrical conductivity, and \(\mu\) is the permeability. In equation 1, \(H_s\) is the magnetic field generated by an excitation coil, which can be directly computed from any point \(P\) in free space from \(J_s\):

\[
H_s = \int_{\Omega_n} \frac{J_s(Q) \times r_{QP}}{4\pi |r_{QP}|^3} d\Omega_Q \tag{2}
\]

where \(r_{QP}\) is the vector pointing from the source point \(Q\) to the field point \(P\). The impressed magnetic vector potential \(A_s\) can be written as:

\[
\nabla \times A_s = \mu_0 H_s \tag{3}
\]

Therefore, from equation 2 and equation 3, \(A_s\) is:

\[
A_s = A_s = \int_{\Omega_n} \frac{\mu_0 J_s(Q)}{4\pi |r_{QP}|^2} d\Omega_Q \tag{4}
\]

In MIT, the inductive coils are considered magneto-static not antennas; as such, the wave propagation effect can be ignored. Edge FEM is a useful technique to solve such problems by approximating the system as a combination of linear equations in small elements with appropriate boundary conditions. In edge FEM on a tetrahedral mesh, a vector field is represented using a basis vector function \(N_{ij}\) associated with the edge between nodes \(i\) and \(j\):

\[
N_{ij} = L_i \nabla L_j - L_j \nabla L_i \tag{5}
\]
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where $L_i$ is a nodal shape function. Applying the edge element basis function to Galerkin’s approximation [33, 34], one can obtain:

$$
\int_{\Omega_e} (\nabla \times N \cdot \frac{1}{\mu} \nabla \times A_r) dv + \int_{\Omega_e} j \omega \sigma A_r \cdot dv = \int_{\Omega_c} (\nabla \times N \cdot H_s) dv - \int_{\Omega_c} (N \cdot j \omega A_s) dv - \int_{\Omega_c} (\frac{1}{\mu} \mu_0 \nabla \times N \cdot H_s) dv \tag{6}
$$

where $N$ is any linear combination of edge basis functions, $\Omega_e$ is the eddy current region, and $\Omega_c$ is the coil region. It can be seen from equation 6 that the right hand side can be solved with equations 2 and 4. The only unknown variable is the reduced vector potential $A_r$. By applying edge FEM, the second order partial differential equations can be computed by a combination of system linear equations, which can then be processed through Matlab. The $A_r$ can be obtained using the biconjugate gradients stabilized method to solve the system linear equation [35]:

$$SA_r = b \tag{7}$$

where $S = S_r + jS_i$, which is a complex matrix; $b$ is the right hand side current density, which is also complex. By solving the reduced magnetic vector potential $A_r$, one is able to evaluate the induced voltages in the measuring coils. The induced voltages can be calculated using a volume integration form:

$$V_{mn} = -j \omega \int_{\Omega_e} A \cdot J_0 dv \tag{8}$$

where $A = A_s + A_r$, and $J_0$ is a unit current density passing through the coil. The sensitivity matrix is essential in MIT as it realises the linearisation between the conductivity and the induced voltages. The elements of the Jacobian matrix can be expressed according to [36, 37]:

$$\frac{\partial V_{mn}}{\partial \sigma_k} = -\omega^2 \int_{\Omega_k} \frac{A_m \cdot A_n dv}{I_0} \tag{9}$$

where $V_{mn}$ is the measured voltage, $\sigma_k$ is the conductivity of voxel $k$, $\Omega_k$ is the volume of the perturbation (voxel $k$), $A_m$ and $A_n$ are, respectively, solutions of the forward solver when the excitation coil (m) is excited by $I_0$ and the sensing coil (n) is excited with unit current.

The MIT inverse problem computes the distribution of the conductivity through measured voltages, which usually makes use of the forward model as part of the solving process. In this paper, newton one step error reconstruction (NOSER) is used to reconstruct images [38]. The reconstruction relies on the fact that for small changes, the measurements can be approximated in a linear fashion with the regularisation parameters:

$$x = (J^T J + \alpha R)^{-1} J^T b \tag{10}$$

where $b$ is a column vector consisting $M$ induced voltages (measurements), and $x$ is a column vector representing $K$ voxels. $J$ is a $M \times K$ matrix of the sensitivity map, which is calculated from the forward model, $R$ is the diagonal element of $J^T J$, and $\alpha$ is a regularization parameter.
System analysis

This MIT system was initially developed for imaging materials with high electrical conductivity, such as metal. There are 153 unique coil pairs: 1-2, 1-3, ..., 1-18, 2-3, 2-4, ..., 17-18, resulting in a total of 153 independent measurements. The image reconstruction module extracts these measurements, performs the reconstruction algorithms, displays and updates the images. The signal to noise ratio (SNR) is taken to indicate the signal level of the system to the background noise level, which can be defined using an amplitude ratio as [39]:

\[
SNR = 20\log_{10}\frac{U_S}{U_N}
\]  

(11)

where \(U_S\) is the mean signal amplitude and \(U_N\) is the standard deviation of the measured signal amplitude. Due to the geometry of this system, the system SNR also depends on the separation of the two planar arrays. Figure 3 shows the first cycle of SNR measurements when two planar arrays are separated at 2, 4, 6, 8 and 10 cm respectively.

![Figure 3. Signal to noise ratio for the first cycle of measurements against the separation of dual planes at 2, 4, 6, 8 and 10 cm respectively.](image)

Several measurements are defined to analyse the system detectability, namely the neighbouring, opposite and diagonal measurement. The neighbouring measurement is used to describe the induced voltage measured from a pair of neighbouring coils that are in the same planar array (Figure 2b coil pair 1 – 2 and coil pair 1 – 4). The induced voltage measured from the coils directly facing each other is called the opposite measurement (coil pair 1 – 10). The diagonal measurement refers to the induced voltage measured from any pair of coils that are located diagonally. This can be coil pairs either from the same planar array (Figure 2b coil pair 1 – 6) or different planes (coil pair 3 – 16). In this MIT study, the sensitivity maps demonstrate the relationship between the change in electrical properties and the voxel perturbation for a selected excitation/detection coil pair. It provides a visual approach to evaluate the system detectability in addition to the system SNR [36, 40, 41]. From a numerical point of view, the sensitivity map can be represented in a matrix form, which is also called the Jacobian matrix (equation 9).
Both front and side views of the sensitivity map for selected measurement pairs are shown in Figure 4, where Figure 4a shows the sensitivity contour for a neighbouring measurement, Figure 4b shows the sensitivity contour for an opposite measurement, and Figure 4c and 4d show the sensitivity contours for two diagonal measurements. In all cases, the sensitivity maps shown below are calculated for the free space scenario, i.e. there is no conductive materials presented in between.

![Sensitivity maps](image)

**Figure 4.** Sensitivity maps for (a) a neighbouring measurement from coil 1 and 2; (b) an opposite measurement from coil 1 and 10; (c) a diagonal measurement from coil 1 and 9; (d) a diagonal measurement from coil 1 and 18.

The neighbouring measurement has a higher SNR due to a closer distance between a neighbouring coil pair. The opposite measurements capture the material property change from a different plane. Compared to the neighbouring and opposite measurements, the diagonal measurements have relatively lower induced voltages and as such, result in lower SNR. However, the diagonal measurements contribute to the depth detection, which is an important parameter to characterise the properties underneath the surface. The higher SNR usually comes from the coils in the same plane (Figure 3), providing that the distance between neighbouring coils is smaller than the distance between opposite coils; as is the case in this study. This can be illustrated in Figure 5, showing the included voltages from two planes 4cm apart. Taking the first cycle as an example, the strongest signal is due to the two neighbouring measurements – measurements 1 and 3, where the induced voltages of both are approximately 0.5V – and the highest measured voltage is induced between an opposite measurement – measurement 9, where the induced voltage is just over 0.1V – is almost 5 times lower than measurement 1.
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Figure 5. The first cycle of measurements for two plane of coils when coil 1 is used as an excitation coil, and the remaining used as receivers.

To allow the signal to penetrate the material under testing, an appropriate operating frequency and separation between two planes of planar coils are required. It was pointed out in [29] that for a single planar MIT system with a similar experimental setup, one can expect a maximum of 3–4 cm of depth detection underneath the array. The driving frequency is an important factor in a MIT system. Lower frequency measurements penetrate the surface of the material and high frequency measurements thread around the surface of the material. In order to determine the suitable driving frequency, one needs to take the skin depth into consideration. In the quasi-steady electromagnetic field, the skin effect depth of general CFRP can be approximated by equation 12 [42]. As CFRP composites are nonmagnetic materials, the relative magnetic permeability of the CFRP is set to 1.

\[
\delta = \sqrt{\frac{2}{\pi f \sigma \mu_0}}
\]  

(12)

where \( f \) is the driving frequency, \( \sigma \) is the electrical conductivity, and \( \mu_0 \) is the unity permeability. In the frequency order of \( 10^4 \) Hz, the skin depth of widely used CFRP is between 50–100 mm [42]. For the normal conductance of a metallic material, the electrical conductivity is higher than that of CFRP, which means that for the same given frequency, the skin depth of CFRP is larger than the eddy current penetration for metal. For a MIT system designed for metal detection, the driving frequency is usually around 5–100 KHz [43]. This is a suitable operational range for the damage identification of composite material, in fact, if the system hardware allows, the driving frequency can be increased to the MHz range in an attempt to increase the system SNR. In the lower MHz frequency range, laminated CFRP composites can be assumed to be a homogeneous conductive material [44], and as such, it is feasible to use this dual plane MIT system for this application. Based on the nature of our in-house low frequency MIT system, design specification of the dual planar arrays, the SNR analysis, and the properties of the CFRP samples used in this study, a separation of 4 cm between two planes and an operational frequency of 50 KHz are determined for experimental evaluation.

Three metallic cubes are used in the following experiments to test the stability and detectability of the this system (Figure 2a). Figure 6 shows the detection of two
metallic cubes in three different locations in relation to each other. The dimensions of the cubes are $1.4 \times 1.4 \times 1.2 \text{cm}^3$ and $1.2 \times 1.2 \times 1.4 \text{cm}^3$ respectively. Both sliced images and 3D contour images are shown in the top and bottom rows of Figure 6. For the 3D contour images, the dual planar coils are simulated in addition to the reconstructed inclusion to demonstrate the positions of the inclusion in relation to the coils in free space. The same visualisation approach is used for the remaining experimental results in this section.

Figure 6. Detection of two steel samples in different locations.

Figure 7 shows the experimental results of an individual sample under testing. The dimension of the cube used for this experimental setup is $1.2 \times 1.2 \times 1 \text{cm}^3$. In all cases, the samples are placed between two planar coils. The samples have a conductivity of $1.45 \times 10^9 \text{s/m}$ and a relative permeability of 4000.
Figure 7. Detection of an individual steel sample in different locations.
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Inspection of hidden damages in CFRP

The CFRP samples used in this study are made of HexPly M21 epoxy matrix, which is a high performance, toughened epoxy resin system supplied in primary aerospace structures. The physical properties of the epoxy matrix are listed in Table 1. The hidden damages are created using polytetrafluoroethylene (PTFE) rings and embedded in the 10mm thickness samples. The core is comprised of 35 layers of laminates CFRP, and is surrounded at each side by a further 10 layers of the same. An additional 10 layers are used to expand the sample to its final dimension of 10mm. Finally, a peel ply finish is applied to each side. The schematic representation of the CFRP samples are shown in Figure 8, where 8a shows a CFRP sample with one hidden defect in the centre, and 8b shows a CFRP sample with four hidden defects.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibre Mass (g/m$^2$)</td>
<td>194</td>
</tr>
<tr>
<td>Nominal Prepreg Mass (g/m$^2$)</td>
<td>294</td>
</tr>
<tr>
<td>Theoretical Calculated Cured Ply Thickness (mm)</td>
<td>0.184</td>
</tr>
<tr>
<td>Theoretical Calculated Fibre Volume (%)</td>
<td>59.2</td>
</tr>
<tr>
<td>Resin Density (g/cm$^3$)</td>
<td>1.28</td>
</tr>
<tr>
<td>Fibre Density (g/cm$^3$)</td>
<td>1.78</td>
</tr>
<tr>
<td>Theoretical Calculated Laminate Density (g/cm$^3$)</td>
<td>1.58</td>
</tr>
</tbody>
</table>

Table 1. Physical properties of the HexPly M21 epoxy matrix.

Figure 8. CFRP samples with: (a) one hidden defect in the centre; (b) four hidden defects.

The reconstructed images for both CFRP samples are shown using sliced image and 3D contour images (Figure 9). The background measurement is taken from an undamaged CFRP sample with the same dimensions. This is the first step of calibrating in the input measurements in the inverse solver. The damages occur on the subsurface within the laminate architecture of the composite, which makes them barely visible to inspectors. Therefore, in both Figure 9a and 9d, an approximation of the defected areas are marked in dashed line. In Figure 9b and 9e, the colour blue represent the CFRP samples with all other colours representing the damaged areas.
Conclusions

A dual plane MIT system is proposed for the identification of hidden defects in CFRP. The MIT system used in this study was initially tested using metallic samples. The fundamental physics and the mathematical solving process of MIT are studied to extend this technique in the area of CFRP inspection. The system stability and detectability is analysed through both simulation and experiments. The experimental results show that different sizes and locations of hidden damage can be identified using the proposed MIT system with the given sensor geometry and experimental setup. Due to the low resolution of this technique, the size differences of the defects cannot be distinguished at this stage of the research. Nevertheless, two samples are not sufficiently representative to cover all possible manufacturing defects or impact damage which may occur in real industrial environment. For examples, the impact damage could result in an altered electrical conductivity, which might not be as high contrast as the conductivity changes shown in this work. This study represents the proof of principles for MIT as a viable means to be developed as an in-service SHM technique for CFRP. Further development in this application are needed, including the study of MIT sensor array topology, the development of multifrequency excitation, the design of a rapid data handling unit and computational modeling of the forward and inverse problems for anisotropic eddy currents. These will be subjects of our follow-up work.
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