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Abstract

Finite element modelling (FEM) has been performed on AlN-TiN composites. The structure-property relationships are studied for 5vol.% and 10vol.% TiN composites in view of thermal and thermo-mechanical properties. Thermal stresses are simulated at various temperatures for the 5% and 10% TiN samples in homogeneous and heterogeneous temperature environments. It is found that compressive stresses created are associated with the microstructure and these stresses are largest at the interface of the AlN-TiN phases. In addition, thermal strains are simulated at various temperatures for both the compositions. Thermal conductivity and thermal expansion coefficient are estimated using FEM and compared with other known analytical methods.
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1. INTRODUCTION

Aluminum nitride (AlN) has been extensively used in thermal coatings where high electrical resistivity (1×10^{13} \ \Omega.m), high thermal conductivity (160 \ \text{W/m.K}), low dielectric constant (9 at 300 \ \text{K}) and high corrosion resistance are required [1-3]. It is also an attractive material for other applications such as seals, semiconductor devices, grinding media, transducers and electronic substrates [4,5]. AlN is a brittle material and it exhibits poor mechanical properties in context of fracture toughness and flexural strength [6]. Therefore, it is difficult to be use in structural applications [7]. A number of additive materials such as titanium carbide (TiC), titanium nitride (TiN), and zirconium (Zr) are used to increase the fracture toughness and flexural strength of AlN based materials [8]. These composites have been extensively studied for their possible applications in microelectronic devices, protective coatings for cutting tools, corrosion resistance, tribology and other mechanical devices [9,10].

In recent years, AlN-TiN composites have gained increasing attention because of their superior thermo-mechanical properties from both practical and theoretical viewpoints [6]. It exhibits a wide range of electrical resistivity, thermal conductivity and fracture toughness which can be controlled by the microstructure and composition [6]. A number of analytical and numerical methods are available for estimation of physical properties of composite materials [11-16].

A novel numerical approach called object-oriented finite element technique (OOF2) has been developed by National Institute of Standards and Technology (NIST), which is used for finite element modeling (FEM) of microstructural images from optical and electron microscopy [15]. In this method a two-dimensional (2-D) microstructural (10^{-6}-10^{2} \ \text{m}) image can be used for the analysis. It has been previously used by many researchers in examining residual thermal stress [17,18], thermal conductivity [19] and crack propagation mechanism [20,21] of composite materials. The present study deals with FEM analysis of AlN-TiN composites. In this context, microstructural images of AlN-TiN composites are used to simulate thermal and thermo-mechanical behavior of these composites at various temperatures.

2. Finite Element Modelling

The finite element code of OOF2 (http://www.ctcms.nist.gov/oof/oof2/) version 2.1.7 can be used for the analysis of mechanical, thermal, pyroelectric and piezoelectric properties of materials. It can be directly applied to the microstructural images of materials to determine their effective properties. The main advantage of this method is that the real image of the microstructure of a material can contain the particle size, shape and spatial orientation of specific phases which can be combined with its physical and mechanical properties (such as
thermal conductivity, thermal expansion coefficient, Young’s modulus, Poisson’s ratio, and piezoelectric coefficient) to predict the overall behavior of a material. However, this method is currently limited to 2-D microstructural modelling [16].

The first step of the analysis involves importing a scanning electron microscopy (SEM) microstructure image of a multiphase material (in this case AlN-TiN). Two different types of microstructure images of AlN-TiN composites having 5% and 10% by volume TiN are used in present study as shown in Figure 1 [5]. This experiment has been performed by Masahiko Tajika et al. [5]. The SEM images indicate the presence of some porosity, which is less in 10% TiN composition as compared to 5% TiN composition. The representative volume element (RVE) size of both the compositions is same at 55 by 64 μm. In these figures black, gray, and white colors represent AlN, TiN and pores, respectively. Common segmentation methods such as blur filters, contrast, despeckle, sharpness, normalize, reduce noise and threshold adjustments are used to regulate the image quality. These segmentation methods are very important for effective microstructural modeling. The next step is single phase material selection and assignment of their properties. Single phase material pixels are selected according to their colors as shown in Figure 1. After selecting the single phase material, their mechanical (Young’s modulus and Poisson’s ratio) and thermal (thermal conductivity and thermal expansion coefficient) properties are assigned. The mechanical and thermal properties for AlN and TiN used in this work are listed in Table 1.

2.1. Mesh generation

Mesh generation is the next step after assigning material properties. The mesh is generated on the microstructure using skeletons. The skeleton is defined as “the geometry of the mesh only; it does not include any field, equations and shape function” [23]. The skeleton is generated on the microstructure and then refined. The skeleton refinement process depends on minimization of energy functional parameter ($E_n$) of the elements, which in turn depends on homogeneity energy ($E_{nh}$) and shape energy ($E_n$). The homogeneity energy of elements is defined as [24]:

$$E_{nh} = 1 - E_{nhm} \tag{1}$$

where $E_{nhm}$ is the homogeneity energy of the microstructure elements. The homogeneity energy is minimized when elements are completely homogeneous. Shape energy for triangular and quadrilateral elements is as [15]:

$$E_n = 1 - \frac{4\sqrt{3}A_T}{I_T^2} \tag{2}$$

$$E_n = 1 - [(1 - \gamma).Q_m + \gamma.Q_s] \tag{3}$$
where $A_T$ is the area of the triangular element and $L$ is the side length of triangle, $Q_m$ is the minimum $Q_i$ in element and $Q_o$ is the $Q_i$ at the opposite corner. The factor $\gamma$ is required to prevent pathologies, which occur when shape energy of element does not depend on the position of one of the nodes. The shape energy is zero for equilateral triangular element and has a value of one when aspect ratio is zero (all the vertices are collinear) [24]. For quadrilateral elements, the shape energy is found by first computing a “quality factor”, $Q_i$, for each corner $i$. $Q_i$ is the area of the parallelogram “which can be defined by two sides of the element that converge at node $i$, divided by the sum of the squares of the sides” [23]. Its value is always less than one at a corner where the two converging edges have different lengths or meet at an acute or obtuse angle. The value of $Q_i$ is zero in the degenerate cases when the edges are collinear or when the length of one edge is zero.

The sum of these two energy components $E_{n_h}$ and $E_{n_s}$ gives the energy functional parameter ($En$), which is given as [15]:

$$En = \theta E_{n_h} + (1 - \theta)E_{n_s} \quad (4)$$

where $\theta$ is a parameter whose value varies from 0 to 1. It can be inferred from Eq. (4) that when $\theta = 0$, only the shape energy of the element gives the total modification energy of the elements. Similarly, then the shape energy of the elements do not contribute in total modification energy when $\theta = 1$. The shape energy $E_{n_s}$ and homogeneous energy $E_{n_h}$ are shown in Figure 2. This figure contains three types of elements. For element 1, both shape energy and homogeneous energy are zero ($E_{n_s} = E_{n_h} = 0$) because the element is a perfect shape (assumed as equilateral triangle) and homogenous. For element 2, the shape energy is zero but the homogeneous energy is not zero. This is due to the fact that it contains more than one material. Similarly, the homogeneous energy is for element 3 but the shape energy is not zero. This is because the element is degenerate.

The mesh size depends on the homogeneity, which is controlled by initial skeleton size. For this purpose many skeleton refinement processes (skeleton modifier) are used for minimization of the energy functional parameter such as snap refine, merge triangle, snap node, swap edge, rationalize and smooth. These skeleton modifier processes are applied on the microstructure image. Modifier tools can be used for refining only interface elements without affecting whole microstructure elements. On the base of skeleton elements, a finite element mesh is generated and the final mesh is shown in the Figure 3. Boundary conditions are applied on the mesh after selection of field and equations. Pore areas are selected in the
microstructure and deactivated and indicate that such pixels will not play any role in final results as they have not assigned any physical properties.

2.2 Fundamental assumptions
In the present study, it is assumed that AlN-TiN composites are linearly elastic and isotropic. Mechanical and thermal properties of the AlN and TiN are considered as homogenous in the individual phases. It is assumed that the composites have perfect bonding between their interfacial surfaces. Since the analysis is a 2-D finite element mesh simulation it neglects the effect of thickness. It is assumed during material’s pixel selection that some particles of AlN or TiN material are present in middle of the pores. They are considered as pores since particles that are present in pores cannot define their degree of freedom during the simulation. Materials properties are assumed to be constant in the temperature range under study.

3. Results and discussions

3.1 Thermal stress analysis
In order to study the local thermal stresses, 2-D simulations are performed on the above-mentioned composites. Thermal stresses are estimated for both the composites containing 5% and 10% TiN under different temperature environments. Thermal stresses can be calculated as:

\[ \sigma = E \cdot \alpha \cdot \Delta T \]  

where \( \sigma \) is thermal stress, \( \varepsilon \) is the thermal strain, \( \alpha \) is coefficient of thermal expansion, \( E \) is Young’s modulus and \( \Delta T \) is change in the temperature. Thermal stresses in this study are estimated in the following two conditions: (i) uniform temperature environment, and (ii) temperature gradient environment.

3.1.1 Uniform temperature environment
The uniform temperature is applied on the image and thermal stresses are estimated in the composites. A typical image of uniaxial stress contour (\( \sigma_{xx} \)) at 600 °C of AlN-TiN (5% TiN) is shown Figure 4. A similar type of stress contours are plotted for different temperatures and compositions (not shown in the figure). Stress contours are plotted for \( \sigma_{xy} \) and \( \sigma_{xy} \) however the \( \sigma_{xx} \) H stress contour of is discussed here since it shows highest stresses. It is observed that the stresses are highest at the sharp edges/interfaces of the TiN and AlN phases. The TiN phase has high stress intensity region because of its larger CTE than that of the matrix (see Table 1). It is interesting to note that the stresses vary from one filler region to other region and are non-uniform in an individual filler region. The stress distribution is dependent on the
particle size [18]. Plastic deformation of material can occur when local stresses exceed the yield strength of the matrix (AlN) [17].

In order to further study the thermal stress distribution at phase interfaces, we have performed a line scan in stress contour. The stress variation along the line (shown in Figure 4) is shown in Figure 5. Tensile and compressive stresses are observed in the matrix and filler, respectively. There are sharp transitions (from tensile to compressive) at the interfaces between TiN and AlN. Intensity of stresses (compressive in nature) is highest at the interfaces as compared to that of filler and matrix.

Thermal stresses are estimated at various temperatures for both the compositions under study. Figure 6 shows upper and lower limits of thermal stresses generated in the composites. It is found that local thermal stresses increase linearly with temperature. These stresses are also increase with TiN content. It is due to the fact that the number of interfaces increase with an increase in the volume fraction of filler material [18]. Compressive stresses are generated in most of the microstructure region. It is to be noted that while AlN based materials can be used for high temperature applications up to 750 °C (oxidization temperature of AlN) [47] it is observed here than for uniform temperature applications the thermal stresses exceeds the yield strength (2.1 GPa) of the matrix below the oxidization temperature that results in a lowering of the working temperature.

The thermal strain ($\varepsilon_{xx}$) contour for 5% TiN composites is shown in Figure 7. Thermal strains are larger at the interfaces as compared to matrix and filler phases, since the interfaces are associated with highest local stresses. It is to be noted that the TiN has higher Young’s modulus than that of AlN (Table 1); therefore the thermal strain in the filler is less compared to the strain in the matrix phase. Some regions in the filler have very high thermal strain as shown in the inset of Figure 6 and areresponsible for higher stress generation. These strain regions can be deleterious to the mechanical properties of the composites.

3.1.2 Temperature gradient environment

In order to further analyze the thermal stress behavior, simulations are performed under heterogeneous temperature environment as shown in Figure 8. The 2-D simulations are performed under various temperature gradients ($\Delta T$) while other two boundaries are kept adiabatically insulated. Upper and lower bounds of local thermal stresses are estimated at 0-800°C temperature gradient as shown in Figure 8. It is observed that the magnitude of stresses increase as the temperature increases. These stress distributions are attributed to the morphology, distribution and orientation of filler material [16]. The magnitude of
compressive stresses associated with filler materials largely depend upon their orientation. Insets A and B of Figure 8 show two different orientations of filler material in same temperature zone. It is found that the stresses are larger when the particles are orientated in the direction of temperature gradient (inset A, Figure 8) as compared to transverse particles (inset B, Figure 8). This implies that thermal stresses can be tailored using different alignments of filler material in the composites. The localized higher thermal stress around the filler increase the likelihood of plastic deformation as discussed in previous sections. In summary, the thermal stress depends on the reinforcement size, misfit strain, elastic modulus and matrix toughness [17].

Thermal stresses are estimated when different temperature gradients are applied on the boundaries of the microstructural models. The resultant upper and lower limits of thermal stresses are shown in Figure 9 for both the compositions under study. It is observed that the stresses vary with the variation in the filler material and temperature gradient as discussed in previous sections. The intensity of stresses is found to be lower than that of stresses generated in uniform temperature environment. The thermal strain distribution in 5% TiN composites is shown in Figure 10 at a temperature gradient of 0 °C -800 °C. It varies from left side edge to right side edge due to variation in temperature (temperature gradient). The strain distribution increases in matrix and filler material linearly. The filler has higher strain as compared to the matrix and this can be attributed to its larger CTE than that of the matrix (Table 1).

3.2 Thermal conductivity

The mode of heat transfer in these ceramics is only via phonons which can be scattered by defects. Thermal conductivity is highly sensitive to grain size, porosity, orientation of secondary phase and other defects. In this section the thermal conductivity of the composites has been estimated using OOF2 code and calculated using a temperature gradient on the image boundaries and solved using the steady state heat equation. In this study, thermal conductivities are calculated at a temperature gradient of 10 °C. For this purpose left and right vertical edges are kept at 25 °C and 35 °C temperatures, respectively as shown in Figure 11, while the top and bottom edges are perfectly insulated (Figure 11). It is seen that the heat flux varies in composites due to difference in thermal conductivities of materials as well as the presence of pores. The thermal conductivity of the composites (κc) can be calculated as [19]:

$$\kappa_c = \frac{Q_{avg}}{dT/dx}$$  \hspace{1cm} (6)

where $Q_{avg}$ is the average heat energy flux per unit area, $dT$ is temperature difference, and $dx$ is width of the microstructural image. A number of theoretical methods/models exist for the
prediction of effective thermal conductivity of composites. These models include effective-medium theory [25], parallel or series model [26], geometric mean model [27], Lewis & Nielsen [28] and Maxwell [29] methods.

The effective-medium theory (EMT) assumes that when a portion of the matrix material is replaced by one of the filler materials, the relevant fields, stress, strain, electric field and thermal field change in the whole composites [25]. Through the Laplace equation for heat transfer, the EMT equation for thermal conductivity is derived and can be expressed as:

\[ V_m \frac{\kappa_m - \kappa_e}{\kappa_m + 2\kappa_e} + V_f \frac{\kappa_f - \kappa_e}{\kappa_f + 2\kappa_e} = 0 \]  

(7)

where \( \kappa \) is thermal conductivity and \( V \) denotes volume fraction. The subscripts \( c, f, \) and \( m \) refer to the composites, filler and matrix respectively. Another simple alternative method for two phase composites assumes that the composite materials are arranged either in parallel or in series with respect to the heat flow [26]. In this work, the average of parallel and series thermal conductivity values is used for calculation. The parallel conduction model is given as:

\[ \kappa_e = V_m \kappa_m + V_f \kappa_f \]  

(8)

The series conduction model can be written as:

\[ \frac{1}{\kappa_e} = \frac{V_m}{\kappa_m} + \frac{V_f}{\kappa_f} \]  

(9)

Further, effective thermal conductivity of the composites is determined by geometric mean model (GMM) and is given by [27]:

\[ \kappa_e = \kappa_m^{V_m} \kappa_f^{V_f} \]  

(10)

Furthermore, Lewis and Nielsen have derived a semi-theoretical model using the Halpin-Tsai equation [28]. This method is including the effect of the shape of the filler and the orientation or type of packing for a two-phase system. The thermal conductivity of the composite can be calculated as:

\[ \kappa_e = \kappa_m \frac{1 + \beta \Psi f}{1 - \beta \Psi f} \]  

(11)

where

\[ \beta = \frac{\kappa_f - 1}{\kappa_f} \]  

(12)

\[ \Psi = 1 + \frac{1 - \Phi_m V_f}{\Phi_m} \]  

(13) and

\[ A = k_e - 1 \]  

(14)
In above-mentioned equations, \( A \) is a constant that depends upon the shape and orientation of the dispersed filler particles, \( k_E \) is Einstein constant, and \( \Phi_m \) is ratio of the maximum packing fraction of the dispersed filler to the volume they appear to occupy when packed to their maximum extent. For randomly packed aggregates of spheres and irregularly shaped particles, \( A = 3 \) and \( \Phi_m = 0.637 \) [30].

Finally, the Maxwell method is used for determining the thermal conductivity of the composite consisting of non-interacting and randomly distributed homogeneous filler in a homogeneous matrix [29]. It is expressed as:

\[
\kappa_c = \kappa_m \frac{k_f + 2k_m + 2V_f(k_f - k_m)}{k_f + 2k_m - V_f(k_f - k_m)} \tag{15}
\]

These models have been previously used by number of researchers [31-35] for estimating effective thermal conductivities at low filler concentrations. When the filler concentration is increased, they begin to touch each other and form conductive chains in the direction of heat flow (percolation). Therefore, these models underestimate the value of effective thermal conductivity in case of higher concentration of filler.

The values of thermal conductivity calculated using OOF2 and found to be 103 \( W/m.K \) and 120 \( W/m.K \) for 5\% and 10\% TiN respectively. The values of thermal conductivity (as calculated by other methods) are listed in Table 2. It is observed that the thermal conductivity of 10\% TiN composites shows good agreement with that of thermal conductivities calculated by other methods under study. However, 5\% TiN composites do not exhibit good agreement with other methods. This is due to the presence of relatively more porosity (Figure 1) which has not been considered in any of the above theories (Eq. 7-15). Porosity decreases the thermal conductivity of the composites and hence FEM predicts lower values of the thermal conductivity in the composites under study [19].

3.3 Thermal expansion coefficient

A temperature difference of 10 °C is applied on the boundaries of the microstructure (Figure 11) and CTE of the composites is determined by using following formula:

\[
\alpha_{avg} = \frac{\varepsilon_{avg}}{\Delta T_{avg}} \tag{16}
\]

where \( \alpha_{avg} \) is average coefficient of thermal expansion, \( \varepsilon_{avg} \) is the average thermal strain and \( \Delta T_{avg} \) is the average temperature difference. The simulated and analytically calculated coefficients of thermal expansion have also been compared. A number of analytical models exist for the prediction of effective CTE of composites reinforced with filler. These models include simple rule of mixtures [36] and thermo-elastic energy models such as Kerner model [37], Schapery model [38], and Turner model [39].
According to the rule of mixtures, the CTE of the composite ($\alpha_c$) is given by [36]:

$$\alpha_c = V_m \alpha_m + V_f \alpha_f$$  \hspace{1cm} (17)

The Kerner model is most widely used for discontinuous, spherical and wetted reinforced filler in a uniform layer of matrix [37]. It is assumed that the composite material is macroscopically isotropic and homogeneous. This model gives the CTE of composite as:

$$\alpha_c = \alpha_f V_f + \alpha_m V_m + \frac{V_m V_f (\alpha_f - \alpha_m)}{\alpha_f V_f + \alpha_m V_m + \frac{\alpha_f - \alpha_m}{\frac{K_f}{K_m} + \frac{\rho_f}{\rho_m}} (K_f - K_m)}$$  \hspace{1cm} (18)

where $K$ is the bulk modulus and $G$ is the shear modulus of the composite material. $K$ and $G$ are related to the Young’s modulus ($E$) and the Poisson’s ratio ($\nu$) of isotropic materials as:

$$K = \frac{E}{3(1-2\nu)}$$  \hspace{1cm} (19)

$$G = \frac{E}{2(1+\nu)}$$  \hspace{1cm} (20)

The Schapery model considers stress interaction between composite components and effective CTE is calculated [38]. During the calculation, an extremum principle of thermoelasticity is used that can be illustrated as:

$$\alpha_c = \alpha_f + \left(\alpha_m - \alpha_f\right) \left(\frac{\frac{K_c}{K_m} - \frac{1}{K_f}}{\frac{1}{K_m} - \frac{1}{K_f}}\right)$$  \hspace{1cm} (21)

$$K_c^+ = K_f + \frac{1}{V_m/\left(\frac{1}{K_m} - K_f\right) + \frac{V_f}{\left(\frac{1}{K_f} + 4G_f/3\right)}}$$  \hspace{1cm} (22)

where $K_c$ is the bulk modulus of the composites given by the Hashin and Shtrikman bounds [40]. This equation provides a relationship between the bulk modulus and the CTE of composites. This model assumes that the Poisson’s ratio of the composites components do not differ much. It is important to note that in this model $\alpha_c$ depends on the volume fraction and phase geometry only through their effect on the bulk modulus. In this analysis, the CTE of the composites is determined for upper bounds $(K_c^+)$ and lower bounds $(K_c^-)$ bulk modulus of the composites and the average is used. The lower bound bulk modulus is determined by Eq. (22) after inter changing subscripts $f$ and $m$.

Finally, the Turner model considers homogeneous strain throughout the composites. It also assumes that only uniform hydrostatic stresses exist in the phases [39]. The stresses are assumed to be sufficient to disrupt the composites. The sum of the internal forces could be equated to zero and an expression for the CTE is given by the following equation:

$$\alpha_c = \frac{\alpha_f V_f K_f + \alpha_m V_m K_m}{V_f K_f + V_m K_m}$$  \hspace{1cm} (23)
These models have been previously applied by a number of researchers [41-45] for calculating the CTE of two-phase isotropic, particulate reinforced composites. The CTE determined by OOF2 for composites containing 5% and 10% TiN are $4.49 \times 10^{-6}$ °C$^{-1}$ and $4.89 \times 10^{-6}$ °C$^{-1}$ respectively. The values of CTE as calculated by method discussed above are shown in Table 3. The CTE predicted by OOF2 are in good agreement with the calculated values by these methods. FEM predicts lower values of the CTE in the present composite due to the porosity. It is observed that the CTE increases with increase in values of filler material since the filler material has a higher CTE than the matrix material (Table 1). Such studies are helpful to understand material behavior for technical applications.

4. Conclusions

Finite element technique is used for study the thermal properties of AlN-TiN composites. Thermal stress distributions at various temperatures are examined for the composites (5% and 10% TiN) in homogeneous and heterogeneous temperature environments. Local thermal stresses and strains are studied on the microstructure images of these composites. The local stresses are found to be maximum at the interfaces of AlN and TiN phases. The compressive stresses (at interfaces) are found to be maximum as compared to matrix and filler regions. Thermal conductivity and coefficient of thermal expansion are estimated and compared with various theoretical models/methods.
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Figure captions

Figure 1: AlN-TiN composites microstructure images (a) 5% and, (b) 10% TiN volume content.

Figure 2: Energy functional approach for skeleton refinement.

Figure 3: A typical mesh generation image for the 10% TiN sample.

Figure 4: Thermal stress ($\sigma_{xx}$) in the composites (5% TiN) under uniform temperature 600 °C.

Figure 5: Thermal stress distribution along the line scan.

Figure 6: Thermal stresses for (a) 5% and (b) 10% TiN composites under uniform temperature condition.

Figure 7: Thermal strain ($\varepsilon_{xx}$) contour for 5% TiN composites.

Figure 8: Map of thermal stresses ($\sigma_{xx}$) for 5% TiN composites.

Figure 9: Thermal stresses for (a) 5% and (b) 10% TiN composites under temperature gradient.

Figure 10: Thermal strain ($\varepsilon_{xx}$) distribution in 5% TiN composites under 0-800 °C temperature gradient.

Figure 11: Heat flux profile for 5% TiN composites.
Table 1: Mechanical and thermal properties of AlN and TiN materials.

<table>
<thead>
<tr>
<th>Material</th>
<th>Young’s modulus (GPa)</th>
<th>Poisson’s ratio</th>
<th>Thermal expansion coefficient(°C⁻¹)</th>
<th>Thermal conductivity (W/m.K)</th>
</tr>
</thead>
</table>

Table 2: Estimation of thermal conductivity using various methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Thermal conductivity (κc) W/m.K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5% TiN</td>
</tr>
<tr>
<td>OOF2</td>
<td>103</td>
</tr>
<tr>
<td>Effective-medium theory</td>
<td>150</td>
</tr>
<tr>
<td>Parallel or series model</td>
<td>135</td>
</tr>
<tr>
<td>Geometric mean model</td>
<td>144</td>
</tr>
<tr>
<td>Lewis and Nielsen</td>
<td>151</td>
</tr>
<tr>
<td>Maxwell</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 3: Estimation of CTE using various methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Coefficient of thermal expansion αc x 10⁻⁶ °C⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 % TiN</td>
</tr>
<tr>
<td>OOF2</td>
<td>4.49</td>
</tr>
<tr>
<td>Rule of mixture</td>
<td>4.82</td>
</tr>
<tr>
<td>Kerner</td>
<td>4.83</td>
</tr>
<tr>
<td>Schapery</td>
<td>4.90</td>
</tr>
<tr>
<td>Turner</td>
<td>4.93</td>
</tr>
</tbody>
</table>
Figure 1:
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Figure 3:
Figure 4: [Image of a stress distribution map with color gradients indicating stress levels from -2.3 to 1.22 GPa.]

Figure 5: [Two graphs showing the thermal stress vs. temperature for (a) 5% TiN and (b) 10% TiN composites. The graphs depict linear trends with upper and lower limit markers for tensile and compressive stresses.]

Figure 6: [A graph showing the thermal stress distribution across different positions (µm) with peaks and valleys indicating matrix (AlN) and filler (TiN) behavior.]
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Figure 11