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Unsteady Thermal Boundary Layer Flows of a Bingham Fluid in a Porous Medium
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Abstract In this paper we consider some unsteady free convection flows of a Bingham fluid when it saturates a porous medium. These flows are induced by suddenly raising the constant temperature of a vertical bounding surface from that of the uniform ambient value to a new constant level. As time progresses heat conducts inwards and this induces flow. We consider both a semi-infinite domain and a vertical channel of finite width. Of interest here are (i) how the presence of yield surfaces alters the classical results for Newtonian flows and (ii) the manner in which the locations of the yield surfaces change as time progresses.
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Nomenclature

Latin letters

\( D \)  
\( F(\text{Rb}) \) location of the yield surface
\( g \) gravity
\( G \) threshold body force
\( K \) permeability
\( L \) length scale
\( p \) pressure
\( p_x \) pressure gradient in the \( x \)-direction
\( Q \) total vertical velocity flux
\( \text{Ra} \) Darcy-Rayleigh number
\( \text{Rb} \) Rees-Bingham number
\( t \) time
\( T \) temperature (dimensional)
\( T_0 \) ambient (cold) temperature
\( T_1 \) temperature of heated surface
\( u \) vertical Darcy velocity
\( x \) vertical coordinate
\( y \) horizontal coordinate
\( z \) dummy variable

Greek letters

\( \alpha \) thermal diffusivity
\( \beta \) coefficient of cubical expansion
\( \delta \) defined in terms of \( \text{Rb} \) in Eq. (27)
\( \eta \) similarity variation
\( \eta_y \) location of yield surface
\( \theta \) temperature (nondimensional)
\( \mu \) dynamic viscosity
\( \rho \) reference density
\( \sigma \) heat capacity ratio

Other symbols

- dimensional quantities
1 Introduction

Bingham fluids are fluids with a yield stress but which are otherwise Newtonian, i.e. they have a linear stress-strain relationship once the yield stress is exceeded. These fluids arise in a variety of natural and industrial settings including the oil industry, agriculture and the food processing industry; see for example works by Barnes [1], Jeong [2], Maßmeyer [3], Shenoy [4] and Sochi and Blunt [5]. Other commonly-studied yield-stress fluids are Casson fluids and Herschel-Bulkley fluids, and both of these have a nonlinear stress/strain relationship post-yield.

While undertaking the preliminary literature review for Rees [6], which is concerned with the state-of-the-art for convection of a Bingham fluid in a porous medium, the very large number of papers which exists on yield stress fluids in general includes only a very small handful on convection in porous media. These few articles form a small group of papers on boundary layer flows. Perhaps the reason for such a void in the literature is a lack of obvious applications, but, as is always true for yield-stress fluids, there are numerical difficulties associated with determining where the yield surface is and perhaps this has also deterred research on the topic.

The present paper forms the beginning of an effort to fill that void by considering an unsteady free convection problem. We will consider the effect on a cold porous medium of raising suddenly the temperature of a vertical bounding surface to a new constant level. Heat gradually diffuses from the hot surface thereby introducing buoyancy forces, and if these forces are sufficiently large then flow will arise. In this type of problem the induced flow field may be found analytically, and it is possible to determine the locations of the yield surfaces numerically using a simple Newton-Raphson scheme. Two cases are considered, namely convection in a semi-infinite domain and convection in a channel of finite and constant thickness.

2 Governing Equations

One of the earliest papers to consider the flow of a Bingham fluid in a porous medium is that of Pascal [7]. He presented a threshold gradient model based on experimental observations which is the very simplest possible model that may be used. In one dimension and for isothermal flow it may be written in the form,

\[ \tau = \begin{cases} \frac{-K}{\mu} \left[ 1 - \frac{G}{|\tau_p|} \right] \tau_p & \text{when } |\tau_p| > G, \\ 0 & \text{otherwise}, \end{cases} \]

where we use \( G \) to denote the threshold gradient (or threshold body force) above which the fluid yields. We see that the fluid velocity increases linearly with the pressure gradient, \( \tau_p \) once the threshold is exceeded. A commonly used but more complicated alternative is the Buckingham-Reiner model (see Buckingham [8], Mendes et al. [9] and Balhoff and Thompson [10]) which is given by,

\[ \tau = \begin{cases} \frac{-K}{\mu} \left[ 1 - \frac{4}{3} \left( \frac{G}{|\tau_p|} \right) + \frac{1}{3} \left( \frac{G}{|\tau_p|} \right)^4 \right] \tau_p & \text{when } |\tau_p| > G, \\ 0 & \text{otherwise}. \end{cases} \]

It may be shown easily that the fluid velocity rises quadratically at first once the threshold gradient is exceeded but this eventually relaxes to a linear variation. In the present paper we will confine our attention to the threshold model.

Once buoyancy is introduced as an extra body force, the threshold model given in Eq. (1) becomes,

\[ \tau = \begin{cases} \frac{-K}{\mu} \left[ 1 - \frac{G}{|\tau_p - \rho g \beta (T - T_0)|} \right] \left( \tau_p - \rho g \beta (T - T_0) \right) & \text{when } |\tau_p - \rho g \beta (T - T_0)| > G, \\ 0 & \text{otherwise}. \end{cases} \]
Here we have assumed that the Boussinesq approximation applies when writing down the buoyancy term, and \( T_0 \) is the initial temperature of the porous medium. We have now taken \( \overline{x} \) to be the vertical coordinate and \( \overline{v} \) to be the Darcy velocity in the same direction. In this idealised problem there will be no horizontal velocity, and therefore \( \overline{v} = 0 \). (If \( \overline{v} \) had been nonzero then it would be necessary to alter the yield criterion in Eq. (3) to obtain a pair of momentum equations which are frame-invariant; see Rees [6].) Therefore we may allow \( \overline{v} \) to be a function only of the horizontal coordinate, \( \overline{y} \), and time, \( \overline{t} \), and so the equation of continuity is satisfied. The final equation is that for the heat transport,

\[
\sigma \overline{T_t} + \overline{u} \overline{T_x} + \overline{v} \overline{T_y} = \alpha \left( \overline{T_{xx}} + \overline{T_{yy}} \right). \tag{4}
\]

Here \( \sigma \) is heat capacity ratio between the porous medium and the saturating fluid, and \( \alpha \) is the thermal diffusivity of the porous medium. We may also allow \( T \) to be a function solely of \( \overline{y} \) and \( \overline{t} \), and therefore Eq. (4) reduces to,

\[
\sigma \overline{T_t} = \alpha \overline{T_{yy}}. \tag{5}
\]

The governing equations, namely Eqs. (3) and (5), may be nondimensionalised using the following scalings,

\[
(x, y) = L(x, y), \quad \overline{u} = \frac{\alpha}{L} u, \quad \overline{p} = \frac{\alpha \mu}{K} p, \quad \overline{T} = T_0 + (T_1 - T_0) \theta, \quad \overline{t} = \frac{\sigma L^2}{\alpha} t, \quad G = \frac{\alpha \mu}{KL} Rb, \tag{6}
\]

where \( T_1 \) is the temperature of the hot surface, and we obtain,

\[
u = \begin{cases} 
Ra \theta - p_x - Rb, & \text{if } -Rb < Ra \theta - p_x < Rb, \\
0, & \text{if } Rb < Ra \theta - p_x \text{ or } Ra \theta - p_x < -Rb,
\end{cases} \tag{7}
\]

and

\[
\theta_t = \theta_{yy}. \tag{8}
\]

In the above the Darcy-Rayleigh number is given by

\[
Ra = \frac{\rho g \beta (T_1 - T_0) KL}{\mu \alpha}, \tag{9}
\]

and the parameter,

\[
Rb = \frac{KL}{\mu \alpha} G. \tag{10}
\]

This latter parameter appeared for the first time in Rees [6] and it is clearly a scaled version of the yield pressure gradient, \( G \). Given the presence of \( K \) and \( \alpha \), it may be more properly termed a porous convective Bingham number. However, there is already a Bingham number which is used in other contexts, and therefore (10) will be referred to hereinafter as the Rees-Bingham number.

A lengthscale, \( L \), was introduced in Eq. (6) without comment. When we consider convection in a channel later, \( L \) may be taken to be the dimensional width of that channel, but in the semi-infinite domain there is no natural physical lengthscale that may be used. However, as the Darcy-Rayleigh number also includes \( L \), one may set \( Ra = 1 \) to give

\[
L = \frac{\mu \alpha}{\rho g \beta (T_1 - T_0) K}, \tag{11}
\]
as a lengthscale based upon the fluid and porous medium properties. This type of analytical device has been used in other studies (Rees [11] and Selim and Rees [12]). The other possible alternative would be to use \( L = \sqrt{K} \), but this yields a length corresponding to the pore or particle scale. Thus we will use the
value of $L$ given in Eq. (11) for the semi-infinite domain, and take $L$ to be the width of the channel for the channel problem.

The initial condition in nondimensional form is simply that $\theta = 0$ at $t = 0$. For both cases we have $\theta = 1$ at $y = 0$, while we have $\theta \to 0$ as $y \to \infty$ for the infinite domain, and $\theta = 0$ at $y = 1$ for the vertical channel.

3 The semi-infinite domain

We consider first the free convective motion which is set up by suddenly raising the temperature of a vertical bounding surface from a nondimensional value of zero to $\theta = 1$. As has already been discussed we are setting $Ra = 1$ in this case.

The solution of Eq. (8) for $\theta$ is well-known and may be found either by using Laplace transforms, or else by means of a self-similar analysis. It takes the form,

$$\theta = \text{erfc} \eta = \frac{2}{\sqrt{\pi}} \int_{\eta}^{\infty} e^{-\xi^2} d\xi,$$

where $\eta = y/2\sqrt{t}$.

In an infinite domain we expect the suddenly-heated surface to provide only upward movement of the fluid, and therefore we may set $p_x = 0$. This means that the hydrostatic component of the vertical pressure gradient corresponds precisely to that for the ambient fluid at $\theta = 0$. When the fluid near the boundary is heated up, the buoyancy force then induces only upward motion. Therefore Eq. (7) simplifies to,

$$u = \begin{cases} \theta - Rb & \text{when } Rb < \theta \\ 0 & \text{when } \theta < Rb. \end{cases}$$

Clearly, one implication of this is that flow is induced only when $Rb < 1$. For larger values of $Rb$ the buoyancy force is insufficient to cause the fluid to yield.

The total velocity flux may now be determined as a function of both $Rb$ and time. If we define $\eta_y$ (where the subscript, $y$, denotes yield) to be where the yield surface is, then $\eta_y$ satisfies

$$\text{erfc} \eta_y = Rb.$$  

The variation of $\eta_y$ with $\log_{10} Rb$ is shown in Figure 1. The Figure confirms that flow arises only when $Rb < 1$ since the region below the curve is that where the fluid moves, while the region above corresponds to a stagnant medium. It is of interest to note how slowly the yield surface varies as $Rb$ decreases; even when $Rb = 10^{-10}$ the yield surface is at $\eta_y = 4.5728$ although it has also to be said that, at such large values of $\eta$, the value of $\text{erfc} \eta$ is super-exponentially small. If one were to use the approximation,

$$\text{erfc} (z) \sim e^{-z^2} / \sqrt{\pi} z (z \gg 1),$$

then it is possible to determine the following leading order expression for $\eta_y$

$$\eta_y \sim \sqrt{-\ln(\sqrt{\pi} Rb)}$$

for small values of $Rb$, and this explains the very slow increase in $\eta_y$ as $Rb \to 0$. A much more precise expression for $\eta_y$ in terms of $Rb$ is given in the Appendix.

Having found the value of $\eta_y$ in terms of $Rb$, the variation with $Rb$ of the fluid flux is now given by

$$Q = \int_0^{\infty} u \, dy = 2\sqrt{t} \int_0^{\eta_y} (\text{erfc} \xi - Rb) \, d\xi = 2\sqrt{t} / (1 - e^{-\eta_y^2}) \equiv 2\sqrt{t} F(Rb).$$
The variation of $F(\text{Rb})$ with Rb is given in Figure 2, for reference, and we see how this scaled fluid flux decreases towards zero as $\text{Rb} \to 1$, as expected. The small-Rb behaviour of $F(\text{Rb})$ is also given in the Appendix.

These Figures confirm that free convective boundary layer flow is possible for the suddenly-heated problem in an infinite domain provided that $\text{Rb} < 1$ or, equivalently that the threshold body force satisfies the relation,

$$G < \rho g \beta (T_1 - T_0).$$  \hspace{1cm} (18)

We note that this criterion is independent of $L$, and we see that the maximum threshold body force is determined solely by the strength of the buoyancy forces.

### 4 The vertical channel

We begin with Eqs. (7) and (8). The cavity is assumed to be very tall but of finite height. Apart from turning regions at the top and the bottom of the cavity, the flow, when it arises, will be parallel and will be dependent only on $y$ and $t$. Thus there will be no mean flow up the cavity at any time. We may also allow the domain to have unit width; this simply means that we have used the dimensional width as the lengthscale, $L$, and therefore the Darcy-Rayleigh number appears as a parameter.

We consider the situation where $\theta = 1$ on $y = 0$ and $\theta = 0$ on $y = 1$, with the initial condition, $\theta = 0$. The solution of (12) is found quite easily using a Laplace transform in time; we find that,

$$\theta = \sum_{n=0}^{\infty} \left[ \text{erfc} \left( \eta + \frac{n}{\sqrt{t}} \right) - \text{erfc} \left( \frac{n+1}{\sqrt{t}} - \eta \right) \right].$$  \hspace{1cm} (19)

Some temperature profiles at selected times are shown in Figure 3 which shows the transition from an isolated complementary error function solution at early times towards the final simple linear profile.

As mentioned above, the fact that flow will take place within a finite cavity, albeit one which is tall, means that the upward flow which is induced by the heated surface must be balanced by an opposing downward flow near the colder vertical surface. This overall zero net upward fluid flux cannot be sustained by allowing $p_x$ to be zero for all time, as is the case for the infinite domain. Thus the value of $p_x$ must vary in time in order to maintain the zero-vertical-flux condition. But the circulation which is induced must also be characterised by having a central unyielded region. Working in terms of $\eta$, we may say that the two yield surfaces may be located at $\eta_1$ and $\eta_2$ where $\eta_1 < \eta_2$, and these values are given by,

$$\text{Ra} \theta(\eta_1, t) = p_x + \text{Rb},$$

$$\text{Ra} \theta(\eta_2, t) = p_x - \text{Rb};$$

see Eq. (7). The zero mean vertical fluid flux condition may be imposed by first defining $\eta_3 = 1/2\sqrt{t}$ (which is equivalent to $y = 1$), we therefore need $Q = 0$ where,

$$Q = \text{Ra}^{-1} \int_0^{\eta_3} u \, d\eta = \int_0^{\eta_1} \left[ \theta - \frac{p_x}{\text{Ra}} - \frac{\text{Rb}}{\text{Ra}} \right] \, d\eta + \int_{\eta_3}^{\eta_2} \left[ \theta - \frac{p_x}{\text{Ra}} + \frac{\text{Rb}}{\text{Ra}} \right] \, d\eta.$$  \hspace{1cm} (22)
The integrations may be performed analytically and therefore we obtain,

\[ Q = \frac{p_x}{Ra} (-\eta_1 + \eta_2 - \eta_3) + \frac{Ra}{Ra} (-\eta_1 - \eta_2 + \eta_3) \]

\[ + \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \left[ e^{-[\eta_0 + n/\sqrt{T}]^2} + e^{-[(n+1)/\sqrt{T} - \eta_0]^2} - e^{-[\eta_1 + n/\sqrt{T}]^2} + e^{-[(n+1)/\sqrt{T} - \eta_1]^2} \right] \]

\[ + \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \left[ e^{-[\eta_2 + n/\sqrt{T}]^2} + e^{-[(n+1)/\sqrt{T} - \eta_2]^2} - e^{-[\eta_3 + n/\sqrt{T}]^2} + e^{-[(n+1)/\sqrt{T} - \eta_3]^2} \right] \]

\[ - \sum_{n=0}^{\infty} \left[ (\eta_0 + n/\sqrt{T}) \text{erfc} \left( \eta_0 + n/\sqrt{T} \right) + \left( n+1 \right)/\sqrt{T} - \eta_0 \right] \text{erfc} \left( \left( n+1 \right)/\sqrt{T} - \eta_0 \right) \]  

\[ + \sum_{n=0}^{\infty} \left[ (\eta_1 + n/\sqrt{T}) \text{erfc} \left( \eta_1 + n/\sqrt{T} \right) + \left( n+1 \right)/\sqrt{T} - \eta_1 \right] \text{erfc} \left( \left( n+1 \right)/\sqrt{T} - \eta_1 \right) \]

\[ - \sum_{n=0}^{\infty} \left[ (\eta_2 + n/\sqrt{T}) \text{erfc} \left( \eta_2 + n/\sqrt{T} \right) + \left( n+1 \right)/\sqrt{T} - \eta_2 \right] \text{erfc} \left( \left( n+1 \right)/\sqrt{T} - \eta_2 \right) \]

\[ + \sum_{n=0}^{\infty} \left[ (\eta_3 + n/\sqrt{T}) \text{erfc} \left( \eta_3 + n/\sqrt{T} \right) + \left( n+1 \right)/\sqrt{T} - \eta_3 \right] \text{erfc} \left( \left( n+1 \right)/\sqrt{T} - \eta_3 \right) \] 

where we use the definition, \( \eta_0 = 0 \), to preserve the symmetry of this formula.

The aim then is, for given values of \( \text{Rb/Ra} \) and \( t \), to solve Eqs. (20) and (21) and \( Q = 0 \) simultaneously to obtain the values of \( p_x/Ra \), \( \eta_1 \) and \( \eta_2 \), where \( Q \) is given by Eq. (23). This was undertaken by a straightforward three-dimensional Newton-Raphson scheme where numerical differentiation was used to derive the Jacobian matrix. The results we present are essentially exact to machine accuracy (Fortran double precision).

The behaviour of the resulting flow in the channel may be understood with reference to Figures 4 to 7. Figure 4 shows how the positions of the yield surfaces vary in time for different values of \( \text{Rb/Ra} \). Whenever \( \text{Rb/Ra} \) is nonzero there are always two yield surfaces. At early times the thermal boundary layer is concentrated near the hot surface, and therefore the locations of the yield surfaces move away from that surface as time progresses. At late times, the temperature profile is linear, and therefore the yield surfaces are located at equal distances either side of \( y = \frac{1}{2} \) in all cases. In general, the width of the unyielded region is small when \( \text{Rb/Ra} \) is small, but it increases as \( \text{Rb/Ra} \) increases, finally filling the whole channel when \( \text{Rb/Ra} = \frac{1}{2} \). Thus the presence of a right hand cold boundary alters the condition for flow to arise from \( \text{Rb/Ra} < 1 \) in the case of an infinitely large domain to \( \text{Rb/Ra} < \frac{1}{2} \) in a finite domain; in dimensional terms this is equivalent to

\[ G < \frac{1}{2} \rho g \beta (T_1 - T_0). \]  

When \( t \) is large the temperature field has reached a steady state, and we note that an overall zero fluid flux up the layer must now correspond to \( p_x = \frac{1}{2} \)Ra. This value of \( p_x \) may be regarded as being equivalent to changing the reference temperature in the nondimensionalisation given in Eq. (6) from \( T_0 \), the cold boundary (or ambient) temperature, to \( (T_1 + T_0)/2 \), which is the mean temperature of the two walls.

The overall variation of \( p_x/Ra \) with time is shown in Figure 5. At early times \( p_x/Ra \) is very slightly above the value of \( \text{Rb} \); given the form of Eq. (7) (third case), this allows for a very small but negative velocity in
almost the whole cavity, and this balances a strong upward flow in the very thin thermal boundary layer near \( y = 0 \). Then, as time progresses, \( p_x \) adjusts towards the value, \( \frac{1}{2} \text{Ra} \).

Figure 6 illustrates how the maximum and minimum vertical velocities evolve. At early times there is a strong upward flow at \( y = 0 \) and a very weak downward flow at \( y = 1 \), as mentioned above. As time progresses the system transforms into one where eventually the magnitudes of the maximum and the minimum are equal. Due to the retardation of the microscopic yield stress, the overall magnitude of the velocities at all times decreases as \( \text{Rb} \) increases. Thus when \( \text{Rb} \) is just below \( \frac{1}{2} \text{Ra} \) the only fluid motion arises close to the two vertical boundaries with stationary fluid occupying most of the width of the channel.

Finally, Figure 7 shows how the induced velocity profiles depend on both \( \text{Rb}/\text{Ra} \) and \( t \). For each choice of \( \text{Rb}/\text{Ra} \) there is range of values of \( y \) for which \( u = 0 \), details of which are given in Figure 4, but they are seen explicitly here. Also seen clearly is the way in which the overall strength of the flow decreases with increasing \( \text{Rb} \), and how the stagnant region moves towards the centre of the channel as \( t \) increases. The value, \( t = 0.5 \) is almost indistinguishable from the ultimate steady state and here the velocity profile is piecewise-linear.

## 5 Conclusions

In this paper we have considered the effect of the presence of a yield threshold on convection induced by suddenly heating a vertical surface bounding a porous medium. The temperature profile evolves in time in a manner which is independent of the fluid and, given that there is no time-derivative in the momentum equation, the flow, if the Rees-Bingham number is sufficiently small, reacts instantaneously to the changing temperature field.

We have found that convection happens in an infinite domain when \( \text{Rb} < \frac{1}{2} \rho g \beta (T_1 - T_0) \) and in a finite channel when \( \text{Rb} < \frac{1}{2} \rho g \beta (T_1 - T_0) \) — the sole reason for this difference is due to the requirement of a zero upward fluid flux for the channel. For both domains, the region of unyielded flow varies with time, and in the channel it eventually tends towards the middle of the channel. For the channel we also see that the hydrostatic pressure gradient needs to evolve in time in order to maintain an overall zero upward flux of fluid.

Finally, we note that if we had taken the Buckingham-Reiner law (Eq. (2)) instead of the threshold law (Eq. (1)) as the governing momentum equation, then the yield surfaces presented here would be unaltered. However, there would be slight quantitative changes in how \( p_x \) varies in time and in the velocity profiles themselves. These small changes are routine to determine and are not presented here.
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Appendix

The primary aim of this Appendix is to provide an asymptotic analysis of the small values of \( \epsilon \) of the solution of

\[
erfc \eta = \epsilon
\]  

(i.e. Eq. (14)) where the value of \( \eta \) is the location of the yield surface.

It is straightforward to show that a large-\( \eta \) expansion for \( \text{erfc} \eta \) is

\[
erfc \eta = e^{-\frac{\eta^2}{2}} \left[ 1 - \frac{1}{2\eta^2} + \frac{3}{4\eta^4} + \cdots \right].
\]  

(26)

It proves very convenient to work with \( \delta \) as the small parameter instead of \( \epsilon \) where \( \delta \) is defined according to

\[
e^{-1/\delta^2} = \epsilon \sqrt{\pi}, \quad \text{i.e.} \quad \delta = \frac{1}{\sqrt{-\ln(\epsilon \sqrt{\pi})}}.
\]  

(27)

Therefore we are solving,

\[
e^{-\frac{\eta^2}{\delta^2}} \left[ 1 - \frac{1}{2\eta^2} + \frac{3}{4\eta^4} + \cdots \right] = e^{-1/\delta^2},
\]  

(28)

and it is clear that the leading order solution will be \( \eta \sim \delta^{-1} \).

Subsequent terms in the series for \( \eta \) in terms of \( \delta \) take the form of odd integral powers of \( \delta \) with coefficients that are polynomials in \( D = \ln \delta \). By straightforward substitution and the equating of like terms, it is possible to show that,

\[
\eta = \frac{1}{\delta} + \frac{D}{2\delta} - \frac{D^2 + 2D + 2}{8\delta^3} + \frac{D^3 + 4D^2 + 8D + 7}{16\delta^5} + O(D^4\delta^7).
\]  

(29)

Comparison of one, two and three terms of this series with the numerically-obtained values are shown in Figure 1 and below in Table 1.

<table>
<thead>
<tr>
<th>( \log_{10} \epsilon )</th>
<th>1 term</th>
<th>2 terms</th>
<th>3 terms</th>
<th>4 terms</th>
<th>exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>1.31537833</td>
<td>1.21117853</td>
<td>1.12731613</td>
<td>1.20805578</td>
<td>1.16308715</td>
</tr>
<tr>
<td>-2</td>
<td>2.00818456</td>
<td>1.83458720</td>
<td>1.81737358</td>
<td>1.82353158</td>
<td>1.82138637</td>
</tr>
<tr>
<td>-3</td>
<td>2.51702013</td>
<td>2.33365336</td>
<td>2.32576817</td>
<td>2.32715218</td>
<td>2.32675377</td>
</tr>
<tr>
<td>-4</td>
<td>2.93904328</td>
<td>2.75563596</td>
<td>2.75068224</td>
<td>2.75118708</td>
<td>2.75106391</td>
</tr>
<tr>
<td>-5</td>
<td>3.30656181</td>
<td>3.12622285</td>
<td>3.12323650</td>
<td>3.12346428</td>
<td>3.12341327</td>
</tr>
<tr>
<td>-6</td>
<td>3.63911330</td>
<td>3.46163325</td>
<td>3.45881877</td>
<td>3.45893482</td>
<td>3.45891074</td>
</tr>
<tr>
<td>-7</td>
<td>3.94280747</td>
<td>3.76883333</td>
<td>3.76651192</td>
<td>3.76657563</td>
<td>3.76656258</td>
</tr>
<tr>
<td>-8</td>
<td>4.22472671</td>
<td>4.05418851</td>
<td>4.05220845</td>
<td>4.05224495</td>
<td>4.05223724</td>
</tr>
<tr>
<td>-9</td>
<td>4.48897548</td>
<td>4.32171856</td>
<td>4.31998897</td>
<td>4.32001024</td>
<td>4.32000538</td>
</tr>
<tr>
<td>-10</td>
<td>4.73851095</td>
<td>4.57435358</td>
<td>4.57281590</td>
<td>4.57282820</td>
<td>4.57282497</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the asymptotic expansion for the location of the yield surface with the exact data given by solving (25) numerically.

It is clear that even two terms in the series provides extremely accurate approximations of the exact solutions even though the series progresses in terms of the square root of the logarithm of \(- \epsilon \) and logarithms of that, and would therefore be expected to converge exceptionally slowly as \( R_b \) decreases towards zero. But here we see that that there is an error in the two-term series of less than 1% when \( \epsilon = 10^{-2} \), and this reduces to 0.1% when \( \epsilon = 10^{-5} \). These percentage errors reduce to 0.1% and 0.002%, respectively, when taking four terms.
It remains now to substitute Eq. (29) into Eq. (17) to find the small-$\epsilon$ behaviour of $F(Rb)$, which is also shown in Fig. 2. Therefore we find that,

$$F(Rb) = 1 - e^{-\eta^2} = 1 - \frac{\epsilon \sqrt{\pi}}{\delta} \left[ 1 + \frac{D + 1}{2} \delta^2 - \frac{D^2 + 4D + 6}{8} \delta^4 + O(D^3 \delta^6) \right].$$

(30)

Consideration of the behaviour of the second term in this series shows that the slope of the curve is infinite at $Rb = 0$, but that it is a very weak singularity indeed.
Figure 1: The location, $\eta_y$, of the yield surface as a function of $\log_{10} Rb$ (continuous line). Also shown are one term (long dashes), two terms (short dashes) and three terms (dotted) of the asymptotic series given in (29).
Figure 2: The function $f(R_b)$ as given by Eq. (17).
Figure 3: Temperature profiles for the tall channel at $t = 0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2$ and $0.5$. 
Figure 4: Locations of the yield surfaces as functions of time for \( \frac{R_b}{Ra} = 0.01 \) (dotted lines), 0.1, 0.2, 0.3, 0.4, 0.45 and 0.48 (dashed lines). Each value of \( R_b \) has two yield surfaces, and the fluid is stationary between these two surfaces.
Figure 5: Variation with time of the value of $p_x/R_a$; for $R_b/R_a = 0.01$ (dotted line), 0.1, 0.2, 0.3, 0.4, 0.45 and 0.48 (dashed line).
Figure 6: Variation with time of the maximum and minimum fluid velocities for $R_b/R_a = 0.01$ (dotted lines), 0.1, 0.2, 0.3, 0.4, 0.45 and 0.48 (dashed lines). Curves which lie above the line, $u = 0$, represent the maxima while those below represent the minima.
Figure 7: Velocity profiles for $\text{Rb/Ra} = 0.01$ (dotted lines), 0.1, 0.2, 0.3, 0.4 and 0.45 (dashed lines). Individual frames correspond to the times indicated.