Citation for published version:

Publication date:
2013

Document Version
Publisher's PDF, also known as Version of record

Link to publication

© The Author

University of Bath

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.
The cyclizer series of infinite permutation groups

submitted by

Simon Turner

for the degree of PhD

of the

University of Bath

Mathematical Sciences

May 14, 2013

COPYRIGHT

Attention is drawn to the fact that copyright of this thesis rests with its author. This copy of the thesis has been supplied on the condition that anyone who consults it is understood to recognise that its copyright rests with its author and that no quotation from the thesis and no information derived from it may be published without the prior written consent of the author.

This thesis may be made available for consultation within the University Library and may be photocopied or lent to other libraries for the purposes of consultation.

Signature of Author .................................................................

Simon Turner
Summary

The cyclizer of an infinite permutation group $G$ is the group generated by the cycles involved in elements of $G$, along with $G$ itself. There is an ascending subgroup series beginning with $G$, where each term in the series is the cyclizer of the previous term. We call this series the **cyclizer series** for $G$. If this series terminates then we say the **cyclizer length** of $G$ is the length of the respective cyclizer series. We study several infinite permutation groups, and either determine their cyclizer series, or determine that the cyclizer series terminates and give the cyclizer length. In each of the infinite permutation groups studied, the cyclizer length is at most 3. We also study the structure of a group that arises as the cyclizer of the infinite cyclic group acting regularly on itself. Our study discovers an interesting infinite simple group, and a family of associated infinite characteristically simple groups.
Acknowledgements

I would like to thank my parents, for all their support and encouragement over the last five years: without it I would not have been able to finish this thesis. I would like thank my supervisor Geoff Smith for his guidance and unending patience during my studies, and for his doing his utmost to keep me motivated when all motivation had deserted me. I would like to thank the other participants in the Algebra group at University of Bath; Claire Thacker, Peter Crosby, Carolyn Ashurst and Gunnar Traustason, for the stimulating seminars and discussions and for lending an ear when I had questions. I would like to thank all the administrative staff at University of Bath, for being so accommodating and helpful with all of my queries and problems. I would like to thank all the other postgraduates at University of Bath that I got to know, shared an office with, played sport with, or even just had a conversation with over the years: you made the postgraduate experience a good one for me. I would like to thank Peter Cameron and Ceridwyn Fiddes for their prior research in the topic area of this thesis and for getting the ball rolling on an interesting area of mathematics. I would like to thank the Counselling team at University of Bath, for being there to help when I needed it most. Last, but not least, I would like to thank my friends, and anyone who gave me encouragement during my postgraduate studies, no matter how much or how little: it was all extremely appreciated.
Contents

1 Background material and Introduction 1
   1.1 Elementary permutation group theory 1
   1.2 Elementary graph theory 3
   1.3 The cyclizer function on finite permutation groups 4
   1.4 The cyclizer function on infinite permutation groups 6

2 Modular permutations of the integers 11
   2.1 Finite flow permutations of the integers 11
   2.2 Elementary properties of moduar permutations 18
   2.3 Simplicity of $G_{\text{mod}}(0)$ 25

3 The cyclizer series of a group acting on an $n$-branched star 39
   3.1 Building an $n$-branched star 39
   3.2 A permutation group of the vertex set of an $n$-branched star 42
   3.3 The generators of $\text{Cyc}(G_n)$, for $n \geq 3$ 49
   3.4 The cyclizer of $G_n$, for $n \geq 3$ 54

4 Additional theory about groups acting on $n$-branched stars 64
   4.1 Flow on $n$-branched stars 64
   4.2 Modular permutations on $n$-branched stars 68
   4.3 Decisive permutations 71

5 Results about the cyclizer series of some interesting infinite permutation groups 77
   5.1 The cyclizer series of the cross group 77
   5.2 The infinite ladder graph, and the cyclizer series of a group acting on it 80
# List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>Geometric interpretation of the modular permutation $f$</td>
<td>8</td>
</tr>
<tr>
<td>2-1</td>
<td>Geometric interpretation of the map $\sigma$</td>
<td>12</td>
</tr>
<tr>
<td>2-2</td>
<td>Geometric interpretation of $g$ and its modular extension.</td>
<td>26</td>
</tr>
<tr>
<td>3-1</td>
<td>A 2-regular infinite graph, with vertex set $\mathbb{Z}$ in the natural way.</td>
<td>39</td>
</tr>
<tr>
<td>3-2</td>
<td>Initial fragment of a ray, with initial vertex shaded</td>
<td>40</td>
</tr>
<tr>
<td>3-3</td>
<td>Central fragment of a 4-branched star, with origin shaded</td>
<td>40</td>
</tr>
<tr>
<td>3-4</td>
<td>Fragment of a 4-branched star with one possible labelling</td>
<td>41</td>
</tr>
<tr>
<td>5-1</td>
<td>Geometric interpretation of the generators of the cross group $G_+$</td>
<td>78</td>
</tr>
<tr>
<td>5-2</td>
<td>Illustration of the edge set of the graph $L$</td>
<td>80</td>
</tr>
<tr>
<td>5-3</td>
<td>Fragment of the graph $L$ with interpretations of the generators of $G_L$</td>
<td>81</td>
</tr>
<tr>
<td>5-4</td>
<td>A useful labelling of the graph $L$</td>
<td>81</td>
</tr>
</tbody>
</table>
Chapter 1

Background material and Introduction

1.1 Elementary permutation group theory

Note: in this thesis we use the more widespread convention of writing functions on the left, rather than on the right as many group theorists prefer; thus for a set $\Omega$ and two functions $f, g : \Omega \to \Omega$ and $\omega \in \Omega$, $fg(\omega)$ means first apply $g$, then apply $f$.

Let $\Omega$ be a non-empty set. A permutation of $\Omega$ is a bijection of $\Omega$ onto itself. The set of all permutations of $\Omega$ form a group under composition of functions, called the symmetric group on $\Omega$. We denote this group by $\text{Sym}(\Omega)$. In the case where $\Omega = \{1, 2, \cdots , n\}$ for some natural number $n$ we sometimes write $S_n$ instead, and in the case where $\Omega = \mathbb{Z}$ we sometimes write $S_\infty$ instead. We call a subgroup of $\text{Sym}(\Omega)$ a permutation group on $\Omega$. If $G$ is a permutation group on $\Omega$, then we say that $n$ is the degree of $G$ if $|\Omega| = n$.

Let $G$ be a group and $\Omega$ be a non-empty set, and suppose there is a function $\mu : G \times \Omega \to \Omega$, $(g, \omega) = g^\omega$. We say that $\mu$ defines an action of $G$ on $\Omega$ (or just that $G$ acts on $\Omega$) if:

- $^id\omega = \omega$ for all $\omega \in \Omega$
- $^h(g^\omega) = ^g(h^\omega)$ for all $g, h \in G$, $\omega \in \Omega$. 
If $G$ acts on $\Omega$, then we have a homomorphism $\varphi : G \rightarrow \text{Sym}(\Omega)$, $\varphi(g) = \pi_g$, where $\pi_g : \Omega \rightarrow \Omega$, $\omega \mapsto g\omega$. Therefore the image of $G$ under $\varphi$ is a permutation group, which we call the permutation group induced on $\Omega$ by $G$, and which we denote by $G^\Omega$.

Suppose that $G$ acts on $\Omega$. Define a relation $\sim$ on $\Omega$ as follows: $\alpha \sim \beta$ if and only if $\beta = g\alpha$ for some $g \in G$. The relation $\sim$ is an equivalence relation on $\Omega$, and we call the equivalence classes the orbits of $G$. We say that $G$ is transitive if there is only one orbit: in other words, $G$ is transitive if for all $\alpha, \beta \in \Omega$, $\beta = g\alpha$ for some $g \in G$.

Let $G$ be an intransitive permutation group on $\Omega$ (that is, $G$ is not transitive). Suppose that $G$ has orbits $\Omega_i$, for $i \in I$ where $I$ is some index set for the set of orbits. Then $G$ acts on each $\Omega_i$, and thus induces a transitive permutation group $G^{\Omega_i}$ on $\Omega_i$ for each $i \in I$. We call these groups the transitive constituents of $G$.

Let $X, Y$ be non-empty sets, let $f$ be a function from $X$ to $Y$, and let $A$ be a non-empty subset of $X$, $B$ be a non-empty subset of $Y$. The image of $A$ is the set $\{f(a) | a \in A\}$, and we denote this by $f(A)$. In the context of our exposition, we can safely assume that no subset of $A$ is an element of $A$, and so the definition of $f(A)$ is unambiguous. The preimage of $B$ is the set $\{x \in X | f(x) \in B\}$, and we denote this by $f^{-1}(B)$. We denote the cardinality of the set $X$ by $|X|$. If $f$ is a bijection then $|f(A)| = |A|$ and $|f^{-1}(B)| = |B|$. If $Z$ is another non-empty set and $g$ is a function from $Y$ to $Z$ the composition of $g$ and $f$ is the function $g \circ f : X \rightarrow Z$, $(g \circ f)(x) = g(f(x))$ for all $x \in X$.

The infinite version of the Dirichlet principle states that if a countably infinite number of elements are to be put into a finite number of sets, then one set contains a countably infinite number of elements.

Let $G$ be a group, and let $H$ be a subgroup of $G$. The normalizer of $H$ in $G$, denoted by $N_G(H)$ is

$$N_G(H) = \{g \in G : gHg^{-1} = H\}$$
It is straightforward to show that $H \trianglelefteq N_G(H)$, and that in fact $N_G(H)$ is the largest subgroup of $G$ in which $H$ is normal.

An automorphism of a group $G$ is a group isomorphism $\varphi : G \to G$. A subgroup $H$ of $G$ is called characteristic in $G$ if $\varphi(H) = H$ for every automorphism $\varphi$ of $G$. A group $G$ is called characteristically simple if it has no proper, nontrivial characteristic subgroups.

**Proposition 1.1.** A direct product of isomorphic simple groups is characteristically simple.

*Proof.* See Robinson, pg 85. [1] \qed

General references on group theory are Robinson [1], and Rotman [2]. General references on permutation groups are Dixon and Mortimer [3], and Cameron [4]; more information specifically focusing on infinite permutation groups can be found in Bhattacharjee, et al [5].

### 1.2 Elementary graph theory

A graph is a pair $(V, E)$ where $V$ is a non-empty set and $E$ is set consisting of 2-element subsets of $V$. An element of $V$ is called a vertex, and an element of $E$ is called an edge. We do not allow more than one edge between any pair of distinct vertices, and we do not allow edge loops, with both ends of the edge being the same vertex. Two vertices $u$ and $v$ are said to be adjacent if $\{u, v\}$ is an edge.

A path from $u$ to $v$ is a sequence of vertices $u = v_0, v_1, \ldots, v_n = v$ such that $\{v_i, v_{i+1}\}$ is an edge for each $i \in \{0, 1, \ldots, n - 1\}$. We say the length of a path $v_0, v_1, \ldots, v_n$ is the natural number $n$. The distance from $u$ to $v$ is the length of the shortest path from $u$ to $v$. We say that a graph is connected if for all $u, v \in V$ there exists a path from $u$ to $v$.

Let $\Gamma = (V, E)$ be a graph, and let $f$ be a permutation of $V$. We say that $f$ is bounded if the set of distances from $v$ to $f(v)$, where $v$ ranges over the whole of $V$, is bounded. We say that $M$ is a bound for $f$ if $M$ is a bound for the set of distances from $v$ to $f(v)$. Note that $f$ is not required to be a graph automorphism.
but merely a permutation of the vertices.

A general reference on graph theory is Behzad, Chartrand and Lesniak-Foster [6].

1.3 The cyclizer function on finite permutation groups

Let $c : \Omega \rightarrow \Omega$ be a cycle in a permutation group acting on $\Omega$. The support of $c$, denoted $\text{supp}(c)$, is the set $\{x \in \Omega \mid c(x) \neq x\}$. Let $G$ be a permutation group. We say that a cycle $c$ is involved in $g \in G$ if $c^{-1}g$ fixes all points of the support of $c$.

Example 1.1. The cycle $(2, 3, 4)$ is involved in the permutation

$$(1, 5)(2, 3, 4)(6, 7) \in S_7$$

and the cycle $(-35, -34)$ is involved in the permutation

$$\cdots (-3, -2)(-1, 0)(1, 2)(3, 4) \cdots \in S_\infty$$

The notion of a cycle $c$ being involved in a permutation $g$ is a generalisation of the notion that a cycle $c$ is involved in the cycle decomposition of a finite permutation $g$. In fact these two notions are equivalent when $G$ is a finite permutation group. Let $G$ be a finite permutation group. The cyclizer of $G$, denoted $\text{Cyc}(G)$, is the group generated by all the cycles involved in elements of $G$. We say that a group is cycle-closed if $\text{Cyc}(G) = G$.

Example 1.2. Let

$$G = D_4 = \{\text{id}, (1, 2, 3, 4), (1, 3)(2, 4), (1, 4, 3, 2),$$

$$(1, 3), (2, 4), (1, 2)(3, 4), (1, 4)(2, 3)$$

The set of cycles involved in elements of $D_4$ is the set

$$C = \{(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4), (1, 2, 3, 4), (1, 4, 3, 2)\}$$
and so \( \text{Cyc}(G) = \langle C \rangle = S_4 \), since \( C \) contains all the 2-cycles of \( S_4 \).

For a finite permutation group \( G \) of degree \( n \) we can define a series of groups

\[
G = G_0 \leq G_1 \leq G_2 \leq \cdots
\]

where \( G_{i+1} = \text{Cyc}(G_i) \) for every natural number \( i \). We call this series the **cyclizer series** for \( G \). This series must terminate in a finite number of steps, because each of the groups in the series is contained in the finite group \( S_n \). Therefore there is \( k \in \mathbb{N} \) such that \( G_{k-1} \neq G_k = G_{k+1} \); we call this \( k \) the **length** of the cyclizer series for \( G \).

It will often be necessary to refer to specific groups in the cyclizer series of a group \( G \), so for every natural number \( k \) we define the groups \( \text{Cyc}^k(G) \) inductively, where \( \text{Cyc}^1(G) = \text{Cyc}(G) \) and \( \text{Cyc}^{k+1}(G) = \text{Cyc}(\text{Cyc}^k(G)) \). The cyclizer series for finite permutation groups was first considered by Cameron in [7]. Here, Cameron proves the following theorem:

**Theorem 1.1** (Cameron). Let \( G \) be a permutation group on a finite set \( X \). Then

- \( G \) is cycle-closed if and only if it is a direct product of symmetric groups and cyclic group of prime order,
- \( \text{Cyc}^3(G) \) is cycle closed,
- There exists finite permutation groups \( G \) such that \( \text{Cyc}^2(G) \) is not cycle closed; such a group, if transitive, is a \( p \)-group for some odd prime \( p \).

This result was expanded upon by Fiddes in [8]. Her work determined all finite groups with the maximal cyclizer series length of 3, and furthermore, established a near-complete classification of finite groups by cyclizer series length.

**Theorem 1.2** (Fiddes). Let \( G \) be a transitive permutation group of a finite set \( X \).

- If \( G \) has cyclizer length 1, then \( G \) has even order.
- If \( G \) has cyclizer length 2, then \( G \) has odd order, or \( G \) is a 2-group that does not have cyclizer length 1.
• $G$ has cyclizer length 3 if and only if $G$ is a particular subgroup of the iterated wreath product $C_p \wr C_p \wr \cdots \wr C_p$, for some odd prime $p$.

**Theorem 1.3** (Fiddes). Let $G$ be an intransitive permutation group of a finite set $X$, and let $G_1, G_2, \cdots G_k$ be the transitive constituents of $G$. Then

$$\text{Cyc}(G) = \text{Cyc}(G_1) \times \text{Cyc}(G_2) \times \cdots \times \text{Cyc}(G_k)$$

and hence $G$ is cycle-closed if and only if all its transitive constituents are. Furthermore, the cyclizer length of $G$ is the maximum of the cyclizer lengths of its transitive constituents.

The specifics of Theorem 1.2, particularly the groups with cyclizer length 3, are rather technical and so we refer the reader to Fiddes and Smith [9] for a detailed and focused treatment of this result. For an application of Cameron’s result in Theorem 1.1, the author refers the reader to a paper by Lenart and Ray on Hopf Algebras [?].

### 1.4 The cyclizer function on infinite permutation groups

Let $\Omega$ be an infinite set. We say that a permutation of $\Omega$ is **finitary** if its support is a finite set. The set of all finitary permutations of $\Omega$ form a group, denoted $FS(\Omega)$. The subgroup of $FS(\Omega)$ consisting of all the even finitary permutation of $\Omega$ is called the **finitary alternating group** on $\Omega$, and is denoted $\text{Alt}(\Omega)$.

Observe that if $G$ is an infinite permutation group, then $G$ is not necessarily contained in the group generated by all the cycles involved in elements of $G$.

**Example 1.3.** Let $\pi = \cdots (-3, -2)(-1, 0)(1, 2)(3, 4) \cdots \in S_\infty$, and let $G = \langle \pi \rangle$. The group generated by the cycles involved in elements of $G$ is a subgroup of $FS(\mathbb{Z})$, which does not contain the permutation $\pi$ since it has infinite support.

Defining the cyclizer of an infinite permutation group is a slightly different process than in the finite permutation group case. Cameron [7] suggests several
different ways this can be done, but in this thesis we concern ourselves with the following generalisation of his:

**Definition 1.1.** Let $G$ be a permutation group. The cyclizer of $G$, denoted $Cyc(G)$, is the group generated by $G$ and all the cycles involved in elements of $G$.

Notice that if $G$ is finite then this definition agrees with our earlier notion of the cyclizer of $G$, but avoids the problem highlighted in Example 1.3 when $G$ is infinite. As in the finite case, define the **cyclizer series** of an infinite permutation group $G$ to be the series

$$ G = G_0 \leq G_1 \leq G_2 \leq \cdots $$

where $G_{i+1} = Cyc(G_i)$ for every natural number $i$. Unlike in the finite case, there is no a priori reason why this series must terminate; if it does terminate, i.e. if there exists $k \in \mathbb{N}$ such that $G_{k-1} \neq G_k = G_{k+1}$, then we call this $k$ the **length** of the cyclizer series for $G$. It is not known if there is a maximal length for the cyclizer series of an infinite permutation group. In [7] Cameron conjectures that 3 is the maximal series length. The groups studied in Chapters 3 and 5 all have cyclizer length $\leq 3$, but we are so far unable to provide a proof of Cameron’s conjecture.

As in the finite case, for every natural number $k$ we define the groups $Cyc^k(G)$ inductively, where $Cyc^1(G) = Cyc(G)$ and $Cyc^{k+1}(G) = Cyc(Cyc^k(G))$. The known results about the cyclizer series of infinite permutation groups are presented below:

**Proposition 1.2** (Cameron). Let $G$ be a transitive permutation group in which all the cycles of all elements of $G$ are finite. Then $Cyc(G) \leq FS(\Omega)G$. Hence $Cyc^3(G) = FS(\Omega)G$ is cycle-closed.

The proof of Proposition 1.2 can be found in Cameron [7]. Before stating the next result, we need a definition from Fiddes’s thesis:

**Definition 1.2.** A permutation $\pi$ of the integers is said to be **modular** (or **modularly defined**) if there is a natural number $n$ such that for each integer $z$, $\pi(z) = z + \mu_z$, where $\mu_z$ depends only on the congruence class of $z$ modulo $n$. 7
Any such \( n \) is called a modulus for \( \pi \), and the smallest such is called the principal modulus of \( \pi \).

**Example 1.4.** The permutation \( f : \mathbb{Z} \to \mathbb{Z} \),

\[
    f(x) = \begin{cases} 
        x + 2 & x \equiv 0 \mod 3 \\
        x - 1 & x \equiv 1, 2 \mod 3 
    \end{cases}
\]

is modular, with modulus 3 and \( \mu_0 = 2, \mu_1 = \mu_2 = -1 \).

![Figure 1-1: Geometric interpretation of the modular permutation \( f \)](image)

The geometric interpretation of \( f \) seen in Figure 1-1 is a handy way to understand its overall structure, and so we will be interpreting permutations of \( \Omega \) as permutations of a graph \( \Gamma \) whose vertex set is \( \Omega \) many times throughout this work. Now we state the known results about the cyclizer series of some specific infinite permutation groups.

**Theorem 1.4** (Cameron). *Let \( G \) be the permutation group induced by the infinite cyclic group \( \mathbb{Z} \) acting on itself in the natural way.*

- \( \text{Cyc}(G) \) is the group of modular permutations of \( \mathbb{Z} \),
- \( \text{Cyc}^2(G) \) is the semidirect product \( FS(\mathbb{Z}) \rtimes \text{Cyc}(G) \),
- \( \text{Cyc}^3(G) \) is the set of all permutation \( g \) of \( \mathbb{Z} \) for which there exist \( r > 0 \) and \( h_+, h_- \in \text{Cyc}(G) \) such that \( g(x) = h_+(x) \) for \( x > r \) and \( g(x) = h_-(x) \) for \( x < -r \)
- \( \text{Cyc}^4(G) = \text{Cyc}^3(G) \), in other words, \( \text{Cyc}^3(G) \) is cycle-closed.

Again, the proof of Theorem 1.4 can be found in Cameron [7]; a slightly different proof may be found in Fiddes’ thesis [8].
Theorem 1.5 (Fiddes). Let $D$ be the permutation group induced by the infinite dihedral group acting on $\mathbb{Z}$ in the natural way, and let $G$ be the permutation group induced by $\mathbb{Z}$ acting on itself in the natural way.

- $\text{Cyc}(D) = \text{Cyc}^2(G) \cup \text{Cyc}^2(G)\tau$, where $\tau : \mathbb{Z} \to \mathbb{Z}$, $\tau(z) = -z$ for all $z \in \mathbb{Z}$
- $\text{Cyc}^2(D)$ is cycle-closed.

The proof of Theorem 1.5 can be found in [8].

This thesis is concerned with investigating some interesting infinite permutation groups, and determining information about their respective cyclizer series. In Chapter 2 we investigate the group of modular permutations of the integers, that appears in the cyclizer series of the infinite cyclizer group. We recall what it means for a permutation of the integers to have finite flow (a concept that first appeared in Fiddes’ thesis [8]) and observe that all of the modular permutations have this property. We then look at the subgroup of modular permutations which have zero flow, and conclude with Theorem 2.3, the main result of the chapter, which shows that this group is simple.

In Chapter 3 we investigate the cyclizer series of a family of infinite permutation groups $G_n$ for each natural number $n \geq 3$, that in some sense generalise the infinite cyclic group. For each natural number $n \geq 3$ the group $G_n$ arises as a permutation group on a type of graph called an $n$-branched star, which we define in section 3.1. We discover that, modulo the finitary permutations of the underlying graph, the group $G_n$ is isomorphic to $n - 1$ copies of the infinite cyclic group (Lemma 3.2). The cyclizer series of $G_n$ is expectedly related to the cyclizer series of the infinite cyclic group that Cameron and Fiddes have already determined, as we show when we determine $\text{Cyc}(G_n)$ in Lemmas 3.4 and 3.5. This leads into our final important result of the chapter in Theorem 3.3, that the cyclizer length of each $G_n$ is just 1.

Chapter 4 deals with the generalising the concept of finite flow to permutations of the vertices of an $n$-branched star. We investigate the zero flow subgroup of $\text{Cyc}(G_n)$, the main result being Theorem 4.2 which tells us that, modulo the
Chapter 5 investigates the cyclizer series of two infinite permutation groups. The first of these, the cross group $G_+$, is a permutation group of a 4-branched star that is a subgroup of the group $G_4$ studied in Chapter 3. Our main result for the cross group is Theorem 5.1, which states that $G_+$ has cyclizer length at most 2. The second group we investigate is the ladder group $G_L$, so called because it is a permutation group of the vertices of a graph which resembles an infinitely long ladder. With Theorem 5.2 we prove that $G_L$ has a cyclizer length of 2.

Chapter 6 contains some open questions and conjectures that arise from the thesis, and how the work in Chapter 5 can be used to help fully understand the cyclizer series of $\mathbb{Z}_n$ acting regularly.
Chapter 2

Modular permutations of the integers

In this chapter we investigate the group of modular permutations of \( \mathbb{Z} \). Our ultimate aim is to prove that a particular subgroup of the modular permutations is a simple group. We begin with a discussion of a group that contains the modular permutations of \( \mathbb{Z} \): the finite flow permutations of \( \mathbb{Z} \).

2.1 Finite flow permutations of the integers

In [8], Fiddes introduces a class of permutations of the integers; the finite flow permutations. We define these below.

Definition 2.1. Let \( g \in \text{Sym}(\mathbb{Z}) \) and let \( x \in \mathbb{Z} + \frac{1}{2} \). Define

\[
\phi_x^+(g) = |\{z \in \mathbb{Z} : z < x, f(z) > x\}| \\
\phi_x^-(g) = |\{z \in \mathbb{Z} : z > x, f(z) < x\}|
\]

We say \( g \) has finite flow (or that \( g \) is a finite flow permutation) if \( \phi_x^+(g) \) and \( \phi_x^-(g) \) are finite for all \( x \in \mathbb{Z} + \frac{1}{2} \). If \( g \) has finite flow, we define \( \phi_x(g) := \phi_x^+(g) - \phi_x^-(g) \). We call \( \phi_x(g) \) the net flow of a finite flow permutation \( g \).

Example 2.1. The identity permutation \( \text{id}_\mathbb{Z} \) has finite flow: The quantities \( \phi_x^+(\text{id}_\mathbb{Z}) \) and \( \phi_x^-(\text{id}_\mathbb{Z}) \) are both equal to 0, for all \( x \in \mathbb{Z} + \frac{1}{2} \), and so the net flow, \( \phi_x(\text{id}_\mathbb{Z}) \), is also equal to 0 for all \( x \in \mathbb{Z} \).
The permutation $\sigma : \mathbb{Z} \to \mathbb{Z}$, $\sigma(z) = z + 1$ for all $z \in \mathbb{Z}$, has finite flow and its net flow is 1, since $\phi_+^x(\sigma) = 1$ and $\phi_-^x(\sigma) = 0$ for all $x \in \mathbb{Z}$.

The permutation $\tau : \mathbb{Z} \to \mathbb{Z}$, $\tau(z) = -z$ for all $z \in \mathbb{Z}$, is not a finite flow permutation, as the sets $\{z \in \mathbb{Z} : z < \frac{1}{2}, \tau(z) > \frac{1}{2}\}$ and $\{z \in \mathbb{Z} : z < \frac{1}{2}, \tau(z) > \frac{1}{2}\}$ are both infinite.

There is a very natural geometric understanding of a finite flow permutation. For example, consider a geometric interpretation of the permutation $\sigma$ from Example 2.1: In this interpretation, the quantity $\phi_+^x(\sigma)$ essentially counts the number of right-facing arrows that cross the vertical dotted line. Similarly, $\phi_-^x(\sigma)$ counts the number of left-facing arrows that cross the vertical line. Since both these numbers are finite for $\sigma$, the net flow of $\sigma$ exists, and in this interpretation it essentially counts the net difference between the right-facing and left-facing arrows that cross the vertical line.

It turns out that the set of all finite flow permutations of the integers form a subgroup of $\text{Sym}(\mathbb{Z})$. This was originally thought to be shown in Fiddes’ thesis [8], but unfortunately one of the theorems used to do so is flawed. The theorem in question is Theorem 7.4, which appears on page 77 of Fiddes’ thesis and states that if $f, g \in \text{Sym}(\mathbb{Z})$ have finite flow, then $\phi_+^x(g \circ f) = \phi_+^x(f) + \phi_+^x(g)$ for all $x \in \mathbb{Z} + \frac{1}{2}$. We see that this is false with the following example:
Example 2.2. Let
\[ f = (\cdots, -2, -1, 0, 1, 2, \cdots) \]
and
\[ g = (\cdots, 4, 2, 0, -2, -4, \cdots) \circ (\cdots, 5, 3, 1, -1, -3 \cdots) \]
Then \( f \) and \( g \) have finite flow, because \( \phi^+_x(f) = 1, \phi^-_x(f) = 0 \) for all \( x \in \mathbb{Z} + \frac{1}{2} \), and \( \phi^+_x(g) = 0, \phi^-_x(g) = 2 \) for all \( x \in \mathbb{Z} + \frac{1}{2} \). Now, since
\[ g \circ f = (\cdots, 2, 1, 0, -1, -2, \cdots) \]
it follows that \( \phi^+_x(g \circ f) = 0 \) for all \( x \in \mathbb{Z} + \frac{1}{2} \). But \( \phi^+_x(f) + \phi^+_x(g) = 1 \), and so we have a counter-example.

Although the statement \( \phi^+_x(g \circ f) = \phi^+_x(f) + \phi^+_x(g) \) for all \( x \in \mathbb{Z} + \frac{1}{2} \) is false, it is true that composing finite flow permutations sums their net flow. This similar result allows us to correctly prove that the finite flow permutations form a subgroup of \( \text{Sym}(\mathbb{Z}) \); for the sake of logical consistency, we prove this in full. We begin by proving the statement about net flow.

**Lemma 2.1.** Let \( f, g \) be finite flow permutations of the integers. Then \( g \circ f \) has finite flow, and in particular for all \( x \in \mathbb{Z} + \frac{1}{2} \)
\[ \phi_x(g \circ f) = \phi_x(f) + \phi_x(g) \]

**Proof.** Let \( x \in \mathbb{Z} + \frac{1}{2} \) and define the following subsets of the integers:
\[ A = \{ z < x : g(z) > x \}, B = \{ z < x : g(z) < x \} \]
\[ C = \{ z > x : g(z) < x \}, D = \{ z > x : g(z) > x \} \]
Consider
\[ \phi_x(g \circ f) = |\{ z < x : (g \circ f)(z) > x \}| - |\{ z > x : (g \circ f)(z) < x \}| \]
We can write
\[ \{ z < x : (g \circ f)(z) > x \} = (f^{-1}(A) \cap (-\infty, x)) \cup (f^{-1}(D) \cap (-\infty, x)) \]
where \((-\infty, x)\) is the interval \(\{z \in \mathbb{Z} : z < x\}\) and the union is disjoint. The set \(f^{-1}(A) \cap (-\infty, x)\) is finite because \(A\) is finite due to \(g\) having finite flow, and \(|A| = |f^{-1}(A)|\) because \(f\) is a bijection. The set \(f^{-1}(D) \cap (-\infty, x)\) is also finite because it is a subset of \(\{z < x : f(z) > x\}\), which is finite because \(f\) has finite flow. Consequently, \(\{z < x : (g \circ f)(z) > x\}\) is finite. Also, we can write

\[
\{z > x : (g \circ f)(z) < x\} = (f^{-1}(B) \cap (x, \infty)) \cup (f^{-1}(C) \cap (x, \infty))
\]

where \((x, \infty)\) is the interval \(\{z \in \mathbb{Z} : z > x\}\) and the union is again disjoint. The set \(f^{-1}(B) \cap (x, \infty)\) is finite because it is a subset of \(\{z > x : f(z) < x\}\), which is finite because \(f\) has finite flow. The set \(f^{-1}(C) \cap (x, \infty)\) is also finite, because \(C\) is finite due to \(g\) having finite flow and \(|C| = |f^{-1}(C)|\) because \(f\) is a bijection. Hence \(\{z > x : (g \circ f)(z) < x\}\) is finite, therefore \(g \circ f\) has finite flow and

\[
\phi_{x}(g \circ f) = |f^{-1}(A) \cap (-\infty, x)| + |f^{-1}(D) \cap (-\infty, x)|
\]

\[
- |f^{-1}(B) \cap (x, \infty)| - |f^{-1}(C) \cap (x, \infty)|
\]

To conclude we show that \(\phi_{x}(g \circ f) = \phi_{x}(f) + \phi_{x}(g)\).

It follows from the earlier definitions that \(\phi_{x}(g) = |A| - |C|\). Consider

\[
\phi_{x}(f) = |\{z < x : f(z) > x\}| - |\{z > x : f(z) < x\}|
\]

It follows that

\[
\{z < x : f(z) > x\} = (f^{-1}(C) \cap (-\infty, x)) \cup (f^{-1}(D) \cap (-\infty, x))
\]

where the union is disjoint. Furthermore,

\[
\{z > x : f(z) < x\} = (f^{-1}(A) \cap (x, \infty)) \cup (f^{-1}(B) \cap (x, \infty))
\]

where again the union is disjoint. Thus

\[
\phi_{x}(f) + \phi_{x}(g) = |f^{-1}(C) \cap (-\infty, x)| + |f^{-1}(D) \cap (-\infty, x)|
\]

\[
- |f^{-1}(A) \cap (x, \infty)| - |f^{-1}(B) \cap (x, \infty)| + |A| - |C|
\]
Since $f$ is a bijection, it follows that

$$|A| = |f^{-1}(A)| = |f^{-1}(A) \cap (-\infty, x)| + |f^{-1}(A) \cap (x, \infty)|$$

$$|C| = |f^{-1}(C)| = |f^{-1}(C) \cap (-\infty, x)| + |f^{-1}(C) \cap (x, \infty)|$$

and so

$$\phi_x(f) + \phi_x(g) = |f^{-1}(A) \cap (-\infty, x)| + |f^{-1}(D) \cap (-\infty, x)|$$

$$- |f^{-1}(B) \cap (x, \infty)| - |f^{-1}(C) \cap (x, \infty)|$$

which is equal to $\phi_x(g \circ f)$. 

Let $G_{\text{fin}}$ denote the set of permutations of $\mathbb{Z}$ that have finite flow.

**Theorem 2.1.** $G_{\text{fin}} \leq \text{Sym}(\mathbb{Z})$

**Proof.** Example 2.1 shows that $id_{\mathbb{Z}}$ has finite flow. If $f, g$ have finite flow then Lemma 2.1 tells us that $g \circ f$ has finite flow, and so $G$ is closed under composition. Finally, it is easy to check that $\phi_x^+(g^{-1}) = \phi_x^-(g)$ and $\phi_x^-(g^{-1}) = \phi_x^+(g)$, hence $\phi_x(g^{-1}) = -\phi_x(g)$ for all $x \in \mathbb{Z} + \frac{1}{2}$ and thus $g^{-1}$ has finite flow.

There are some other elementary observations we can make regarding finite flow permutations, that are both useful and illuminating. We begin with the observation originally made by Fiddes, that the net flow of a finite flow permutation at $x \in \mathbb{Z} + \frac{1}{2}$ is independent of the choice of $x$.

**Lemma 2.2.** Let $g \in G_{\text{fin}}$ and assume that $\phi_x(g) = r$ for some $x \in \mathbb{Z} + \frac{1}{2}$. Then $\phi_y(g) = r$ for all $y \in \mathbb{Z} + \frac{1}{2}$.

**Proof.** Fiddes thesis, Theorem 7.3 [8]

It follows from Lemma 2.2 that we can define the net flow of a finite flow permutation $g$ to be the net flow of $g$ at any $x \in \mathbb{Z} + \frac{1}{2}$. Furthermore we can define a function $\phi$, that takes a finite flow permutation and gives us its net flow. In other words, we have $\phi : G_{\text{fin}} \rightarrow \mathbb{Z}, \phi(g) = \phi_x(g)$ for some $x \in \mathbb{Z} + \frac{1}{2}$. Theorem 2.1 and Lemma 2.1 together imply that $\phi$ is a group homomorphism, and we can also see that $\phi$ is surjective: for each $z \in \mathbb{Z}$, the permutation $g : \mathbb{Z} \rightarrow \mathbb{Z}, g(a) = a + z$ has $\phi(g) = z$. We will return to this function in section 2.2.
Another interesting observation is that, when determining if a given permutation has finite flow, it is sufficient to check that $\phi^+_x(f)$, $\phi^-_y(f)$ are finite for any $x, y \in \mathbb{Z} + \frac{1}{2}$.

**Lemma 2.3.** Let $f \in \text{Sym}(\mathbb{Z})$ and assume that $\phi^+_x(f)$ and $\phi^-_y(f)$ are both finite. Then $f$ has finite flow.

**Proof.** Let $a \in \mathbb{Z} + \frac{1}{2}$ and assume that $\phi^+_a(f) = \infty$ (therefore $a \neq x$). There are two cases to consider.

**Case 1 - $a > x$:** Since $\phi^+_a(f) = \infty$, there are infinitely many integers $z < a$ such that $f(z) > a > x$. Infinitely many of these integers must also satisfy $z < x$. However, this contradicts the finiteness of $\phi^+_x(f)$.

**Case 2 - $a < x$:** Since $\phi^+_a(f) = \infty$, there are infinitely many integers $z < a < x$ such that $f(z) > a$. Infinitely many of these integers must also satisfy $f(z) > x$, because $f$ is a bijection. However, this contradicts the finiteness of $\phi^+_x(f)$.

Therefore our assumption that $\phi^+_a(f) = \infty$ was flawed and so $\phi^+_a(f)$ is finite.

Now assume that $\phi^-_a(f) = \infty$ (therefore $a \neq y$). Again we have two cases to consider.

**Case 1 - $a > y$:** Since $\phi^-_a(f) = \infty$, there are infinitely many integers $z > a > y$ such that $f(z) < a$. Infinitely many of these integers must also satisfy $f(z) < y$, because $f$ is a bijection. However, this contradicts the finiteness of $\phi^-_y(f)$.

**Case 2 - $a < y$:** Since $\phi^-_a(f) = \infty$, there are infinitely many integers $z > a$ such that $f(z) < a < y$. Infinitely many of these integers must also satisfy $z > y$. However, this contradicts the finiteness of $\phi^-_y(f)$.

Therefore our assumption that $\phi^-_a(f) = \infty$ was flawed and so $\phi^-_a(f)$ is finite. Since both of $\phi^+_a(f)$ and $\phi^-_a(f)$ are finite, and $a \in \mathbb{Z} + \frac{1}{2}$ was chosen arbitrarily, $f$ has finite flow. \hfill \square

Since by definition a finite flow permutation $f$ has $\phi^+_x(f)$, $\phi^-_y(f)$ finite for any
x, y ∈ \mathbb{Z} + \frac{1}{2}, Lemma 2.3 allows us to make an equivalent definition of finite flow.

**Definition 2.2.** Let \( f \in \text{Sym}(\mathbb{Z}) \). We say that \( f \) has finite flow if \( \phi^+_x(f), \phi^-_y(f) \) are finite for some \( x, y \in \mathbb{Z} + \frac{1}{2} \).

In particular, a permutation \( g \) of \( \mathbb{Z} \) has finite flow if and only if the quantities \( \phi^+_x(g), \phi^-_y(g) \) are finite. These values are the sizes of the sets \{ \( z < 0 : g(z) \geq 0 \) \} and \{ \( z > 0 : g(z) \leq 0 \) \} respectively, which can also be written as \( \mathbb{Z}^- \setminus g^{-1}(\mathbb{Z}^-) \) and \( \mathbb{Z}^+ \setminus g^{-1}(\mathbb{Z}^+) \) respectively, where

\[
\mathbb{Z}^+ := \{ z \in \mathbb{Z} : z > 0 \}, \quad \mathbb{Z}^- := \{ z \in \mathbb{Z} : z < 0 \}
\]

Since \( g \) is a bijection, it follows that \( |g(X)| = |X| \) for any subset \( X \) of \( \mathbb{Z} \), and so

\[
\phi^+_x(g) = |\{ z < 0 : g(z) \geq 0 \}| = |\mathbb{Z}^- \setminus g^{-1}(\mathbb{Z}^-)| = |g(\mathbb{Z}^-) \setminus \mathbb{Z}^-| \\
\phi^-_y(g) = |\{ z > 0 : g(z) \leq 0 \}| = |\mathbb{Z}^+ \setminus g^{-1}(\mathbb{Z}^+)| = |g(\mathbb{Z}^+) \setminus \mathbb{Z}^+|
\]

As a result, we have another equivalent definition of a finite flow permutation.

**Definition 2.3.** Let \( g \in \text{Sym}(\mathbb{Z}) \). We say that \( g \) has finite flow if the sets \( g(\mathbb{Z}^+) \setminus \mathbb{Z}^+, g(\mathbb{Z}^-) \setminus \mathbb{Z}^- \) are finite.

The advantage of Definition 2.3 is that proving \( G_{\text{fin}} \) is closed under composition can now be done much more swiftly: Let \( f, g \in G_{\text{fin}} \). Since \( f \in G_{\text{fin}} \) it follows that \( f(\mathbb{Z}^+) \setminus \mathbb{Z}^+ \) is a finite set. Since \( g \) is a bijection,

\[
|f(\mathbb{Z}^+) \setminus \mathbb{Z}^+| = |g(f(\mathbb{Z}^+) \setminus \mathbb{Z}^+)| = |(g \circ f)(\mathbb{Z}^+) \setminus g(\mathbb{Z}^+)|
\]

and so \( (g \circ f)(\mathbb{Z}^+) \setminus g(\mathbb{Z}^+) \) is a finite set. Furthermore \( g \in G_{\text{fin}} \) implies that \( g(\mathbb{Z}^+) \setminus \mathbb{Z}^+ \) is finite, so \( \mathbb{Z}^+ \) and \( g(\mathbb{Z}^+) \) differ by only a finite number of elements, and so \( (g \circ f)(\mathbb{Z}^+) \setminus \mathbb{Z}^+ \) is a finite set. Similarly, \( (g \circ f)(\mathbb{Z}^-) \setminus \mathbb{Z}^- \) is a finite set and so \( g \circ f \) has finite flow. The disadvantage of this slick method is we do not see that composing finite flow permutations sums their net flow, and so we miss out on the homomorphism \( \phi \) defined earlier.

Let \( c \) be an infinite cycle and \( z \in \text{supp}(c) \). We say that \( c \) is positive if
lim_{n \to \pm \infty} c^n(z) = \pm \infty and \( c \) is negative if \( \lim_{n \to \pm \infty} c^n(z) = \mp \infty \). We say that \( c \) is positively aligned if \( \lim_{n \to \pm \infty} c^n(z) = \infty \) and \( c \) is negatively aligned if \( \lim_{n \to \pm \infty} = -\infty \). Observe that a positive cycle has flow 1, a negative cycle has flow \(-1\), and an aligned cycle has flow 0. If \( c \) is an infinite cycle involved in a finite flow permutation \( f \), then \( c \) must take one of the four forms above. Any finite cycle has zero flow, and so \( \phi_x^+(f) \) is the number of positive cycles involved in \( f \), and \( \phi_x^-(f) \) is the number of negative cycles involved in \( f \).

Observe that a modular permutation has finite flow, because for a modular permutation \( \pi \), the set \( \{ \pi(z) - z | z \in \mathbb{Z} \} \) is finite, and therefore bounded.

### 2.2 Elementary properties of modular permutations

Modular permutations of \( \mathbb{Z} \) were originally defined in Chapter 1, but there is an alternative definition that will be handy to use at times.

**Definition 2.4.** Let \( f \in \text{Sym}(\mathbb{Z}) \). We say that \( f \) is modular if there exists \( n \in \mathbb{N} \) such that for all \( x \in \mathbb{Z} \),

\[
f(x + n) = f(x) + n
\]

We call \( n \) a modulus of \( f \), and denote the set of all modular permutations by \( G_{\text{mod}} \).

We will shortly see the equivalence of the two competing definitions of modularity, but first we deduce some straightforward consequences of Definition 2.4.

**Lemma 2.4.** Let \( f \in \text{Sym}(\mathbb{Z}) \) be modular with modulus \( n \). Then for all \( r, x \in \mathbb{Z} \),

\[
f(x + rn) = f(x) + rn
\]

**Proof.** Let \( x \in \mathbb{Z} \). Firstly, consider the case where \( r \in \mathbb{N} \). We prove this by induction on \( r \). When \( r = 1 \) there is nothing to prove, as this is the definition of
a modular permutation. If the statement holds for \( r = m \), then
\[
f(x+(m+1)n) = f((x+n)+mn) = f(x+n)+mn = f(x)+n+mn = f(x)+(m+1)n
\]
by the induction hypothesis and the definition of a modular permutation. Therefore the statement is true for \( r = m+1 \) and hence true for all \( r \in \mathbb{N} \) by induction.

Now consider the case where \( r \leq 0 \). When \( r = 0 \) the statement is trivially true. For \( r < 0 \), write \( r = -s \) for \( s \in \mathbb{N} \) and instead prove \( f(x-sn) = f(x) - sn \) for all \( x \in \mathbb{Z} \) by induction on \( s \). When \( s = 1 \), let \( x \in \mathbb{Z} \) and let \( y = x-n \) for \( y \in \mathbb{Z} \). Then
\[
f(x) - n = f(y+n) - n = f(y) + n - n = f(y) = f(x-n)
\]
by the definition of a modular permutation. Hence the statement is true for \( s = 1 \). If the statement is true for \( s = m \), then
\[
f(x-(m+1)n) = f((x-n)-mn) = f(x-n)-mn = f(x)-n-mn = f(x)-(m+1)n
\]
by the induction hypothesis and the definition of a modular permutation. Therefore the statement is true for \( s = m+1 \) and hence true for all \( s \in \mathbb{N} \) by induction, which completes the proof. \( \square \)

**Lemma 2.5.** Let \( f \) be a modular permutation with modulus \( n \). Then for all \( k \in \mathbb{Z} \),
\[
f^k(x+n) = f^k(x) + n
\]
for all \( x \in \mathbb{Z} \).

**Proof.** We begin with the case of \( k \in \mathbb{N} \), which we prove by induction. The case \( k = 1 \) is just the definition of modular, so the statement is true for \( k = 1 \). If the statement holds for \( k = m \) then
\[
f^{m+1}(x+n) = f(f^m(x+n)) = f(f^m(x) + n) = f(f^m(x)) + n = f^{m+1}(x) + n
\]
by the induction hypothesis and the definition of a modular permutation. So the statement holds for \( k = m + 1 \), hence the statement holds for all \( k \in \mathbb{N} \) by
induction.

When \( k = 0 \) there is nothing so prove, so it remains to deal with the case \( k \in \mathbb{Z}, k < 0 \). Notice that if \( f \) is modular with modulus \( n \), then \( f^{-1} \) is also modular with modulus \( n \); for all \( x \in \mathbb{Z} \), write \( x = f(y) \) for some \( y \in \mathbb{Z} \), then since \( f \) is modular,

\[
f^{-1}(x + n) = f^{-1}(f(y) + n) = f^{-1}(f(y + n)) = y + n = f^{-1}(x) + n
\]

This implies that

\[
f^{-l}(x + n) = (f^{-1})^l(x + n) = (f^{-1})^l(x) + n = f^{-l}(x) + n
\]

for all \( x \in \mathbb{Z} \) and for all \( l \in \mathbb{N} \) by the previous paragraph. Let \( k \in \mathbb{Z}, k < 0 \) and write \( k = -l \) for \( l \in \mathbb{N} \). Then

\[
f^k(x + n) = f^{-l}(x + n)
\]

\[
= f^{-l}(x) + n
\]

\[
= f^k(x) + n
\]

for all \( x \in \mathbb{Z} \) and so the result holds for all \( k \in \mathbb{Z}, k < 0 \). Hence the result holds for all \( k \in \mathbb{Z} \).

Corollary 2.1. Let \( f \) be a modular permutation with modulus \( n \). Then for all \( k, r \in \mathbb{Z} \),

\[
f^k(x + rn) = f^k(x) + rn
\]

for all \( x \in \mathbb{Z} \).

Proof. Lemmas 2.4 and 2.5.

We already know that \( G_{\text{mod}} \) is a group, because Cameron (and later Fiddes) showed that it is the cyclizer of the infinite cyclic group acting regularly. However, we can show this directly.

Proposition 2.1. \( G_{\text{mod}} \) is a group.
Proof. The identity permutation is modular with modulus 1, since

\[ id_\mathbb{Z}(x + 1) = x + 1 = id_\mathbb{Z}(x) + 1 \]

for all \( x \in \mathbb{Z} \). We proved in Lemma 2.5 that if \( f \) is modular with modulus \( n \), then \( f^{-1} \) is also modular with modulus \( n \), and so \( f^{-1} \in G_{\text{mod}} \). Finally, if \( f \) and \( g \) are modular permutations with moduli \( n \) and \( p \) then \( fg \) is modular with modulus \( np \); for all \( x \in \mathbb{Z} \),

\[ fg(x + np) = f(g(x) + np) = f(g(x) + pn) = fg(x) + np \]

by two applications of Lemma 2.4.

Now we show the equivalence of the two definitions of a modular permutation. Let \( f \) be a permutation of \( \mathbb{Z} \). Suppose that \( f \) satisfies the conditions of Definition 1.2, i.e. for each \( z \in \mathbb{Z} \) we have \( f(z) = z + \mu_z \) where \( \mu_z \) depends only on the congruence class of \( z \) modulo \( n \). Let \( x \in \mathbb{Z} \) and assume that \( x \equiv a \mod n \) (i.e. \( f(x) = x + \mu_a \)). It follows that \( x + n \equiv a \mod n \), and so

\[ f(x + n) = x + n + \mu_a = (x + \mu_a) + n = f(x) + n \]

Therefore \( f \) satisfies the conditions of Definition 2.4.

Conversely, suppose that \( f \) satisfies the conditions of Definition 2.4, i.e. there is an \( n \in \mathbb{N} \) such that \( f(x + n) = f(x) + n \) for all \( x \in \mathbb{Z} \). Let \( z \in \mathbb{Z} \), assume that \( z \equiv a \mod n \) and let \( \mu_a = f(a) - a \). Since \( z \equiv a \mod n \), we can write \( z = a + rn \) for some \( r \in \mathbb{Z} \). Using Lemma 2.4 we see that

\[ f(z) = f(a + rn) = f(a) + rn = a + \mu_a + rn = (a + rn) + \mu_a = z + \mu_a \]

and so \( f \) satisfies the conditions of Definition 1.2. Hence the two definitions are equivalent. In Johnson [10], he defines an ‘\( n \)-periodic permutation’ of \( \mathbb{Z} \). This definition is identical to our alternative definition of a modular permutation with modulus \( n \), Definition 2.4. Furthermore Johnson observes that the group of permutations which are \( n \)-periodic for some \( n \in \mathbb{N} \), which he denotes \( \text{Sym}_* (\mathbb{Z}) \), contains the group of modular permutations \( G_{\text{mod}} \), and asks whether
this containment is proper or not. Since we have observed that an \( n \)-periodic permutation and a modular permutation with modulus \( n \) are the same thing, clearly \( \text{Sym}_n(\mathbb{Z}) = G_{\text{mod}} \) and so Johnson’s question is answered in the negative.

There is a very natural generating set for \( G_{\text{mod}} \). Since \( G_{\text{mod}} \) is the cyclizer of the infinite cyclic group \( C_\infty \) acting naturally, it is generated by the set of all cycles involved in the elements of the induced permutation group \( C_\infty^{\mathbb{Z}} \leq \text{Sym}(\mathbb{Z}) \). These cycles are the elementary permutations, introduced by Fiddes in [8].

**Definition 2.5.** Let \( g \in \text{Sym}(\mathbb{Z}) \). We say that \( g \) is an **elementary permutation** if there is \( i \in \mathbb{N} \) and \( j \in \{1, 2, \cdots, i\} \) such that

\[
g(x) = x + i, \text{ if } x \equiv j \pmod{i}
\]

and \( g \) fixes everything else.

Since any modulus of a permutation \( f \in G_{\text{mod}} \) is a natural number, there exists a smallest modulus of \( f \); we shall call this the **principal modulus** of \( f \). Every modulus of \( f \) is divisible by the principal modulus of \( f \), as we shall see below.

**Lemma 2.6.** Let \( f \in G_{\text{mod}} \) and let \( n_0 \) be the principal modulus of \( f \). If \( n \) is any modulus of \( f \), then \( n_0 \) divides \( n \).

**Proof.** Let \( n = kn_0 + l \) for some \( k \in \mathbb{N} \) and \( l \in \{0, 1, 2, \cdots, n_0 - 1\} \). Let \( x \in \mathbb{Z} \). Since \( n \) is a modulus of \( f \), we know that \( f(x + n) = f(x) + n \). Also, by Lemma 2.4,

\[
f(x + n) = f(x + (kn_0 + l)) = f((x + l) + kn_0) = f(x + l) + kn_0
\]

and so \( f(x) + n = f(x + l) + kn_0 \). Hence

\[
f(x + l) - f(x) = n - kn_0 = l
\]

and so \( f(x + l) = f(x) + l \) for all \( x \in \mathbb{Z} \). If \( l \neq 0 \), then by definition, \( f \) has modulus \( l \). But \( l < n_0 \), so this would contradict the minimality of \( n_0 \), hence \( l = 0 \) and so \( n_0 \) divides \( n \). \( \square \)
Whilst it may seem that $G_{\text{mod}}$ would depend on the fact that we are implicitly using the natural ordering of $\mathbb{Z}$, it turns out not to be the case. Any reordering of $\mathbb{Z}$ can also be thought of as a permutation of $\mathbb{Z}$, in other words an element of Sym($\mathbb{Z}$). For any fixed $f \in \text{Sym}(\mathbb{Z})$ we say that $g \in \text{Sym}(\mathbb{Z})$ is modular with respect to $f$ if the conjugate $g^f \in G_{\text{mod}}$, and denote the set of all modular permutations with respect to $f$ by $G_{\text{mod}}(f)$. It follows that $G_{\text{mod}}(f)$ is a group for all $f \in \text{Sym}(\mathbb{Z})$; firstly $\text{id}_\mathbb{Z} \in G_{\text{mod}}(f)$, since $\text{id}_\mathbb{Z}^f = (\text{id}_\mathbb{Z}f)^{-1} = \text{id}_\mathbb{Z} \in G_{\text{mod}}$. Secondly, if $g \in G_{\text{mod}}(f)$ then $g^{-1} \in G_{\text{mod}}(f)$, since

\[(g^{-1})^f = fg^{-1}f^{-1} = (fgf^{-1})^{-1} = (g^f)^{-1} \in G_{\text{mod}}\]

Lastly, if $g, h \in G_{\text{mod}}(f)$ then $gh \in G_{\text{mod}}(f)$, since

\[(gh)^f = fghf^{-1} = (fgf^{-1})(fhf^{-1}) = g^fh^f \in G_{\text{mod}}\]

A straightforward calculation shows that $G_{\text{mod}}(f) = fG_{\text{mod}}f^{-1}$, so $G_{\text{mod}} \cong G_{\text{mod}}(f)$ for all $f \in \text{Sym}(\mathbb{Z})$. In other words, any re-ordering of $\mathbb{Z}$ results in a group of ‘modular’ permutations isomorphic to $G_{\text{mod}}$.

**Example 2.3.** Let

\[f = (-1, 1)(-3, 3)(-5, 5)(-7, 7)\ldots\]

and let

\[g = (\cdots, -4, 3, -2, 1, 0, -1, 2, -3, 4, \cdots)\]

Then $g$ is modular with respect to $f$, since

\[g^f = (\cdots, -3, -2, -1, 0, 1, 2, 3, \cdots)\]

and $g^f$ is a modular permutation, with modulus 1.

The following result is an expansion of an argument in Fiddes’ thesis [8]; the method of proof will be useful when we generalise the concept of a modular permutation in Chapter 4. Notice that if $f$ is a permutation of the integers and $c$ is a cycle involved in $f$, then $c(x) = f(x)$ for all $x \in \text{supp}(c)$. This proposition is certainly natural, but it is not quite obvious.
Proposition 2.2. Let $f \in G_{\text{mod}}$, suppose that $f$ has modulus $n$ and suppose that $c$ is an infinite cycle involved in $f$. Then $c \in G_{\text{mod}}$, and $c$ has modulus a multiple of $n$.

Proof. Let $z_0 \in \text{supp}(c)$. As $c$ is an infinite cycle, by the Dirichlet Principle there exist integers $j, k$ such that $c^j(z_0) \equiv c^k(z_0) \mod n$. Therefore we can write $c^k(z_0) = c^j(z_0) + rn$ for some $r \in \mathbb{Z}$. Without loss of generality we may assume that $r \in \mathbb{N}$ (otherwise we reverse the labels of $j$ and $k$). We prove that $c$ has modulus $rn$, which we do by showing $c(x + rn) = c(x) + rn$ for all $x \in \mathbb{Z}$.

It is sufficient to show that $x \in \text{supp}(c)$ if, and only if, $x + rn \in \text{supp}(c)$. If this statement is true, then for all $x \in \text{supp}(c)$

$$c(x + rn) = f(x + rn) = f(x) + rn = c(x) + rn$$

by Corollary 2.1, and for all $x \notin \text{supp}(c)$

$$c(x + rn) = x + rn = c(x) + rn$$

Let $x \in \text{supp}(c)$, so $x = c^m(z_0)$ for some $m \in \mathbb{Z}$. As $c$ is involved in $f$ we have $c(x) = f(x)$ for all $x \in \mathbb{Z}$, thus

$$x + rn = c^m(z_0) + rn = f^m(z_0) + rn$$

Corollary 2.1 implies that

$$f^m(z_0) + rn = f^m(z_0 + rn) = f^{m-j}(f^j(z_0) + rn)$$

and since both $z_0$ and $c^j(z_0) + rn$ are elements of $\text{supp}(c)$ we have

$$f^{m-j}(f^j(z_0) + rn) = c^{m-j}(c^j(z_0) + rn) = c^l(c^m(z_0))$$

where $l := k - j$. Therefore $x + rn = c^l(c^m(z_0)) \in \text{supp}(c)$. For the reverse implication, it is sufficient to prove $x \in \text{supp}(c)$ if, and only if, $x - rn \in \text{supp}(c)$. We have

$$x = c^m(z_0) = c^{-l}(c^l(c^m(z_0))) = c^{-l}(c^m(z_0) + rn)$$
Now $z_0$ and $c^m(z_0) + rn$ are elements of $\text{supp}(c)$, so

\begin{align*}
  c^{-l}(c^m(z_0) + rn) &= f^{-l}(f^m(z_0) + rn) \\
  &= f^{m-l}(z_0 + rn) \\
  &= f^{m-l}(z_0) + rn \\
  &= c^{m-l}(z_0) + rn
\end{align*}

by Corollary 2.1. Thus $x = c^{m-l}(z_0) + rn$, which implies that $x - rn = c^{m-l}(z_0) \in \text{supp}(c)$. Hence $x \in \text{supp}(c)$ if, and only if $x + rn \in \text{supp}(c)$ and the result follows.

We observed in section 2.1 that we can define an epimorphism \( \phi : G_{\text{fin}} \to \mathbb{Z}, \phi(f) = \phi_x(f) \) for some $x \in \mathbb{Z} + \frac{1}{2}$. Since every modular permutation has finite flow, one can restrict \( \phi \) to a map $G_{\text{mod}} \to \mathbb{Z}$, and it is easy to see that this is still an epimorphism: for each $z \in \mathbb{Z}$ the permutation $f : \mathbb{Z} \to \mathbb{Z}, f(a) = a + z$ for all $a \in \mathbb{Z}$ is modular with modulus $z$, and $\phi(f) = z$. We denote the kernel of this map by $G_{\text{mod}}(0)$, and note that $G_{\text{mod}}(0)$ is the group of modular permutations with flow 0. In the next section, we see that the structure of $G_{\text{mod}}(0)$ is very tame.

### 2.3 Simplicity of $G_{\text{mod}}(0)$

For the sake of notational convenience, for the rest of this section $G$ will denote $G_{\text{mod}}(0)$. In this section we prove that $G$ is a simple group. The first step is to determine a set of generators for $G$. We show that $G$ is generated by two families of permutations, the first of which are the family of modular extensions, which we define below.

**Definition 2.6.** Let $n \in \mathbb{N}$ and suppose that $g \in S_n$. The **modular extension** of $g$ is the modular permutation of $\mathbb{Z}$ that sends $z$ to $z + (g(k) - k)$ for all $z \in \mathbb{Z}$, where $z \equiv k \mod n$. We denote the modular extension of $g$ by $[g]_n$.

In other words, the modular extension of $g \in S_n$ is a permutation of $\mathbb{Z}$ that 'looks like' $g$ being repeated every $n$ integers, as we can see in the following example.
Example 2.4. Let $n = 6$ and $g = (123)(56) \in S_6$. Then

$$[g]_6 = \cdots (-5, -4, -3)(-1, 0)(1, 2, 3)(5, 6)(7, 8, 9)(11, 12) \cdots$$

Figure 2-2: Geometric interpretation of $g$ and its modular extension.

It is easy to see in the above example that $[g]_6$ is a modular permutation with modulus 6, and that $[g]_6$ has zero flow. We now see that this observation is true in general.

Lemma 2.7. Let $n \in \mathbb{N}$ and suppose $g \in S_n$. Then $[g]_n \in G$ and $[g]_n$ has modulus $n$.

Proof. Let $z \in \mathbb{Z}$ and suppose that $z + n \equiv k \mod n$ for some $k \in \{1, 2, \cdots, n\}$.

It follows that $z \equiv k \mod n$ also, and so

$$[g]_n(z + n) = (z + n) + (g(k) - k) = (z + (g(k) - k)) + n = [g]_n(z) + n$$

and so by Definition 2.4 $[g]_n$ is modular with modulus $n$. Furthermore, it is easy to see from the construction of $[g]_n$ that

$$\phi^+_{n+\frac{1}{2}}([g]_n) = \phi^-_{n+\frac{1}{2}}([g]_n) = 0$$

and so $[g]_n$ has zero flow. Thus $[g]_n \in G$ for all $n \in \mathbb{N}$ and $g \in S_n$. \qed
The second family of permutations that form part of our generating set for $G$ occur as the kernels of a family of homomorphisms. For each $n \in \mathbb{N}$, denote the set of all the modular permutations of $\mathbb{Z}$ with zero flow that have modulus $n$ by $G^{(n)}$. As might be expected, $G^{(n)}$ forms a group.

**Proposition 2.3.** For each $n \in \mathbb{N}$, $G^{(n)}$ is a group.

**Proof.** The identity permutation has modulus 1 as observed in the proof of Proposition 2.1, and has zero flow because it fixes every element of $\mathbb{Z}$. If $f, g \in G^{(n)}$ then their composition $g \circ f$ has zero flow by Lemma 2.1, and $g \circ f$ has modulus $n$, since
\[(g \circ f)(x + n) = g(f(x) + n) = (g \circ f)(x) + n\]
for all $x \in \mathbb{Z}$. If $f$ has modulus $n$ then $f^{-1}$ also has modulus $n$, as observed in the proof of Proposition 2.1; if $f$ has zero flow then $f^{-1}$ has zero flow, since $\phi(f^{-1}) = -\phi(f)$, and so $G^{(n)}$ is closed under taking inverses. \hfill \Box

Without loss of generality we may consider $S_n$ to be the symmetric group on $\mathbb{Z}_n$, the integers modulo $n$. For each $n \in \mathbb{N}$ there is a natural map from $G^{(n)}$ into $S_n$, which we now define.

**Definition 2.7.** For each $n \in \mathbb{N}$ we define the map $\varphi_n : G^{(n)} \to S_n$ , $g \mapsto \pi_g$, where
\[\pi_g : \mathbb{Z}_n \to \mathbb{Z}_n , \ [z] \mapsto [g(z)]\]
and where $[z]$ is the congruence class of the integer $z$ modulo $n$.

**Example 2.5.** Let $n = 5$, and let
\[g = (\cdots -4, 3, 1, 8, 6, 13, \cdots) \circ (\cdots 15, 10, 5, 0, -5, \cdots) \circ (\cdots (-3, -1)(2, 4)(7, 9) \cdots)\]

Then $g$ has zero flow and is modular with modulus 5, so $g \in G^{(5)}$. Then $\varphi_5(g)$ is
the permutation \( \pi_g \) of \( \mathbb{Z}_5 \) that sends

\[
\begin{align*}
[1] & \mapsto [g(1)] = [8] = [3] \\
[2] & \mapsto [g(2)] = [4] \\
[3] & \mapsto [g(3)] = [1] \\
[5] & \mapsto [g(5)] = [0] = [5]
\end{align*}
\]

and so, abusing notation slightly, \( \pi_g = (13)(24) \in S_5 \).

As we can see from the above example, \( \varphi_n(g) \) is a permutation of \( \{1, 2, \cdots, n\} \) that mimics how \( g \) moves the elements of the equivalence classes modulo \( n \). Since a modular permutation of \( \mathbb{Z} \) with modulus \( n \) is determined solely by how it moves the elements of \( \{1, 2, \cdots, n\} \), it makes intuitive sense that each element of \( G \) describes an element of \( S_n \). However, we can be more precise as well.

For each \( g \in G^{(n)} \) the map \( \pi_g \) is well-defined: if \( [z_1] = [z_2] \) for some \( z_1, z_2 \in \mathbb{Z} \), then \( z_1 \) and \( z_2 \) are congruent modulo \( n \). Since \( g \) has modulus \( n \), this implies that \( g(z_1) \) and \( g(z_2) \) are congruent modulo \( n \), hence \( [g(z_1)] = [g(z_2)] \) and so \( \pi_g([z_1]) = \pi_g([z_2]) \). Therefore Definition 2.7 makes sense.

As we might expect, the maps \( \varphi_n \) are not simply maps between groups.

**Lemma 2.8.** For each \( n \in \mathbb{N} \) the map \( \varphi_n \) is a group homomorphism.

**Proof.** Let \( f, g \in G^{(n)} \). We wish to show that \( \varphi_n(gf) = \varphi_n(g) \varphi_n(f) \), i.e. that \( \pi_{gf} = \pi_g \pi_f \). Let \( [z] \in \mathbb{Z}_n \). Then

\[
\pi_{gf}([z]) = [(gf)(z)] = [g(f(z))] = \pi_g([f(z)]) = \pi_g(\pi_f([z])) = \pi_g \pi_f([z])
\]

So \( \pi_{gf} = \pi_g \pi_f \) and hence \( \varphi_n(gf) = \varphi_n(g) \varphi_n(f) \) \( \square \)

As a consequence Lemma 2.8 implies that Ker \( \varphi_n \) is a normal subgroup of \( G^{(n)} \) for each \( n \in \mathbb{N} \). These kernels, along with the modular extensions, form our generating set for \( G \).
Theorem 2.2. \( G \) is generated by the set of all modular extensions, along with the groups \( \text{Ker} \varphi_n \), for each \( n \in \mathbb{N} \).

Proof. Let \( g \) be a non-trivial element of \( G \). Suppose that \( g \) has modulus \( n \) and that \( \varphi_n(g) = \sigma \). Now \( \varphi_n([\sigma]_n) = \sigma \), and so

\[
\begin{align*}
id_Z = \varphi_n(g)(\varphi_n([\sigma]_n))^{-1} &= \varphi_n(g)\varphi_n([\sigma]_n^{-1}) = \varphi_n(g[\sigma]_n^{-1})
\end{align*}
\]

which implies that \( g[\sigma]_n^{-1} \in \text{Ker} \varphi_n \), i.e. \( g = [\sigma]_n \tau \) for some \( \tau \in \text{Ker} \varphi_n \).

Recall that if \( G \) is a group and \( g \in G \) then \( \langle g \rangle_G \) denotes the normal closure of \( g \) in the group \( G \), the group generated by \( g \) and all the conjugates of \( g \) by elements of \( G \). To finish the argument that \( G \) is simple we show that, for each non-trivial element \( g \in G \), \( \langle g \rangle_G \) contains every modular extension and the groups \( \text{Ker} \varphi_n \) for each \( n \in \mathbb{N} \). It then follows from Theorem 2.2 that \( \langle g \rangle_G \) contains every element of \( G \). Since any normal subgroup of \( G \) contains at least one normal closure, it follows that \( G \) is simple.

We now wish to show that for each non-trivial \( g \in G \), the group \( \langle g \rangle_G \) contains the set of modular extensions. Before we do that we make a remark.

Remark 2.1. For any \( n \in \mathbb{N} \), if two elements of \( S_n \) are conjugate, then their modular extensions are also conjugate; more precisely, if \( \tau = \sigma^\alpha \) for \( \tau, \sigma, \alpha \in S_n \), then \( [\tau]_n = [\sigma]_n^\alpha \). In particular, this means that if \( \tau, \sigma \in S_n \) have identical cycle structure and \( [\tau]_n \in \langle g \rangle^G \) for some non-trivial \( g \in G \), then \( [\sigma]_n \in \langle g \rangle^G \).

Proposition 2.4. Let \( g \) be a non-trivial element of \( G \) and let \( m \in \mathbb{N} \). Then \( [f]_m \in \langle g \rangle^G \) for all \( f \in S_m \).

Proof. Notice that Remark 2.1 implies that it is sufficient to show that \( [(12)]_m \in \langle g \rangle^G \): if we show this, then \( \langle g \rangle^G \) contains all the modular extensions \( [\tau]_m \) where \( \tau \) is a transposition in \( S_m \), and therefore contains every modular extension \( [f]_m \) for any \( f \in S_m \) because we may write these as a product of modular extensions of transpositions.

Assume that \( g \) has modulus \( n \), and take a natural number \( r \) such that \( rn \geq 4 \) and there exists \( a \in \{1,2,\cdots,rn\} \) such that \( g(a) \not\equiv a \mod rn \). Notice that any
natural number $s$ such that $r|s$ also has the same property; this will be important later. Let

$$
\varphi = \cdots (a - 2rn, a - rn)(a, a + rn)(a + 2rn, a + 3rn) \cdots
$$

The permutation $\varphi$ has zero flow and is modular with modulus $2 rn$, hence $\varphi \in G$. Lemma 2.4 tells us that

$$
\varphi^g = (\cdots g(a) - 2rn, g(a) - rn)(g(a), g(a) + rn)(g(a) + 2rn, g(a) + 3rn) \cdots
$$

Let $b$ be an element of $\{1, 2, \cdots, rn\}$ such that $b \equiv g(a) \mod rn$. The supports of $\varphi$ and $\varphi^g$ are disjoint; if this were not the case, then one of the following conditions would hold:

1. $a \equiv g(a) \mod 2rn$
2. $a \equiv g(a) + rn \mod 2rn$
3. $a + rn \equiv g(a) \mod 2rn$
4. $a + rn \equiv g(a) + rn \mod 2rn$

It is easy to check for each condition that it holds only if $a \equiv b \mod rn$, which is false by assumption. Therefore the support of $\varphi$ and $\varphi^g$ are disjoint and so

$$
\varphi \varphi^g = \cdots (a - 2rn, a - rn)(g(a) - 2rn, g(a) - rn)(a, a + rn)(g(a), g(a) + rn) \cdots
$$

Furthermore $\varphi \varphi^g$ is an element of $\langle g \rangle^G$, because $\varphi \varphi^g = g^\varphi g^{-1}$ and we already observed that $\varphi \in G$.

Since $g(a) \equiv b \mod rn$, we know that $g(a) = b + trn$ for some integer $t$. Since $rn \geq 4$ we can choose $c \in \{1, 2, \cdots, rn\}$ such that $c \neq a, b$. Let

$$
\sigma = (\cdots, b + rn, b, b - rn, \cdots) \circ (\cdots, c - rn, c, c + rn, \cdots)
$$

The permutation $\sigma$ is a modular permutation with modulus $rn$ and has zero flow, so $\sigma \in G$ and therefore, if we conjugate $\varphi \varphi^g$ by $\sigma^t$ we have an element of $\langle g \rangle^G$. 
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A straightforward calculation shows that

\[(\varphi \varphi^g)^{\sigma_t^r} = \cdots (a - 2rn, a - rn)(b - 2rn, b - rn)(a, a + rn)(b, b + rn), \cdots \]

\[= [(a, a + rn)(b, b + rn)]_{2rn} \]

and so \([a, a + rn)(b, b + rn)]_{2rn} \in \langle g \rangle^G. \quad \text{Remark 2.1 implies that} \quad \langle g \rangle^G \text{ also contains}

\[\[(1, 2)(1 + rn, 2 + rn)]_{2rn} = [(12)]_{rn} \]

and so \(\langle g \rangle^G \) contains \([f]_{rn} \) for all \(f \in S_{rn} \) since each one can be written as a product of modular extensions of transpositions, as we observed earlier.

As we already observed, any natural number \(s\) such that \(r|s\) has the same property as \(r\), namely that \(g(a) \not\equiv a \mod sn\). It follows that the same result is true when we replace \(r\) with \(s\): in particular the same is true when we replace \(r\) with \(mr\), i.e. \(\langle g \rangle^G \) contains \([f]_{mrn} \) for all \(f \in S_{mrn} \). This means that \(\langle g \rangle^G \) contains the permutation

\[\[(1, 2)(1 + m, 2 + m) \cdots (1 + (rn - 1)m, 2 + (rn - 1)m)]_{mrn} = [(12)]_{m} \]

and so Remark 2.1 implies that \(\langle g \rangle^G \) contains \([f]_{m} \) for all \(f \in S_{m} \).

Our next aim is to show that for any non-trivial element \(g \) of \(G\), \(k \in \langle g \rangle^G \) for all \(k \in \ker \varphi_n\) and for all \(n \in \mathbb{N} \); in other words

**Proposition 2.5.** Let \(g \) be a non-trivial element of \(G\) and let \(n \in \mathbb{N} \). If \(f \in \ker \varphi_n\), then \(f \in \langle g \rangle^G\).

We prove this in two steps, and we also need a preliminary definition:

**Definition 2.8.** Let \(n \in \mathbb{N} \), \(a, b \in \{1, 2, \ldots , n\} \) such that \(a \not\equiv b \). Define the permutation of the integers \(\theta_n(a, b)\) as follows:

\[\theta_n(a, b) := (\cdots , a - n, a, a + n, \cdots ) \circ (\cdots b + n, b, b - n, \cdots ) \]

It is easy to see that \(\theta_n(a, b) \in G\) for each \(n \in \mathbb{N} \) and for each \(a, b \in \{1, 2, \ldots , n\} \) such that \(a \not\equiv b\): By inspection we can see that \(\theta_n(a, b)\) has (principal) modulus \(n\). Furthermore we can see that the only integer that \(\theta_n(a, b)\)
moves past $\frac{1}{2}$ in the positive direction is $a - n$, and the only integer that $\theta_n(a, b)$ moves past $\frac{1}{2}$ in the negative direction is $b$. Hence $\phi_\frac{1}{2}(\theta_n(a, b)) = 1 - 1 = 0$ and so $\theta_n(a, b)$ has zero flow by Lemma 2.3 and Lemma 2.2.

The first of the two steps in proving Proposition 2.5 is to prove that, for a non-trivial element $g$ of $G$, that each $\theta_n(a, b)$ is contained in $\langle g \rangle^G$.

**Lemma 2.9.** Let $g$ be a non-trivial element of $G$. Then $\theta_n(a, b) \in \langle g \rangle^G$ for all $n \in \mathbb{N}$ and for all $a, b \in \{1, 2, \ldots, n\}$ such that $a \neq b$.

**Proof.** Let $g$ be a non-trivial element of $G$ and let $n \in \mathbb{N}$. Firstly, we show that if $\theta_n(a, b) \in \langle g \rangle^G$ for some distinct $a, b \in \{1, 2, \ldots, n\}$, then $\theta_n(x, y) \in \langle g \rangle^G$ for all distinct $x, y \in \{1, 2, \ldots, n\}$. Let $x, y$ be as above. Without loss of generality we can assume that $\{x, y\} \neq \{a, b\}$: If these two sets are equal, then either $x = a$ and $y = b$, or $x = b$ and $y = a$. In the first case $\theta_n(x, y) = \theta_n(a, b)$, and in the second case $\theta_n(x, y) = (\theta_n(a, b))^{-1}$. The two possibilities if $\{x, y\} \neq \{a, b\}$ are that $\{x, y\}$ and $\{a, b\}$ are disjoint, or that $\{x, y\} \cap \{a, b\}$ contains one element.

If $\{x, y\}$ and $\{a, b\}$ are disjoint, then

$$\theta_n(x, y) = \theta_n(a, b)^\tau$$

where

$$\tau = [(a, x)(b, y)]_n$$

The map $\tau$ is a modular extension. We observed before that the set of modular extensions is contained in $G$, and so $\theta_n(x, y) \in \langle g \rangle^G$.

If $\{x, y\} \cap \{a, b\}$ contains one element, then we can assume without loss of generality that $x = a$. For, if $x = b$, then we can switch the labels of $a$ and $b$ and work with $(\theta_n(a, b))^{-1}$ instead. If $y = a$, then we can switch the labels for $x$ and $y$ and work with $(\theta_n(x, y))^{-1}$ instead. Finally if $y = b$, then we can switch both sets of labels and work with the inverses of both permutations instead. Thus, if $x = a$, then

$$\theta_n(a, y) = \theta_n(a, b)^\sigma$$
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where

$$\sigma = [(b, y)]_n$$

Similarly to the previous case, the map $\sigma$ is a modular extension. All of the modular extensions are contained in $G$ and so $\theta_n(x, y) \in \langle g \rangle^G$.

The above argument implies that, for each $n \in \mathbb{N}$, we only need to show that one element of the form $\theta_n(a, b)$ is contained in $\langle g \rangle^G$. We divide this into four separate cases: $n = 2$, $n = 3$, $n = 4$ and $n \geq 5$.

When $n = 2$, let

$$h_1 = \cdots (0, 1)(2, 3)(8, 9)(10, 11) \cdots$$

$$h_2 = [(4, 5)(6, 7)]_8$$

$$h_3 = [(1, 2)]_2$$

We show that $h_1$, $h_2$ and $h_3$ are elements of $\langle g \rangle^G$, and that $h_1 \circ h_2 \circ h_3 = \theta_2(1, 2)$. The maps $h_2$ and $h_3$ are modular extensions, and so are elements of $\langle g \rangle^G$ by Proposition 2.4. We can write $h_1 = \alpha \beta$, where

$$\alpha = [(1, 2)(3, 4)]_8$$

$$\beta = \cdots (12, 11, 10, 9, 8)(4, 3, 2, 1, 0) \cdots$$

The map $\alpha$ is a modular extension, and so is an element of $\langle g \rangle^G$ by Proposition 2.4. By inspection we see that $\beta$ has zero flow and is modular with modulus 8, so $\beta \in G$. Therefore $h_1 \in \langle g \rangle^G$, and so $h_1 \circ h_2 \circ h_3 \in \langle g \rangle^G$. A straightforward calculation shows that

$$h_1 \circ h_2 \circ h_3 = (\cdots (0, 1)(2, 3)(8, 9)(10, 11) \cdots) \circ [(4, 5)(6, 7)]_8 \circ [(1, 2)]_2$$

$$= (\cdots (0, 1)(2, 3)(4, 5)(6, 7) \cdots) \circ [(1, 2)]_2$$

$$= (\cdots, -3, -1, 1, 3, \cdots) \circ (\cdots, 4, 2, 0, -2, -4, \cdots)$$

$$= \theta_2(1, 2)$$

and so we are done.
When $n = 3$, let

$$h_1 = \cdots (8, 10)(11, 13)(20, 22)(23, 25) \cdots$$

$$h_2 = [(2, 4)(5, 7)]_{12}$$

$$h_3 = [(1, 2)]_3$$

Similarly to the $n = 2$ case, we show that $h_1, h_2$ and $h_3$ are elements of $\langle g \rangle_G$, and that $h_1 \circ h_2 \circ h_3 = \theta_3(1, 2)$. Again, the maps $h_2$ and $h_3$ are modular extensions, and so are elements of $\langle g \rangle_G$ by Proposition 2.4. We can write $h_1 = h_2^\alpha$, where

$$\alpha = \cdots (2, 8)(4, 10)(5, 11)(7, 13)(14, 20)(16, 22)(17, 23)(19, 25) \cdots$$

By inspection we see that $\alpha$ has zero flow, and is modular with modulus 12, so $\alpha \in G$. Therefore $h_1 \in \langle g \rangle_G$, and so $h_1 \circ h_2 \circ h_3 \in \langle g \rangle_G$. A straightforward calculation shows that

$$h_1 \circ h_2 \circ h_3 = (\cdots (8, 10)(11, 13)(20, 22)(23, 25) \cdots) \circ [(2, 4)(5, 7)]_{12} \circ [(1, 2)]_3$$

$$= (\cdots (2, 4)(5, 7)(8, 10)(11, 13) \cdots) \circ [(1, 2)]_3$$

$$= (\cdots , -5, -2, 1, 4, 7, \cdots) \circ (\cdots 8, 5, 2, -1, -4, \cdots)$$

$$= \theta_3(1, 2)$$

and so we are done.

When $n = 4$, let

$$h_1 = \cdots (10, 13)(14, 17)(26, 29)(30, 33) \cdots$$

$$h_2 = [(2, 5)(6, 9)]_{16}$$

$$h_3 = [(1, 2)]_4$$

Once again, we show that $h_1, h_2$ and $h_3$ are elements of $\langle g \rangle_G$, and then show that $h_1 \circ h_2 \circ h_3 = \theta_4(1, 2)$. As before, the maps $h_2$ and $h_3$ are modular extensions,
and so are elements of \( \langle g \rangle^G \) by Proposition 2.4. We can write \( h_1 = h_2' \), where

\[
\alpha = \cdots (2, 10)(5, 13)(6, 14)(9, 17)(18, 26)(21, 29)(22, 30)(25, 33) \cdots
\]

By inspection we see that \( \alpha \) has zero flow and is modular with modulus 16, so \( \alpha \in G \). Therefore \( h_1 \in \langle g \rangle^G \), and so \( h_1 \circ h_2 \circ h_3 \in \langle g \rangle^G \). A straightforward calculation show that

\[
h_1 \circ h_2 \circ h_3 = (\cdots (10, 13)(14, 17)(26, 29)(30, 33) \cdots) \circ [(2, 5)(6, 9)]_{16} \circ [(1, 2)]_4
\]

\[
= (\cdots (2, 5)(6, 9)(10, 13)(14, 17) \cdots) \circ [(1, 2)]_4
\]

\[
= (\cdots , -7, -3, 1, 5, 9, \cdots) \circ (\cdots , 10, 6, 2, -2, -6, \cdots) = \theta_4(1, 2)
\]

and so we are done.

When \( n \geq 5 \), let

\[
h_1 = [(1, 2)(3, 4)]_n
\]

\[
h_2 = \cdots (1, 2 + n)(3, 4)(1 + n, 2 + 2n)(3 + n, 4 + n) \cdots
\]

We show that \( h_1 \) and \( h_2 \) are elements of \( \langle g \rangle^G \) and that \( h_1 \circ h_2 = \theta_n(1, 2) \). The map \( h_1 \) is a modular extension, and so is an element of \( \langle g \rangle^G \) by Proposition 2.4. We can write \( h_2 = h_1^\alpha \), where

\[
\alpha = \theta_n(2, 5)
\]

We observed before that \( \theta_n(a, b) \in G \) for all distinct \( a, b \in \{1, 2, \cdots, n\} \), and so \( h_2 \in \langle g \rangle^G \). Therefore \( h_1 \circ h_2 \in \langle g \rangle^G \), and a straightforward calculation shows that

\[
h_1 \circ h_2 = [(1, 2)(3, 4)]_n \circ (\cdots (1, 2 + n)(3, 4)(1 + n, 2 + 2n)(3 + n, 4 + n) \cdots)
\]

\[
= (\cdots , 1 - n, 1, 1 + n, \cdots) \circ (\cdots , 2 + n, 2, 2 - n, \cdots)
\]

\[
= \theta_n(1, 2)
\]

and so we are done. Hence for each \( n \in \mathbb{N} \), the map \( \theta_n(1, 2) \in \langle g \rangle^G \), and so it follows from the argument at the beginning of the proof that \( \theta_n(a, b) \in \langle g \rangle^G \) for all distinct \( a, b \in \{1, 2, \cdots, n\} \).

The next preliminary step in proving Proposition 2.5 is to determine a normal form for the elements of \( \text{Ker } \varphi_n \), for each \( n \in \mathbb{N} \).
Lemma 2.10. Let $n \in \mathbb{N}$ and $f \in G^{(n)}$. Then $f \in \text{Ker } \varphi_n$ if and only if $f$ can be written in the form

$$f = (\cdots 1 - n, 1, 1 + n, \cdots)^{x_1} \circ (\cdots 2 - n, 2, 2 + n, \cdots)^{x_2} \circ \cdots \circ (\cdots 0, n, 2n, \cdots)^{x_n}$$

for some $i \in \{1, 2, \cdots, n\}$, where $\sum_{i=1}^{n} x_i = 0$.

Proof. We begin by proving the necessary condition. Let $f \in \text{Ker } \varphi_n$, let $i \in \{1, 2, \cdots, n\}$ and suppose that $f$ moves $i$. As $\varphi_n(f) = id_n$, it follows that $f(i) = i + x_in$ for some $x_i \in \mathbb{Z}$. Also, $f$ is modular with modulus $n$, and so

$$f(i + zn) = f(i) + zn = i + (x_i + z)n$$

for all $z \in \mathbb{Z}$. Therefore, the cycles

$$(\cdots, i + (s - x_i)n, i + sn, i + (s + x_i)n, \cdots)$$

are involved in $f$, for each $s \in \{1, 2, \cdots, n\}$. Since $i$ was an arbitrarily chosen element of $\{1, 2, \cdots, n\}$, it follows that

$$f = (\cdots 1 - n, 1, 1 + n, \cdots)^{x_1} \circ (\cdots 2 - n, 2, 2 + n, \cdots)^{x_2} \circ \cdots \circ (\cdots 0, n, 2n, \cdots)^{x_n}$$

Now $f$ has zero flow, but each factor $(\cdots i - n, i, i + n, \cdots)^{x_i}$ has flow $x_i$. We know that composing finite flow permutations sums their flow, so it must be that $\sum_{i=1}^{n} x_i = 0$.

Now we prove the sufficient condition. Let $f$ be a permutation of the form in the statement of the lemma, and suppose that $\sum_{i=1}^{n} x_i = 0$. By inspection, we see that $f$ is modular with modulus $n$. Each factor $(\cdots i - n, i, i + n, \cdots)^{x_i}$ is a permutation with flow $x_i$, and as $\sum_{i=1}^{n} x_i = 0$ it follows that $f$ has zero flow. Therefore $f \in G^{(n)}$. Since every element moved by $f$ is moved by distance a multiple of $n$, it follows that $\varphi_n(f) = id_n$, and so $f \in \text{Ker } \varphi_n$.

Notice that if $f$ is a permutation of the form in the statement of Lemma 2.10, then $\sum_{i=1}^{n} |x_i|$ is even. We will sometimes refer to the sum $\sum_{i=1}^{n} x_i$ as the cycle exponent sum of $f$. We now have enough tools to prove Proposition 2.5.
Proof of Proposition 2.5. As in the statement of the proposition, let \( g \) be a non-trivial element of \( G \) and let \( f \in \text{Ker} \varphi_n \) for some \( n \in \mathbb{N} \). We prove that we can write \( f \) as a product of elements of the form \( \theta_n(a, b) \). Once we show this, Lemma 2.9 will imply that \( f \) is a product of elements of \( \langle g \rangle^G \), which will prove the proposition.

Let \( n \in \mathbb{N} \). We prove, by induction on \( k \), that if \( f \in \text{Ker} \varphi_n \) and \( \sum_{i=1}^{n} |x_i| = 2k \), then \( f \) is a product of elements of the form \( \theta_n(a, b) \).

When \( k = 1 \), the total number of cycles involved in \( f \) is 2. Since \( \sum_{i=1}^{n} x_i = 0 \), it follows that there are distinct \( i, j \in \{1, 2, \ldots, n\} \) such that \( \{x_i, x_j\} = \{1, -1\} \). This implies that either

\[
 f = (\cdots, i - n, i, i + n, \cdots) \circ (\cdots, j + n, j, j - n, \cdots) = \theta_n(i, j)
\]

or

\[
 f = (\cdots, j - n, j, j + n, \cdots) \circ (\cdots, i + n, i, i - n, \cdots) = \theta_n(j, i)
\]

so the statement is true for \( k = 1 \).

Now assume that the statement is true for all natural numbers less than \( k \), and suppose that the total number of cycles involved in \( f \) is \( 2k \). Since \( \sum_{i=1}^{n} x_i = 0 \), it follows that there are distinct \( i, j \in \{1, 2, \ldots, n\} \) such that \( x_i > 0 \) and \( x_j < 0 \).

We can write

\[
 (\cdots, j - n, j, j + n, \cdots)^{x_j} = (\cdots, j - n, j, j + n, \cdots)^{x_i} \circ (\cdots, j - n, j, j + n, \cdots)^{x_i + x_j}
\]

and so

\[
 f = ((\cdots, i - n, i, i + n, \cdots) \circ (\cdots, j + n, j, j - n, \cdots))^{x_i} \circ g
 = (\theta_n(i, j))^{x_i} \circ g
\]

where \( g \) is a product of cycles of the form \( (\cdots i - n, i, i + n \cdots) \) such that the cycle exponent sum is zero. Lemma 2.10 implies that \( g \in \text{Ker} \varphi_n \). As the total number of cycles involved in \( g \) is less than \( 2k \), the induction hypothesis implies
that $g$ is a product of elements of the form $\theta_n(a, b)$. Therefore $f$ is a product of elements of the form $\theta_n(a, b)$, and so the statement is proved by induction.  

At last, we are in a position to prove the main theorem of this section.

**Theorem 2.3.** $G$ is simple.

**Proof.** Let $g$ be a non-trivial element of $G$. We show that $\langle g \rangle^G$ contains every element of $G$. Let $h$ be another non-trivial element of $G$, suppose that $h$ has modulus $n$ and $\varphi_n(f) = \sigma$. Theorem 2.2 tells us that we can write

$$h = [\sigma]_n \circ f$$

for some $f \in \text{Ker } \varphi_n$. Proposition 2.4 tells us that $[\sigma]_n \in \langle g \rangle^G$. Proposition 2.5 implies that $f$ can be written as a product of elements of the form $\theta_n(a, b)$, each of which are elements of $\langle g \rangle^G$ by Lemma 2.9. Therefore $f \in \langle g \rangle^G$, and so $h \in \langle g \rangle^G$. Therefore $\langle g \rangle^G = G$ and since $g$ is arbitrary, $G$ is simple.  

$$\square$$
Chapter 3

The cyclizer series of a group acting on an \( n \)-branched star

Consider the 'number line' representation of \( \mathbb{Z} \): a 2-regular infinite graph with vertex set \( \mathbb{Z} \) and edge set as shown in Figure 3-1. It follows that certain results concerning the integers can be interpreted as results about this graph. This motivates the introduction of a family of infinite graphs that generalise the representation of \( \mathbb{Z} \) in Figure 3-1.

![Figure 3-1: A 2-regular infinite graph, with vertex set \( \mathbb{Z} \) in the natural way.](image)

3.1 Building an \( n \)-branched star

**Definition 3.1.** A ray is an infinite, connected graph with one vertex having valency 1 and the remaining vertices having valency 2. We call the vertex with valency 1 the initial vertex of the ray.

If we have \( n \) disjoint rays and an additional vertex \( O \), we can build a new graph \( \Gamma_n \) by joining the initial vertex of each ray to \( O \) via an edge. This motivates the following definition:
Definition 3.2. Let $X$ be a graph and $n \in \mathbb{N}$. We say that $X$ is an $n$-branched star if it is graph isomorphic to $\Gamma_n$.

Notice that if $n \geq 3$ then an $n$-branched star has a unique vertex with valency $n$ (all the other vertices have valency 2). We call this vertex the origin of an $n$-branched star.

Definition 3.3. Let $X$ be an $n$-branched star for some $n \geq 3$. A branch $X_i$ of $X$ is a subgraph that does not contain the origin of $X$, is graph isomorphic to a ray and whose initial vertex is adjacent (in $X$) to the origin of $X$. 

Figure 3-2: Initial fragment of a ray, with initial vertex shaded

Figure 3-3: Central fragment of a 4-branched star, with origin shaded
In other words, a branch of an \( n \)-branched star is one of the rays that is joined to the origin. We will often denote the vertex set of an \( n \)-branched star by \( V_n \). Notice that an \( n \)-branched star has \( n \) disjoint branches, and so \( V_n \) is the union of the vertex sets of all the branches, along with the origin. Notice also that a 2-branched star is graph isomorphic to the ‘number line’ graph in Figure 3-1.

For much of this chapter it will be necessary to talk about specific vertices of an \( n \)-branched star, and so we will need a sensible vertex labelling. We do this in the following way: First, label the branches arbitrarily as \( X_1, X_2, \ldots, X_n \). Label the origin with the label \( O \) and label any non-origin \( v \) with the label \( v_{r,x} \), where \( X_r \) is the branch containing \( v \) and \( x \) is the length of the shortest path from \( v \) to \( O \). For further notational convenience we will sometimes denote the origin \( O \) by

![Diagram of a 4-branched star with labeled vertices]

*Figure 3-4: Fragment of a 4-branched star with one possible labelling*
for some \( r \in \{1, 2, \cdots, n\} \). When \( n = 2 \), it will often be more convenient to
use the integer labelling for the 2-branched star as shown in Figure 3-1, and so
we will be freely alternating between using both labellings as we see fit.

### 3.2 A permutation group of the vertex set of an 
\( n \)-branched star

For the remainder of this chapter let \( \Gamma_n \) denote a labelled \( n \)-branched star, let
\( X_1, X_2, \cdots, X_n \) denote the branches of \( \Gamma_n \) and let \( V_n \) denote the vertex set of \( \Gamma_n \).
We define some interesting permutations of \( V_n \).

**Definition 3.4.** Let \( r, s \) be distinct elements of \( \{1, 2, \cdots, n\} \). We define \( \sigma_{r,s} : V_n \to V_n \),
\[
\sigma_{r,s} = (\cdots, v_{r,2}, v_{r,1}, 1, v_{s,1}, v_{s,2}, \cdots)
\]
When \( s \equiv r + 1 \pmod{n} \) we write \( \sigma_{r} \) instead.

Now we define the permutation group that we shall be investigating for the
remainder of this chapter.

**Definition 3.5.** Define the group \( G_n \) to be the permutation group on \( V_n \) generated
by the permutations \( \sigma_r \) for all \( r \in \{1, 2, \cdots, n\} \). In other words,
\[
G_n := \langle \sigma_1, \sigma_2, \cdots, \sigma_n \rangle
\]

Notice that the group \( G_2 \) is isomorphic to the permutation group induced
by the infinite cyclic group \( C_\infty \) acting on itself on the natural way, and hence
the cyclizer series of \( G_2 \) has already been determined. We will use \( G_2 \) and \( C_\infty \)
interchangeably throughout the rest of the thesis.

**Remark 3.1.** For all distinct \( r, s \in \{1, 2, \cdots, n\} \) we have \( \sigma_{r,s} \in G_n \), since
\[
\sigma_{r,s} = \begin{cases}
\sigma_r \circ \sigma_{r+1} \circ \cdots \circ \sigma_{s-1} & \text{if } r < s \\
\sigma_s \circ \sigma_{s+1} \circ \cdots \circ \sigma_{r-1} & \text{if } s < r
\end{cases}
\]

Next, we characterise the group \( G_n \). Recall that \( FS(V_n) \) denotes the finitary
symmetric group on \( V_n \), i.e. the group of permutations of \( V_n \) that have finite
support.
Lemma 3.1. For \( n \geq 3 \), \( FS(V_n) \leq G_n \).

Proof. Firstly, for all \( s \in \{1, 2, \ldots, n\} \) define \( \theta_s := (O, v_{s,1}) \). A routine calculation shows that \( \theta_s = [\sigma_s, \sigma_{s+1}] \), and so \( \theta_s \in G_n \). We claim that

\[
\{(O, v_{s,x}) \mid s \in \{1, 2, \ldots, n\}, x \in \mathbb{N}\} \subseteq G_n
\]

To prove this, we fix \( s \in \{1, 2, \ldots, n\} \) and prove the proposition

\[
P(k) : (O, v_{s,k}) \in G_n, \forall k \in \mathbb{N}
\]

by induction on \( k \). \( P(1) \) says \( (O, v_{s,1}) \in G_n \), which we have shown to be true above. Now assume \( P(k) \) is true for some \( k \in \mathbb{N} \) and consider \( P(k+1) \):

\[
(O, v_{s,k+1}) = (O, v_{s,k})^{(v_{s,k}, v_{s,k+1})}
\]

and \( (v_{s,k}, v_{s,k+1}) = (O, v_{s,1})^{\sigma_k} \). Hence the claim is proved by induction. Now consider the transposition \( (v_{s,x}, v_{t,y}) \) where \( s, t \in \{1, 2, \ldots, n\}, x, y \in \mathbb{N} \). Then

\[
(v_{s,x}, v_{t,y}) = (O, v_{t,y})^{(O, v_{s,x})}
\]

which is an element of \( G_n \) by the above claim. This proves that the set

\[
H := \{(v_{s,x}, v_{t,y}) \mid s, t \in \{1, 2, \ldots, n\}, x, y \in \mathbb{N} \cup \{O\}\}
\]

is contained in \( G_n \). The set \( H \) generates \( FS(V_n) \), and so \( FS(V_n) \leq G_n \). The normality of \( FS(V_n) \) in \( G_n \) follows from the fact that conjugation preserves cycle structure, so any conjugate in \( Sym(V_n) \) of a finitary permutation must also be finitary. \( \square \)

Lemma 3.1 tells us that the derived subgroup \( G'_n \) is a finitary group, as we see below.

Corollary 3.1. \( G'_n \leq FS(V_n) \)

Proof. Let \( s, t \) be distinct elements of \( \{1, 2, \ldots, n\} \). We show that \([\sigma_s, \sigma_t] \in FS(V_n)\). We may assume that \( t \neq s + 1 \) (mod \( n \)), since this case was dealt with in the proof of Lemma 3.1. Furthermore, since \([\sigma_t, \sigma_s] = [\sigma_s, \sigma_t]^{-1}\) we can assume
without loss of generality that $s \not\equiv t + 1 \pmod{n}$. Hence $\text{supp}(\sigma_s) \cap \text{supp}(\sigma_t) = \{O\}$, and so

$$\begin{align*}
[\sigma_s, \sigma_t] &= \sigma_s \sigma_s^{-\sigma_t} \\
&= \sigma_s \circ (\cdots, v_{s+1,2}, v_{s+1,1}, v_{t+1,1}, v_{s,1}, v_{s,2}, \cdots) \\
&= (v_{s+1,1}, v_{t+1,1}, O) \\
&\in FS(V_n)
\end{align*}$$

Armed with this understanding of the derived subgroup $G'_n$, we can determine a normal form for elements of $G_n$.

**Lemma 3.2.** Let $g \in G_n$. Then $g$ can be written in the form

$$\sigma_1^{s_1} \sigma_2^{s_2} \cdots \sigma_{n-1}^{s_{n-1}} \varepsilon$$

where $s_i \in \mathbb{Z} \ \forall i \in \{1, 2, \cdots, n-1\}$, $\varepsilon \in FS(V_n)$.

**Proof.** Firstly, observe that $\sigma_1 \sigma_2 \cdots \sigma_n = id_{\mathbb{Z}}$ and thus we can write

$$\sigma_n = \sigma_{n-1}^{-1} \circ \sigma_{n-2}^{-1} \circ \cdots \circ \sigma_1^{-1}$$

and so $G_n = \langle \sigma_1, \sigma_2, \cdots, \sigma_{n-1} \rangle$. Let $g \in G_n$ and consider the coset $gFS(V_n)$. Now $gFS(V_n) \in G_n/FS(V_n)$ and since Corollary 3.1 says $G'_n \leq FS(V_n)$, it follows that $G_n/FS(V_n)$ is abelian. The group $G_n/FS(V_n)$ is generated by the set

$$\{\hat{\sigma}_i := \sigma_i FS_n \mid i \in \{1, 2, \cdots, n-1\}\}$$

and since $G_n/FS(V_n)$ is abelian it must be the case that

$$gFS(V_n) = \hat{\sigma}_1^{s_1} \hat{\sigma}_2^{s_2} \cdots \hat{\sigma}_{n-1}^{s_{n-1}}$$

for some $s_1, s_2, \cdots, s_{n-1} \in \mathbb{Z}$. Thus

$$gFS(V_n) = \sigma_1^{s_1} \sigma_2^{s_2} \cdots \sigma_{n-1}^{s_{n-1}} FS(V_n)$$
and so
\[ g = g.id_Z = \sigma_1^{s_1} \sigma_2^{s_2} \cdots \sigma_{n-1}^{s_{n-1}} \varepsilon \]
for some \( \varepsilon \in FS(V_n) \). \( \square \)

Observe that each of the generators of \( G_n \) moves elements of \( V_n \) a distance of at most 1 (here, the distance between two vertices of \( V_n \) is understood to be the length of the shortest path between them). It follows that any permutation \( g \in G_n \) can move elements of \( V_n \) by a bounded amount; in particular if \( g = \sigma_1^{s_1} \sigma_2^{s_2} \cdots \sigma_{n-1}^{s_{n-1}} \varepsilon \) for \( s_1, s_2, \ldots, s_{n-1} \in \mathbb{Z} \) and \( \varepsilon \in FS(V_n) \) then \( g \) can move an element of \( V_n \) a distance at most
\[
\sum_{i=1}^{n-1} |s_i| + M_\varepsilon
\]
where \( M_\varepsilon \) is the maximum distance \( \varepsilon \) moves an element of \( V_n \) (note that \( M_\varepsilon \) is finite because \( \varepsilon \) is a finitary permutation of \( V_n \)). The class of bounded permutations defined below turn out to be important in understanding the cycle structure of elements of \( G_n \).

**Definition 3.6.** Let \( f \) be a bounded permutation of \( V_n \). We say that \( f \) is **ultimately elementary** if for all \( r \in \{1, 2, \cdots, n\} \) there exists \( a_r \in \mathbb{Z} \) such that
\[
f(v_{r,x}) = v_{r,x+a_r}
\]
for all \( x > N \), where \( N \) is some natural number independent of \( r \). We say that \( N \) is the **radius of non-uniformity** for \( f \), and for each \( r \in \{1, 2, \cdots, n\} \) we say that \( a_r \) is the **branch speed** of \( f \) on branch \( X_r \).

In other words, \( f \) moves vertices on the branch \( X_r \) by translation by \( a_r \), as long as we are sufficiently far away from the origin.

**Example 3.1.** Let \( n = 3 \). Then
\[
g = (\cdots, v_{1,3}, v_{1,2}, v_{1,1}, v_{2,1}, v_{2,3}, v_{2,5}, \cdots) \circ (\cdots, v_{3,3}, v_{3,2}, v_{3,1}, O, v_{2,2}, v_{2,4}, v_{2,6}, \cdots)
\]
is ultimately elementary, with \( a_1 = -1 = a_3 \) and \( a_2 = 2 \).
Notice that $g$ from Example 3.1 is equal to $\sigma_2^{-1}\sigma_1 \in G_3$. In fact, it will turn out that every element of $G_n$ is an ultimately elementary permutation. When dealing with an ultimately elementary permutation $f$, it sometimes will be useful to partition the vertex set $V_n$ into two subsets, one of which contains only elements that $f$ translates at the respective branch speeds.

**Remark 3.2.** Since all the radii of uniformity for $f$ are natural numbers, there is a minimal radius of uniformity; call this $N_0$. Define the set

$$\Omega = \{ v_{r,x} \in V_n \mid x \leq N_0 \}$$

In other words, we describe the smallest ball around the origin of $\Gamma_n$, such that every vertex outside this ball is translated by $f$ at the respective branch speeds, and then let $\Omega$ be the vertices of $\Gamma_n$ inside this ball. We call $\Omega$ the ball of non-uniformity.

Let $E_n$ be the set of ultimately elementary permutations on $X$. We can define a function $\phi : E_n \to \mathbb{Z}^n$, $f \mapsto (a_1, a_2, \cdots, a_n)$, where the quantities $a_i$ are defined as in Definition 3.6. Referring back to Example 3.1 once more, observe that for the permutation $g$ we have $a_1 + a_2 + a_3 = 0$. It turns out that a similar equality holds for each element of $G_n$, which motivates the next definition.

**Definition 3.7.** We say that an ultimately elementary permutation $f$ **satisfies the Kirchoff property** if

$$\sum_{k=1}^{n} a_k = 0$$

where $a_1, a_2, \cdots, a_n$ are as defined in Definition 3.6. We denote the set of all ultimately elementary permutations that satisfy the Kirchoff property by $K_n$.

The terminology in Definition 3.7 comes from Kirchoff’s First Law, a physical law concerning the conservation of charge in electrical circuits. It says that at any node in an electrical circuit, the sum of currents flowing into that node is equal to the sum of currents flowing out of that node. If we imagine that the branch speeds of an ultimately elementary permutation $f$ represent the size and direction of currents flowing into a node placed at the origin of $\Gamma_n$, then satisfying the Kirchoff property means that $f$ is a sensible representation that mimics the physical behaviour of the associated circuit.

Observe that $K_n$ is a group; firstly, $id \in K_n$ since $id$ is an ultimately elementary
permutation with \( a_1 = a_2 = \cdots = a_n = 0 \). Secondly \( K_n \) is closed under taking inverses since if \( f \) is an ultimately elementary permutation which moves almost all the vertices of branch \( X_i \) by \( a_i \), then \( f^{-1} \) moves almost all the vertices of branch \( X_i \) by \( -a_i \). Finally, \( K_n \) is closed under composition since if \( f, g \in K_n \) and \( f \) and \( g \) move almost all the vertices of branch \( X_i \) by \( a_i \) and \( b_i \) respectively, then \( g \circ f \) moves almost all the vertices of branch \( X_i \) by \( a_i + b_i \).

**Proposition 3.1.** \( G_n = K_n \)

**Proof.** Firstly, let \( f \in G_n \). Using Lemma 3.2, we can write \( f = \sigma_1^{s_1} \sigma_2^{s_2} \cdots \sigma_{n-1}^{s_{n-1}} \varepsilon \) where \( s_i \in \mathbb{Z} \forall i \in \{1, 2, \cdots, n-1\} \) and \( \varepsilon \in FS(V_n) \). Let \( r \in \{1, 2, \cdots, n\} \).

If \( r \neq 1, n \) then there exists \( N_r \in \mathbb{N} \) such that for all \( k > N_r \),

\[
f(v_{r,k}) = \sigma_{r-1}^{s_{r-1}} \sigma_r^{s_r}(v_{r,k})
\]

and so there exists \( N'_r \in \mathbb{N} \) such that for all \( k > N'_r \)

\[
f(v_{r,k}) = v_{r,k+s_{r-1}-s_r}
\]

Hence for all \( k > N'_r \) the directed distance from \( v_{r,k} \) to \( f(v_{r,k}) \) is

\[
(k + s_{r-1} - s_r) - k = s_{r-1} - s_r =: a_r
\]

If \( r = 1 \), there exists \( N_1 \in \mathbb{N} \) such that for all \( k > N_1 \),

\[
f(v_{1,k}) = \sigma_1^{s_1}(v_{1,k})
\]

and so there exists \( N'_1 \in \mathbb{N} \) such that for all \( k > N'_1 \),

\[
f(v_{1,k}) = v_{1,k-s_1}
\]

so for all \( k > N'_1 \) the directed distance from \( v_{1,k} \) to \( f(v_{1,k}) \) is

\[
(n - s_1) - n = -s_1 =: a_1
\]
If \( r = n \), there exists \( N_n \in \mathbb{N} \) such that for all \( k > N_n \),

\[
f(v_{n,k}) = \sigma_{n-1}^{s_{n-1}}(v_{n,k}) = v_{n,k+s_{n-1}}
\]

and so for all \( k > N_n \) the directed distance from \( v_{n,k} \) to \( f(v_{n,k}) \) is

\[
(n + s_{n-1}) - n = s_{n-1} =: a_n
\]

Hence \( f \) is ultimately elementary with radius of uniformity \( N := \max\{N_1, N_2, \ldots, N_n\} \) and branch speeds \( a_1, a_2, \ldots, a_n \) as defined above. Furthermore,

\[
\sum_{k=1}^{n} a_k = -s_1 + \sum_{k=2}^{n-1} (s_{k-1} - s_k) + s_{n-1} = -s_1 + (s_1 - s_{n-1}) + s_{n-1} = 0
\]

and so \( f \) satisfies the Kirchoff property, in other words \( f \in K_n \).

Conversely, let \( f \in K_n \), so \( f \) is ultimately elementary and \( \sum_{k=1}^{n} a_k = 0 \), where \( a_1, a_2, \ldots, a_n \) are the respective branch speeds. Let

\[
g = \sigma_1^{-a_1} \sigma_2^{-(a_1+a_2)} \cdots \sigma_{n-1}^{-\left(\sum_{i=1}^{n-1} a_i\right)} \in G_n
\]

Let \( N_0 \) be the minimal radius of non-uniformity for \( f \). Notice that for \( k > M_1 = \max\{N_0, a_1\} \), \( g(v_{1,k}) = v_{1,k+a_1} = f(v_{1,k}) \). Furthermore, notice that for \( k > N_0 \), \( g(v_{n,k}) = v_{n,k+a_n} = f(v_{n,k}) \). Finally, notice that for \( r \in \{2, 3, \ldots, n-1\} \) and for \( k > M_r = \max\{N_0, a_r\} \),

\[
g(v_{r,k}) = v_{r,k+(\sum_{k=1}^{r} a_k - \sum_{k=1}^{r-1} a_k)} = v_{r,k+a_r} = f(v_{r,k})
\]

and so \( f \) acts differently to \( g \) on at most a finite number of vertices, i.e. \( f = g \varepsilon \) for some \( \varepsilon \in FS(V_n) \). By Lemma 3.1, \( f \in G_n \). \( \square \)

Recall Example 3.1; we had an ultimately elementary permutation \( g \) of \( G_3 \) consisting of two infinite cycles. Consider the cycle involved in \( g \),

\[
c := (\cdots, v_{1,3}, v_{1,2}, v_{1,1}, v_{2,1}, v_{2,3}, v_{2,5}, \cdots)
\]

Now \( c \) is not an ultimately elementary permutation on \( G_3 \), since whilst \( c \) moves
all vertices of branch $X_2$ of the form $v_{2,2k}$ for $k \in \mathbb{N}$, it does not move vertices of $X_2$ of the form $v_{2,2k+1}$, for $k \in \mathbb{N}$. It follows that $G_n$ is not self-cyclising for all $n \in \mathbb{N}, n \geq 3$.

### 3.3 The generators of Cyc($G_n$), for $n \geq 3$

We turn our attention to Cyc($G_n$). In order to understand this group, we need to understand the cycles involved in elements of $G_n$. Since all the elements of $G_n$ are bounded, it follows that all the cycles involved in elements of $G_n$ are also bounded. We consider a particular type of bounded cycle.

**Definition 3.8.** Let $c$ be a bounded cycle in Sym($V_n$). We say that $c$ is an ultimately elementary cycle if $c$ is finite, or

$$c = (\cdots, v_{r,c+2a}, v_{r,c+a}, v_{r,c}, b_1, b_2, \cdots, b_k, v_{s,d}, v_{s,d+b}, v_{s,d+2b}, \cdots)$$

where $k \in \mathbb{N}, b_1, b_2, \cdots, b_k \in V_n$, $r, s$ are distinct elements of $\{1, 2, \cdots, n\}$ and $a, b, c, d \in \mathbb{N}$.

All of the ultimately elementary cycles are elements of Cyc($G_n$), as we shall see below.

**Theorem 3.1.** Let $c$ be an ultimately elementary cycle. Then $c$ is involved in an element of $G_n$.

**Proof.** If $c$ is a finite cycle then the proof is straightforward: Lemma 3.1 implies that FS($V_n$) is a subgroup of $G_n$, so $c$ is an element of $G_n$. Every cycle is involved in itself, so $c$ is involved in an element of $G_n$.

Assume $c$ is infinite, so

$$c = (\cdots, v_{r,c+2a}, v_{r,c+a}, v_{r,c}, b_1, b_2, \cdots, b_k, v_{s,d}, v_{s,d+b}, v_{s,d+2b}, \cdots)$$

where $r, s$ are distinct elements of $\{1, 2, \cdots, n\}$, $a, b, c, d, k$ are natural numbers and $b_1, b_2, \cdots, b_k$ are elements of $V_n$. The remainder of the proof is quite technical and requires construction of several complicated infinite cycles. To ease the burden on the reader, we intersperse the proof with a worked example to illustrate
what is taking place.

As noted in Remark 3.1, the permutations $\sigma_{k,l}$ are elements of $G_n$ for all $k, l \in \{1, 2, \ldots, n\}$ and so the permutation $h = \sigma_{r,s}^a \sigma_{t,s}^{b-a}$, where $t \in \{1, 2, \ldots, n\}$ distinct from $r$ and $s$, is an element of $G_n$. Furthermore, the cycle

$$\alpha = (\cdots, v_{r,1+2a}, v_{r,1+a}, v_{r,1}, v_{s,a-1}, v_{s,a-1+b}, v_{s,a-1+2b}, \cdots)$$

is involved in $h$. This cycle $\alpha$ moves elements of $X_r$ in its support by translation by $a$ towards the origin, and elements of $X_s$ by translation by $b$ away from the origin, which is also what $c$ does.

**Example 3.2.** Let $n = 3$ and let $c = (\cdots, v_{1,18}, v_{1,13}, v_{1,8}, O, v_{2,4}, v_{2,7}, v_{2,10}, \cdots)$. Using our earlier notation, we have $r = 1$, $s = 2$, $a = 5$ and $b = 3$. In our search to find an element of $G_n$ that $c$ is involved in, we observe that the permutation $h = \sigma_{1,2}^5 \sigma_{3,2}^{-2}$ is an element of $G_n$. Furthermore,

$$h = (\cdots, v_{1,10}, v_{1,5}, O, v_{3,2}, v_{3,4}, \cdots)$$

\[\circ (\cdots, v_{1,11}, v_{1,6}, v_{1,1}, v_{2,4}, v_{2,7}, v_{2,10} \cdots)\]

\[\circ (\cdots, v_{1,12}, v_{1,7}, v_{1,2}, v_{2,3}, v_{2,6}, v_{2,9} \cdots)\]

\[\circ (\cdots, v_{1,13}, v_{1,8}, v_{1,3}, v_{2,2}, v_{2,5}, v_{2,8} \cdots)\]

\[\circ (\cdots, v_{1,14}, v_{1,9}, v_{1,4}, v_{2,1}, v_{3,1}, v_{3,3}, v_{3,5}, \cdots)\]

and so the cycle

$$\alpha = (\cdots, v_{1,11}, v_{1,6}, v_{1,1}, v_{2,4}, v_{2,7}, v_{2,10}, \cdots)$$

is involved in $h$, an element of $G_n$.

Returning to the general analysis, notice that $c$ and $\alpha$ need not have the same support on either of the branches $X_r$ or $X_s$. We can fix this, up to a finite number of vertices, by conjugating $h$ by suitable powers of $\sigma_{r,t}$ and $\sigma_{t,s}$. Let $f = \sigma_{r,t}^{1-c}$ and $g = \sigma_{t,s}^{d-a+1}$. Then $h^fg$ is still an element of $G_n$, and furthermore the cycle

$$\alpha' = \alpha^g = (\cdots, v_{r,c+2a}, v_{r,c+a}, v_{r,c}, v_{s,d}, v_{s,d+b}, v_{s,d+2b}, \cdots)$$
is involved in $hgf$ and differs from $c$ on only a finite number of vertices.

**Example 3.3.** Consider the cycle $c$ and the permutation $h$ as in Example 3.2. Using our earlier notation, we have $a − 1 = 4 = d$ and $c = 8$, so $f = \sigma_{1,3}^{-7}$ and $g = \sigma_{3,2}^0 = id$. Then

\[
\begin{align*}
hgf &= (\cdots, v_{1,17}, v_{1,12}, v_{1,7}, v_{1,5}, v_{1,3}, v_{1,1}, v_{3,1}, v_{3,3}, \cdots) \\
&\circ (\cdots, v_{1,18}, v_{1,13}, v_{1,8}, v_{2,4}, v_{2,7}, v_{2,10}, \cdots) \\
&\circ (\cdots, v_{1,19}, v_{1,14}, v_{1,9}, v_{2,3}, v_{2,6}, v_{2,9}, \cdots) \\
&\circ (\cdots, v_{1,20}, v_{1,15}, v_{1,10}, v_{2,2}, v_{2,5}, v_{2,8}, \cdots) \\
&\circ (\cdots, v_{1,21}, v_{1,16}, v_{1,11}, v_{2,1}, v_{1,6}, v_{1,4}, v_{1,2}, O, v_{3,2}, v_{3,4}, \cdots)
\end{align*}
\]

and the cycle $\alpha' = (\cdots, v_{1,18}, v_{1,13}, v_{1,8}, v_{2,4}, v_{2,7}, v_{2,10}, \cdots)$ is involved in $h$ and disagrees with $c$ only on how it moves $v_{1,8}$ and $O$.

Once again returning to the general analysis, all that remains is to tidy up the finite discrepancies. Write $hgf$ as a product of disjoint cycles, so $hgf = c_1c_2\cdots c_m\alpha'$ for some natural number $m$ and cycles $c_1, c_2, \cdots, c_m$. Assume that $c_1 = (\cdots, a_{-1}, a_0, a_1, \cdots)$ and let

\[
\delta = (v_{r,c}, a_0, a_k)
\]

It follows that $\varphi := hgf\delta \in G_n$ and

\[
\varphi = (\cdots, a_{-2}, a_{-1}, a_0, a_{k+1}, a_{k+2}, \cdots) c_2c_3\cdots c_m\alpha''
\]

where $\alpha'' = (\cdots, v_{r,c+a}, v_{r,c}, a_1, a_2, \cdots, a_k, v_{s,d}, v_{s,d+b}, \cdots)$. Now let

\[
\varepsilon = \prod_{i=1}^{k} (a_i, b_i)
\]

It follows that $\varphi^\varepsilon \in G_n$, and furthermore the cycle

\[
(\alpha'')^\varepsilon = (\cdots, v_{r,c+2a}, v_{r,c+a}, v_{r,c}, b_1, b_2, \cdots, b_k, v_{s,d}, v_{s,d+b}, v_{s,d+2b}, \cdots) = c
\]

is involved in $\varphi^\varepsilon$, an element of $G_n$. \qed
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Example 3.4. Consider the cycle $c$ and permutation $h^{gf}$ as in Example 3.3. Using our earlier notation, $k = 1$ and $c_1 = (\cdots, v_{1,12}, v_{1,7}, v_{1,5}, v_{1,1}, v_{3,1}, v_{3,3}, \cdots)$. Let $\delta = (v_{1,8}, v_{1,3}, v_{1,1})$ and $\varepsilon = (v_{1,1}, O)$. Then

$$
\varphi = h^{gf} \delta = (\cdots, v_{1,17}, v_{1,12}, v_{1,7}, v_{1,5}, v_{1,3}, v_{3,1}, v_{3,3}, v_{3,5}, \cdots)
$$

$$
\circ (\cdots, v_{1,19}, v_{1,14}, v_{1,9}, v_{2,3}, v_{2,6}, v_{2,9}, \cdots)
$$

$$
\circ (\cdots, v_{1,20}, v_{1,15}, v_{1,10}, v_{2,2}, v_{2,5}, v_{2,8}, \cdots)
$$

$$
\circ (\cdots, v_{1,21}, v_{1,16}, v_{1,11}, v_{2,1}, v_{1,6}, v_{1,4}, v_{1,2}, O, v_{3,2}, v_{3,4}, \cdots)
$$

$$
\circ \alpha''
$$

where $\alpha'' = (\cdots, v_{1,18}, v_{1,13}, v_{1,8}, v_{1,1}, v_{2,4}, v_{2,7}, v_{2,10}, \cdots)$. Thus, the cycle $(\alpha'')^\varepsilon = (\cdots, v_{1,18}, v_{1,13}, v_{1,8}, O, v_{2,4}, v_{2,7}, v_{2,10}, \cdots) = c$ is involved in $\varphi^\varepsilon$.

We now show that the converse statement is true; that every cycle involved in an element of $G_n$ is an ultimately elementary cycle.

**Theorem 3.2.** Let $f$ be an element of $G_n$, and suppose that $c$ is a cycle involved in $f$. Then $c$ is an ultimately elementary cycle.

**Proof.** Let $a_1, a_2, \cdots, a_n$ be the respective branch speeds for $f$ as in Definition 3.6, and let $N_0$ be the minimal radius of non-uniformity for $f$. If $c$ is finite, then by definition $c$ is an ultimately elementary cycle, so assume that $c$ is an infinite cycle. Since $c$ is a bounded cycle, there exists $L \in \mathbb{N}$ such that for all $v \in V_n$, $|c(v) - v| < L$. Let

$$
M := \max\{L, N_0\}
$$

and let

$$
\Omega = \{v_{r,x} \in V_n : x \leq M\}
$$

We observe two things about $\Omega$; firstly, $\Omega$ contains all the vertices $v_{r,x}$ of $V_n$ which are moved by $f$ in a way that differs from the ultimate action of $f$ on the branch $X_r$, since $\Omega$ contains the ball of non-uniformity for $f$. Secondly, if $v_{r,x} \not\in \Omega$, then $c(v_{r,x}) \not\in X_s \setminus \Omega$ for any $s \in \{1, 2, \cdots, n\}$, $s \neq r$, because the maximum distance $f$ (and therefore $c$) can move elements of $V_n$ is less than the radius of $\Omega$. Furthermore, observe that $\Omega$ is a finite set.

We may assume, without loss of generality, that there exists $v = v_{r,x} \in \text{supp}(c)$
such that $v \notin \Omega$ and the speed of $f$ on branch $r$ is negative, i.e $a_r < 0$, for the following reasons: it’s clear that we may choose $v \in \text{supp}(c) \setminus \Omega$ because $\Omega$ is a finite set. If all the elements in $\text{supp}(c) \setminus \Omega$ are on branches where $f$ has a positive speed, work with $f^{-1}$ instead. Inverting $f$ changes the sign of all the branch speeds and inverts the cycles in its cycle decomposition, so $c^{-1}$ is involved in $f$. It follows that $\text{supp}(c^{-1})$ must contain an element of the desired form (since the branch speed’s signs have changed), and proving that $c^{-1}$ is ultimately elementary implies that $c$ is also ultimately elementary.

So assume that there exists $v = v_{r,x} \in \text{supp}(c)$ such that $v \notin \Omega$ and $a_r < 0$. We want to show that some power of $c$ moves $v$ to a vertex not in $\Omega$, on a branch where the ultimate action of $f$ is translation away from the origin. In other words, we want to show that for some $k \in \mathbb{N}$, $c^k(v) = v_{s,y}$ where $s \neq r$, $y > M$ and $a_s > 0$. If we can show this, then it follows that $c$ must take the form

$$c = (\cdots, v_{r,x-a_r}, v_{r,x}, b_1, b_2, \cdots b_k, v_{s,y}, v_{s,y+a_s}, \cdots)$$

for some $b_1, b_2, \cdots, b_k \in V_n$, and so $c$ takes the form of an ultimately elementary cycle. This is because both $v_{s,y}$ and $v_{r,x}$ are not in the set $\Omega$. The map $f$ has a positive speed on branch $X_s$ and so $c(v_{s,y}) = f(v_{s,y}) = v_{s,y+a_s}$. Now $v_{s,y+a_s}$ is also not in $\Omega$ and so we know that $f$ (and hence $c$) moves this vertex a distance of $a_s$ away from the origin. This process continues indefinitely, and so the ‘right tail’ of $c$ is determined. A similar line of thinking determines the ‘left tail’ of $c$, except that because the speed of $f$ on branch $r$ is negative, the ultimate action of $f$ on branch $r$ determines which vertex is mapped to $v_{r,x}$ by $c$, rather than to which vertex $c$ maps $v_{r,x}$. The assumption that $c^k(v_{r,x}) = v_{s,y}$ explains the remaining ‘central part’ of $c$.

So assume that for all $k \in \mathbb{N}$, $c^k(v)$ is either in $\Omega$, or is in $X_t \setminus \Omega$ for some $t \in \{1, 2, \cdots, n\}$ where $a_t < 0$. Notice that applying $c$ to a vertex in $\text{supp}(c) \setminus \Omega$ translates that vertex in a way determined by the respective branch speed of $f$. In particular, $v$ is translated $|a_r|$ places in the direction of the origin. Since there are only finitely many vertices in $\Gamma_n$ that are between $v$ and $\Omega$ and $|a_r| > 0$, there exists $k \in \mathbb{N}$ such that $c^k(v) \notin X_r \setminus \Omega$. Since the radius of $\Omega$ is greater than the
maximum distance $c$ moves any element of $V_n$, it must be that $c^k(v) \in \Omega$. Now $c$ is an infinite cycle and $\Omega$ is a finite set, so there exists $l \in \mathbb{N}$ such that $c^{k+l}(v) \notin \Omega$. By assumption, $c^{k+l}(v) = v_{t,z}$ for some $t \in \{1, 2, \cdots, n\}, z > M$ and $a_s < 0$. By the same reasoning as above, there exists $m \in \mathbb{N}$ such that $c^m(c^{k+l}(v)) \in \Omega$. Again by the reasoning above, some power of $c$ moves $v$ to a vertex not in $\Omega$, on a branch with negative branch speed. We can see that this process of $c$ moving into and out of $\Omega$ will continue indefinitely, but this contradicts the fact that $\Omega$ is a finite set. Hence our original assumption was incorrect, and there exists $k \in \mathbb{N}$ such that $c^k(v) = v_{s,y}$ where $s \in \{1, 2, \cdots, n\}, y > M$ and $a_s > 0$. Therefore $c$ is an ultimately elementary cycle by the previous reasoning.

## 3.4 The cyclizer of $G_n$, for $n \geq 3$

Theorems 3.1 and 3.2 tell us that $\text{Cyc}(G_n)$ is generated by $G_n$, along with all the ultimately elementary cycles. What group is this? To understand $\text{Cyc}(G_n)$ it will help to re-interpret the definition of an ultimately elementary permutation.

**Definition 3.9.** Let $\Gamma_n$ be a labelled $n$-branched star with vertex set $V_n$. For all distinct pairs $r, s \in \{1, 2, \cdots, n\}$ let $Y_{r,s}$ be the induced subgraph of $\Gamma_n$ with vertex set $V(X_r) \cup V(X_s) \cup \{O\}$ (where the subscripts are counted modulo $n$). When $r \equiv s - 1 \mod n$ we write $Y_s$ instead.

For all distinct pairs $r, s \in \{1, 2, \cdots, n\}$, the graph $Y_{r,s}$ is graph isomorphic to $\Gamma_2$ via the bijection $\varphi_{r,s} : \mathbb{Z} \rightarrow Y_{r,s}$,

$$\varphi_{r,s}(z) = \begin{cases} v_{s,z} & z > 0 \\ O & z = 0 \\ v_{r,-z} & z < 0 \end{cases}$$

If $r \equiv s - 1 \mod n$, then we write $\varphi_s$ instead. Since $\varphi_{r,s}$ is a bijection for each distinct pair $r, s \in \{1, 2, \cdots, n\}$, if $f$ is a permutation of $\mathbb{Z}$, then $f^{\varphi_{r,s}}$ is a permutation of $Y_{r,s}$. Recall that $G_2$ is the subgroup of $\text{Sym}(\mathbb{Z})$ generated by $\sigma : \mathbb{Z} \rightarrow \mathbb{Z}$, $\sigma(z) = z + 1$ for all $z \in \mathbb{Z}$. These two observations motivate the following:
Definition 3.10. Let \( r, s \in \{1, 2, \cdots, n\} \) be distinct, and let \( g \) be a permutation of \( Y_{r,s} \). We say that \( g \) is elementary on \( Y_{r,s} \) if \( g = f^{\sigma_{r,s}} \) for some \( f \in G_2 \).

Now every element of \( G_2 \) is of the form \( f : \mathbb{Z} \to \mathbb{Z}, f(z) = z + a \) for some \( a \in \mathbb{Z} \), and so a permutation \( g \in \text{Sym}(Y_{r,s}) \) is elementary if it acts on \( Y_{r,s} \) by translating every vertex of \( Y_{r,s} \) by a fixed distance in the same direction.

Let \( f \) be an ultimately elementary permutation, with branch speeds \( a_1, a_2, \cdots, a_n \) and radius of non-uniformity \( N \in \mathbb{N} \). For each \( s \in \{1, 2, \cdots, n\} \) let \( f_s \) be the element of \( G_2 \) such that

\[
f_s : \mathbb{Z} \to \mathbb{Z}, f_s(z) = z + a_s
\]

Observe that the ultimate action of \( f \) on branch \( s \) is identical to the elementary permutation \( f_s^{\sigma_s} \in \text{Sym}(Y_s) \); specifically,

\[
\forall x > N, \ f(v_{s,x}) = f_s^{\sigma_s}(v_{s,x})
\]

Conversely, if there exists \( N \in \mathbb{N} \) and for all \( s \in \{1, 2, \cdots, n\} \) there exists \( f_s \in G_2 \) such that \( f(v_{s,x}) = f_s^{\sigma_s}(v_{s,x}) \) for all \( x > N \), then \( f \) is ultimately elementary, with radius of non-uniformity \( N \) and branch speeds \( a_1, a_2, \cdots, a_n \), where \( f_s(z) = z + a_s \) for all \( z \in \mathbb{Z} \). It follows from this that the definition below is an equivalent definition of an ultimately elementary permutation.

Definition 3.11. Let \( f \) be a permutation of \( V_n \). We say that \( f \) is ultimately elementary if there is \( N \in \mathbb{N} \) and there is \( f_s \in G_2 \) for each \( s \in \{1, 2, \cdots, n\} \) such that

\[
f(v_{s,x}) = f_s^{\sigma_s}(v_{s,x}) \forall x > N
\]

Recalling the theory for the cyclizer chain of \( G_2 \) in [8], \( \text{Cyc}(G_2) \) is generated by powers of \( \sigma : \mathbb{Z} \to \mathbb{Z}, \sigma(z) = z + 1 \) (the elements of \( G_2 \)) and the elementary permutations (the cycles involved in elements of \( G_2 \)); this group is the group of modular permutations of \( G_2 \). In the case where \( n \geq 3 \), \( G_n \) is the group of permutations whose ultimate actions on a branch of \( G_n \) are identical to some power of \( \sigma \), and the cycles involved in these elements are cycles whose ultimate actions on a branch of \( G_n \) are identical to an elementary permutation of \( \mathbb{Z} \). These
observations suggest that $G_{\text{mod}}$, the modular permutations of the integers, might be related to the cyclizer series of $G$, and motivates the following definition.

**Definition 3.12.** Let $s \in \{1, 2, \cdots, n\}$ and let $g$ be a permutation of $Y_s$. We say that $g$ is modular on $Y_s$ if $g = f^{s}$ for $f \in G_{\text{mod}}$.

This definition allows us to generalise the concept of a modular permutation to the group $G_n$.

**Definition 3.13.** Let $f$ be a bounded permutation of $V_n$. We say that $f$ is ultimately modular on $V_n$ if there exists $N > 0$ and $f_1, f_2, \cdots, f_n \in G_{\text{mod}}$ such that for all $x > N$,

$$f(v_{s,x}) = v_{s,f_s(x)}$$

For each $s \in \{1, 2, \cdots n\}$ we call $f_s$ the branch action of $f$ on $X_s$, and we call $N$ a radius of non-modularity for $f$.

In other words, a bounded permutation $f$ of $V_n$ is ultimately modular if the action of $f$ on branch $X_s$ is identical almost everywhere to the action of a modular permutation of $Y_s$. Notice that an ultimately modular permutation of $V_2$ is a permutation with modular ends, in the sense of Fiddes’ thesis [8]. This observation will be relevant for section 4.2.

If $f$ is ultimately modular on $V_n$ with branch actions $f_1, f_2, \cdots, f_n$ respectively, then by definition there exists $m_1, m_2, \cdots, m_n \in \mathbb{Z}$ such that $f_s(x + m_s) = f_s(x) + m_s$ for all $x \in \mathbb{Z}$. It follows that for all $x > N$,

$$f(v_{s,x+m_s}) = v_{s,f_s(x)+m_s}$$

Also note that if $f \in \text{Sym}(V_n)$ is ultimately elementary then $f$ is ultimately modular, because $G_{\text{mod}}$ is the cycliser of $G_2$, and therefore contains $G_2$. The ultimate action of $f$ on any branch of $\Gamma_n$ is identical to some element of $G_2$, so the ultimate action is identical to some element of $G_{\text{mod}}$, which means $f$ is ultimately modular on $V_n$.

Denote the set of all ultimately modular permutations of $V_n$ by $M_n$. As might be expected, $M_n$ is a group for each $n \geq 3$. 
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Lemma 3.3. \( M_n \) is a group for each \( n \in \mathbb{N}, n \geq 3 \).

Proof. Firstly, \( id_{V_n} \) is an ultimately modular permutation, with all branch actions equal to \( id_{\mathbb{Z}} \) and with radius of non-modularity 0. Secondly, if \( f \) is an ultimately modular permutation with branch actions \( f_1, f_2, \ldots, f_n \) and radius of non-modularity \( N \), then \( f^{-1} \) is ultimately modular with branch actions \( f_1^{-1}, f_2^{-1}, \ldots, f_n^{-1} \) and radius of non-modularity \( N \). Finally, if \( g \) is also an ultimately modular permutation, with branch actions \( g_1, g_2, \ldots, g_n \) and radius of non-modularity \( N' \), then \( f \circ g \) is ultimately modular with branch actions \( f_1 \circ g_1, f_2 \circ g_2, \ldots, f_n \circ g_n \) and radius of non-modularity \( \max\{N, N'\} \).

The following two results show that \( \text{Cyc}(G_n) = M_n \), confirming our suspicions that the modular permutations of \( \mathbb{Z} \) are related to the cyclizer series of \( G_n \), and reminding us of the result of Cameron, that \( \text{Cyc}^3(\mathbb{Z}) \) is the group of permutations with modular ends; in fact we can view the following two lemmas as a generalisation of this result of Cameron.

Lemma 3.4. \( \text{Cyc}(G_n) \leq M_n \)

Proof. It suffices to show that all the generators of \( \text{Cyc}(G_n) \) are ultimately modular. Recall that \( \text{Cyc}(G_n) \) is generated by the ultimately elementary permutations that satisfy the Kirchoff property, along with the ultimately elementary cycles. As we observed above, every ultimately elementary permutation is ultimately modular, so we just have to show that the ultimately elementary cycles are ultimately modular. The ultimate action of an ultimately elementary cycle is identical to either \( id_{\mathbb{Z}} \) or an elementary permutation of \( \mathbb{Z} \). Both \( id_{\mathbb{Z}} \) and the elementary permutations are contained in \( G_{\text{mod}} \), and so an ultimately elementary cycle is ultimately modular. Hence \( \text{Cyc}(G_n) \leq M_n \).

For the next result it will be necessary to generalise Remark 3.2 for the ultimately modular permutations. Let \( f \) be an ultimately modular permutation. Since all the radii of non-modularity for \( f \) are natural numbers, there is a minimal radius of non-modularity: call it \( N_0 \). Define the set

\[
\Omega = \{v_{r,x} \in V_n | x \leq N_0\}
\]

As in the ultimately elementary case, we are describing the smallest ball around the origin of \( \Gamma_n \), such that every vertex outside this ball is moved by \( f \) according
to the respective branch action, and then let $\Omega$ be the vertices of $\Gamma_n$ inside this ball. As in Remark 3.2, we call $\Omega$ the **ball of non-modularity**.

Now we can prove the reverse containment of Lemma 3.4.

**Lemma 3.5.** $M_n \leq \text{Cyc}(G_n)$

**Proof.** Let $f$ be a modular permutation of $V_n$, with branch actions $f_1, f_2, \cdots, f_n$ and radius of non-modularity $N$. We first consider the case where $f_2 = f_3 = \cdots = f_n = \text{id}_\mathbb{Z}$. In this case, consider the modular permutation $f_1 \in G_{\text{mod}}$. We show that $f_1$ has zero flow. Recall that a permutation $g \in \text{Sym}(\mathbb{Z})$ has zero flow if the net flow $\phi_x(g) = 0$ for some $x \in \mathbb{Z} + \frac{1}{2}$. Assume for contradiction that $f_1$ does not have zero flow, and let $x \in \mathbb{Z} + \frac{1}{2}$. Without loss of generality, assume that $\phi_x^-(f_1) > 0$; if not, work with $f_1^{-1}$ instead as if $f_1^{-1}$ has zero flow, then $f_1$ also has zero flow. Let $\Omega$ be the ball of non-modularity for $f_1$, and let $z$ be an element of the set \{ $y \in \mathbb{Z}$ : $y > x, f_1(y) < x$ \}. Notice that there is no $k \in \mathbb{N}$ such that $f_1^k(z) > x$, because if there were then $\phi_x^+(f_1) = \phi_x^-(f_1)$, which implies $\phi_x(f_1) = 0$, which contradicts our original assumption. Let

$$\Delta = \{v_{1,y} : M < y < x\}$$

Since $\Delta$ is finite, there exists $k \in \mathbb{N}$ such that $f_1^k(v_{1,z}) \notin X_1 \setminus \Omega$. Since the only branch action of $f$ that is not $\text{id}_\mathbb{Z}$ is $f_1$, it follows that $f_1^k(v_{1,z}) \in \Omega$. Now $\Omega$ is a finite set and so there exists $l \in \mathbb{N}$ such that $f_1^{k+l}(v_{1,z}) \notin \Omega$. The only possibility is that $f_1^{k+l}(v_{1,z}) \in \Delta$, since all the branch actions of $f$ except for $f_1$ are $\text{id}_\mathbb{Z}$, and $\phi_x^-(f_1) \neq 0$. It’s clear that this process of moving between $\Omega$ and $\Delta$ will continue indefinitely, as $f_1$ is an infinite permutation. However, this contradicts the finiteness of $\Delta$ and $\Omega$, and so $f_1$ must have zero flow, i.e. $f_1 \in G_{\text{mod}}$.

Theorem 2.3 tell us that $G_{\text{mod}}$ is simple, and so it follows that $G_{\text{mod}}$ is perfect, i.e. we can write every element of $G_{\text{mod}}$ as a product of commutators in $G_{\text{mod}}$. Therefore we can write

$$f_1 = \prod_{i=1}^{k} [a_i, b_i]$$
where \( k \in \mathbb{N} \) and the permutations \( a_i \) and \( b_i \) are elements of \( G_{\text{mod}} \) for each \( i \in \{1, 2, \cdots, k\} \). We will use this decomposition to show that \( f \in \text{Cyc}(G_n) \). Notice that if \( g \in G_{\text{mod}} \) then \( g \) can be written as a product of elementary permutations of \( \mathbb{Z} \), i.e.

\[
g = e_1 e_2 \cdots e_m
\]

where \( m \in \mathbb{N} \) and \( e_1, e_2, \cdots, e_m \) are elementary. Furthermore, if \( e \) is an elementary permutation of \( \mathbb{Z} \) and \( r, s \in \{1, 2, \cdots, n\} \) are distinct then, considering it as permutation of \( V_n \), \( e^{\phi_{r,s}} \) is an ultimately elementary cycle. Therefore, when considered as a permutation of \( V_n \),

\[
g^{\phi_{r,s}} = e_1^{\phi_{r,s}} e_2^{\phi_{r,s}} \cdots e_m^{\phi_{r,s}}
\]

is a product of ultimately elementary cycles and hence is an element of \( \text{Cyc}(G_n) \).

In particular, this means that for \( k \in \mathbb{N} \) the permutation

\[
f' := \prod_{i=1}^{k} [a_i^{\phi_1}, b_i^{\phi_2, 1}]
\]

is an element of \( \text{Cyc}(G_n) \). Now \( f' \) agrees with \( f \) on all but a finite number of vertices and so we can write \( f = f' \circ \epsilon \) for some \( \epsilon \in FS(V_n) \). We have seen that \( f' \in \text{Cyc}(G_n) \) and since \( FS(V_n) \leq G_n \leq \text{Cyc}(G_n) \) we have that \( \epsilon \in \text{Cyc}(G_n) \), hence \( f \in \text{Cyc}(G_n) \).

Now let \( f \in M_n \), i.e. \( f \) is an ultimately modular permutation of \( V_n \). Assume the branch actions of \( f \) are \( f_1, f_2, \cdots, f_n \). We shall exhibit a decomposition of \( f \) into a product of elements of \( \text{Cyc}(G_n) \), using the above arguments to help do so. Consider the permutation \( (f_n^{-1})^{\phi_n} \in \text{Sym}(Y_n) \). Since \( f_n \) is a modular permutation of \( \mathbb{Z} \) it follows that \( (f_n^{-1})^{\phi_n} \) is ultimately modular, when we consider it a permutation of \( V_n \). Let \( f_n' := (f_n^{-1})^{\phi_n} \). Then \( f \circ f_n' \) is also ultimately modular and the branch actions of \( f \circ f_n' \) are \( f_1, f_2, \cdots, f_{n-2}, g_{n-1}, id_\mathbb{Z} \) for some \( g_{n-1} \in G_{\text{mod}} \).

Now consider \( (g_{n-1}^{-1})^{\phi_{n-1}} \); considered as a permutation of \( V_n \) this is an ultimately modular permutation. If we define \( f_n' := (g_{n-1}^{-1})^{\phi_{n-1}} \) then \( f \circ f_n' \circ f_n' \in M_n \) and the branch actions of this permutation are \( f_1, f_2, \cdots, f_{n-2}, g_{n-2}, id_\mathbb{Z}, id_\mathbb{Z} \) for
some $g_{n-2} \in G_{\text{mod}}$. It follows that we may continue this process until we construct an element $h := f \circ f'_1 \circ f'_{n-1} \circ \cdots \circ f'_2 \in M_n$ such that $f'_i \in M_n$ for each $i \in \{2, 3, \cdots, n\}$ and the branch actions of $h$ are $h_1, \text{id}_Z, \text{id}_Z, \cdots, \text{id}_Z$ for some $h_1 \in M_n$. Therefore $h$ is a permutation of the form discussed above, and so using those arguments we know that $h \in \text{Cyc}(G_n)$. It follows that

$$f = h \circ (f'_2)^{-1} \circ (f'_3)^{-1} \circ \cdots \circ (f'_n)^{-1} \in \text{Cyc}(G_n)$$

and so we are done.

\[\square\]

**Corollary 3.2.** \(\text{Cyc}(G_n)\) is the group of ultimately modular permutations of \(V_n\).

Now that we have determined \(\text{Cyc}(G_n)\), the sensible next step is to determine \(\text{Cyc}^2(G_n)\). To do this we need to understand the cycles involved in \(\text{Cyc}(G_n)\), i.e. the cycles involved in ultimately modular permutations of \(V_n\). It will be useful during this analysis to have a tidy way of writing down an infinite cycle of \(V_n\). If \(c\) is such a cycle, we can always write it in the form

$$c = (\cdots, v_{-2}, v_{-1}, v_0, v_1, v_2, \cdots)$$

where \(v_0\) is any element in \(\text{supp}(c)\), and \(v_i := c^i(v_0)\) for each non-negative integer \(i\). The following result is a useful property of infinite cycles involved in bounded permutations of \(V_n\).

**Proposition 3.2.** Let \(f\) be a bounded permutation of \(V_n\), and let \(c\) be an infinite cycle involved in \(f\). Then there exists \(r, s \in \{1, 2, \cdots, n\}\) such that

$$c = (\cdots, v_{r,x_1}, v_{r,x_2}, v_{r,x_1}, v_i, v_{i+1}, \cdots, v_{j-1}, v_j, v_{s,y_1}, v_{s,y_2}, v_{s,y_3}, \cdots)$$

for some integers \(x_1, x_2, \cdots\) and \(y_1, y_2, \cdots\) and where \(v_i, v_{i+1}, \cdots, v_j\) are vertices of \(\Gamma_n\).

**Proof.** Write \(c\) in the form \((\cdots, v_{-2}, v_{-1}, v_0, v_1, v_2, \cdots)\) as outlined above. Note that \(c(v) = f(v)\) for all \(v \in \text{supp}(c)\) since \(c\) is involved in \(f\), and so \(v_i = f^i(v_0)\) for all integers \(i\). Therefore \(c\) must be bounded, because if it was not then \(f\) would not be bounded either. Let \(M\) be a bound for \(c\). Since \(c\) is infinite, the Dirichlet principle tell us that its support must have infinite intersection with one of the
branches of $\Gamma_n$; assume this branch is $X_s$. It follows from the boundedness of $c$ that if $v = v_{s,x} \in V(X_s) \cap \text{supp}(c)$ with $x > M$, that $c(v) \in v(X_s) \cap \text{supp}(c)$ also. All but finitely many elements of $V(X_s) \cap \text{supp}(c)$ satisfy this condition, and so the sequence $(c^k(v_0))_{k=-\infty}^{\infty}$ contains infinitely many consecutive terms from $v(X_s) \cap \text{supp}(c)$. This means that either the ‘right tail’, ‘left tail’ or ‘both tails’ of $c$ are exclusively vertices from $V(X_s) \cap \text{supp}(c)$, i.e. either $c$ takes the form

$$(\cdots, v_{s,x_3}, v_{s,x_2}, v_{s,x_1}, v_i, v_{i+1}, v_{i+2}, \cdots)$$

for some $i \in \mathbb{Z}$; or $c$ takes the form

$$(\cdots, v_{j-2}, v_{j-1}, v_j, v_{s,y_1}, v_{s,y_2}, v_{s,y_3}, \cdots)$$

for some $j \in \mathbb{Z}$; or $c$ takes the form

$$(\cdots, v_{s,x_2}, v_{s,x_1}, v_i, v_{i+1}, \cdots v_{j-1}, v_j, v_{s,y_1}, v_{s,y_2}, \cdots)$$

for some $i, j \in \mathbb{Z}$, $i \leq j$. If $c$ is of the last form then the result is proven. If $c$ is of one of the first two forms, notice that the relevant ‘tail’ contains all but finitely many elements of $V(X_s) \cap \text{supp}(c)$, and so by the Dirichlet principle there is a branch $X_r$ where $r \neq s$ such that $V(X_r) \cap \text{supp}(c)$ is infinite. Using the boundedness of $c$ and the same logic as above we deduce that the sequence $(c^k(v_0))_{k=-\infty}^{\infty}$ contains infinitely many consecutive terms from $V(X_r) \cap \text{supp}(c)$, and so $c$ must either be of the form

$$(\cdots, v_{r,x_2}, v_{r,x_1}, v_i, v_{i+1}, \cdots v_{j-1}, v_j, v_{s,y_1}, v_{s,y_2}, \cdots)$$

or be of the form

$$(\cdots, v_{s,x_2}, v_{s,x_1}, v_i, v_{i+1}, \cdots v_{j-1}, v_j, v_{r,y_1}, v_{r,y_2}, \cdots)$$

for some $i, j \in \mathbb{Z}$, $i \leq j$, which proves the result. \hfill \Box

Notice that every modular permutation is bounded, because the set of distances from $v$ to $f(v)$, where $v$ ranges across all of $V_n$, is finite. If $f$ is a ultimately modular permutation of $V_n$ and $c$ is an infinite cycle involved in $f$ then $c$ is
bounded, because \(c(v) = f(v)\) for all \(v \in \text{supp}(c)\) and so if \(c\) was not bounded then \(f\) would not be bounded either. This next result is in some sense a generalisation of Proposition 2.2.

**Proposition 3.3.** Let \(f\) be an ultimately modular permutation of \(V_n\), and suppose that \(c\) is an infinite cycle involved in \(f\). Then \(c\) is an ultimately modular permutation of \(V_n\).

**Proof.** As in Proposition 3.2, let \(v_0 \in \text{supp}(c)\) and for each non-negative integer \(i\) let \(v_i = c^i(v_0)\), so \(c = (\cdots, v_{-2}, v_{-1}, v_0, v_1, \cdots)\). Proposition 3.2 implies that we can write \(c\) in the form

\[
(\cdots, v_{r,x_3}, v_{r,x_2}, v_{r,x_1}, v_{i}, v_{i+1}, \cdots, v_{j-1}, v_{j}, v_{s,y_1}, v_{s,y_2}, v_{s,y_3}, \cdots)
\]

for some \(r, s \in \{1, 2, \cdots, n\}\) and integers \(i, j\) with \(i \leq j\). Assume that the branch action of \(f\) is \((f_1, f_2, \cdots, f_n)\) and the modulus of \(f_i\) is \(m_i\), for each \(i \in \{1, 2, \cdots, n\}\). We deal first with the case where \(r \neq s\). By the Dirichlet principle, there exists \(a, b \in \mathbb{Z}\) such that \(a < b\), \(y_b \equiv y_a \mod m_s\) and \(c := b - a\) is minimal. Similarly, there exists \(\alpha, \beta \in \mathbb{Z}\) such that \(\alpha < \beta, x_\beta \equiv x_\alpha \mod m_r\) and \(\gamma := \beta - \alpha\) is minimal. Since \(y_\alpha\) and \(y_\beta\) are congruent modulo \(m_s\), there exists \(l \in \mathbb{Z}\) such that \(y_b = y_a + lm_j\). Similarly, there exists \(k \in \mathbb{Z}\) such that \(x_\beta = x_\alpha + km_r\). For notational convenience, define \(p_r := km_r\) and \(p_s := lm_s\). Define the following cycles of the integers:

\[
c_r = (\cdots, x_{\gamma-1-p_r}, x_{\gamma-p_r}, x_1, x_2, \cdots, x_{\gamma}, x_{1+p_r}, x_{2+p_r}, \cdots)
\]

and

\[
c_s = (\cdots, y_{c-1-p_s}, y_{c-p_s}, y_1, y_2, \cdots, y_{c}, y_{1+p_s}, y_{2+p_s}, \cdots)
\]

We want to show that \(c_r\) and \(c_s\) are modular permutations of \(\mathbb{Z}\), then show that \(c\) is modular with branch actions \(c_r\) and \(c_s\) on the branches that \(c\) has infinite support. We can show that \(c_r\) and \(c_s\) are modular on \(\mathbb{Z}\) directly, by doing long-hand calculations to check by definition that \(c_r\) and \(c_s\) have moduli \(p_r\) and \(p_s\) respectively, but there is a nicer way. Considering \(c_r\) first, notice that \(c_r\) is a cycle involved in the branch action \(f_r\): There is a cycle involved in \(f_r\) that has an identical ‘right tail’ to \(c_r\). Since \(f_r\) is modular on \(\mathbb{Z}\), the remaining behaviour on the ‘left tail’ of this cycle is determined by the modular structure of \(f_r\). The cycle
$c_r$ is the ‘extension’ of this modular structure onto the ‘left tail’, and agrees with this cycle in question on the ‘right tail’, so this cycle is $c_r$. Similarly, $c_s$ is a cycle involved in the branch action $f_s$. Since $f_r$ and $f_s$ are modular permutations of $Z$, Proposition 2.2 implies that $c_r$ and $c_s$ are modular on $Z$. Furthermore, it’s clear that for all $z > y_1$ that $c(v_{s,z}) = v_{s,c_s(z)}$ and for all $z > x_1$ that $c(v_{r,z}) = v_{r,c_r(z)}$ and so $c$ is modular on $V_n$. It remains to deal with the case $r = s$. In this case, define

$$
c' = c_r^{-1} \circ c_s
$$

$$
= (\cdots, x_2+p_r, x_1+p_r, x_\gamma, x_\gamma-1, \cdots, x_1, x_\gamma-p_r, x_\gamma-1-p_r, \cdots)
$$

$$
\circ (\cdots, y_c-1-p_s, y_c-p_s, y_1, y_2, \cdots, y_c, y_1+p_s, y_2+p_s, \cdots)
$$

We have already seen that $c_r$ and $c_s$ are modular on $Z$ and so $c'$ must also be modular on $Z$. Furthermore it is straightforward to see that $c(v_{r,z}) = v_{v,c'_{c(z)}}$ for all $z > \max\{x_1, y_1\}$. Therefore $c$ is modular on $V_n$ and the result is proved. \hfill \Box

Proposition 3.3 gives us an understanding of the infinite cycles involved in elements of $\text{Cyc}(G_n)$, but what about the finite cycles? We already know from Lemma 3.1 that the group $FS(V_n)$ is a normal subgroup of $G_n$. Therefore all the finitary permutations of $V_n$ are contained in $\text{Cyc}(G_n)$, and so in particular all the finite cycles involved in elements of $\text{Cyc}(G_n)$ are contained in $\text{Cyc}(G_n)$. These two observations imply that every cycle involved in an element of $\text{Cyc}(G_n)$ is also an element of $\text{Cyc}(G_n)$, and so $\text{Cyc}^2(G_n)$ is generated by precisely $\text{Cyc}(G_n)$. Therefore, this means that:

**Theorem 3.3.** $\text{Cyc}(G_n)$ is cycle-closed, i.e.

$$\text{Cyc}^2(G_n) = \text{Cyc}(G_n)$$

This result is in agreement with the results about the cyclizer chain of $Z$: In the case of $Z$, the cyclizer chain ends at $\text{Cyc}^3(G_n)$, which is the group of ultimately modular permutations of $Z$. In the case of $G_n$, the cyclizer chain again ends at the group of ultimately modular permutations on $G_n$, but we reach this group two steps earlier than in the case of $Z$. 
Chapter 4

Additional theory about groups acting on \(n\)-branched stars

4.1 Flow on \(n\)-branched stars

Recall that when we studied the integers as a permutation group acting on itself in Chapter 2, we defined a property of elements of this group called the flow of an element; in essence the flow of an element \(f\) is the net movement \(f\) causes in the positive direction. It turns out that there is a very natural generalisation of this concept to the group \(G_n\) acting on an \(n\)-branched star that we studied in Chapter 3.

Definition 4.1. Let \(\Gamma_n\) be a labelled \(n\)-branched star with vertex set \(V_n\) and let \(g \in \text{Sym}(V_n)\). For each \(x \in \mathbb{N} + \frac{1}{2}\) and each \(r \in \{1, 2, \cdots, n\}\) define

\[
A_{r,x} = \{v \in V_n : v = v_{r,y}, y > x\}
\]
\[
B_{r,x} = V_n \setminus A_{r,x}
\]
\[
= \{v \in V_n : v = v_{r,y}, y < x\}
\]
\[
\cup \{v \in V_n : v = v_{s,y}, s \neq r\} \cup \{O\}
\]

Then define

\[
\phi^i_{r,x}(g) = |\{v \in V_n : v \in A_{r,x}, g(v) \in B_{r,x}\}|
\]
\[
\phi^o_{r,x}(g) = |\{v \in V_n : v \in B_{r,x}, g(v) \in A_{r,x}\}|
\]
Definition 4.2. Let $g \in \text{Sym}(V_n)$. If $\phi_{r,x}^i(g), \phi_{r,x}^o(g)$ are finite for all $r \in \{1,2,\cdots,n\}$ and for all $x \in \mathbb{N} + \frac{1}{2}$, then we say that $g$ is a finite flow permutation (or that $g$ has finite flow). If $g$ has finite flow then we define $\phi_{r,x}(g) = \phi_{r,x}^o(g) - \phi_{r,x}^i(g)$, and we call $\phi_{r,x}(g)$ the net flow of $g$ on the branch $X_r$.

Next we show that flow is constant along any branch of $V_n$.

Lemma 4.1. Let $g \in \text{Sym}(V_n)$. Let $r \in \{1,2,\cdots,n\}$, let $x \in \mathbb{N}$ and assume $\phi_{r,x}^i(g)$ and $\phi_{r,x}^o(g)$ are finite, and that the net flow of $g$ at $x$ on $X_r$ is $p$. Then $\forall y \in \mathbb{N} + \frac{1}{2}$, $\phi_{r,y}^i(g), \phi_{r,y}^o(g)$ are finite and the net flow of $g$ at $y$ on $X_r$ is $p$.

Proof. Let $y \in \mathbb{N} + \frac{1}{2}$. If $y = x$ there is nothing to prove, so firstly we assume that $y < x$. Define

$$S = \{v \in V_n : v = (r,z), y < z < x\}$$

Now $S$ is a finite set and $g$ is a bijection, so

$$|\{v \in S : g(v) \notin S\}| = |\{v \notin S : g(v) \in S\}|$$  \hspace{1cm} (4.1)

Then

$$\phi_{r,y}^o(g) = |\{v \in B_{r,y} : g(v) \in A_{r,y}\}|$$
$$= |\{v \in B_{r,y} : g(v) \in A_{r,x}\}| + |\{v \in B_{r,y} : g(v) \in S\}|$$
$$= |\{v \in B_{r,x} : g(v) \in A_{r,x}\} - |\{v \in S : g(v) \in A_{r,x}\}| + |\{v \in B_{r,y} : g(v) \in S\}|$$
$$< \infty$$

since $S$ is finite and $g$ is a bijection. Similarly,

$$\phi_{r,y}^i(g) = |\{v \in A_{r,y} : g(v) \in B_{r,y}\}|$$
$$= \phi_{r,x}^i(g) - |\{v \in A_{r,x} : g(v) \in S\}| + |\{v \in S : g(v) \in B_{r,y}\}|$$
$$< \infty$$
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since \( S \) is finite and \( g \) is a bijection. Furthermore,
\[
p = \phi^o_{r,x}(g) - \phi^i_{r,x}(g) \\
= \phi^o_{r,y}(g) + \{v \in S : g(v) \in A_{r,x}\} - \{v \in B_{r,y} : g(v) \in S\} \\
- \phi^i_{r,y}(g) - \{v \in A_{r,x} : g(v) \in S\} + \{v \in S : g(v) \in B_{r,y}\} \\
= \phi^o_{r,y}(g) - \phi^i_{r,y}(g) + \{v \in S : g(v) \not\in S\} - \{v \not\in S : g(v) \in S\} \\
= \phi^o_{r,y}(g) - \phi^i_{r,y}(g)
\]
since \( V_n = A_{r,x} \cup B_{r,y} \cup S \), and because of Equation 4.1. The argument for \( y > x \) is similar, with the roles of \( x \) and \( y \) reversed.

It therefore makes sense to talk about the flow of \( g \) on an entire branch. Define the net flow on \( X_r \), \( \phi_r(g) = \phi^o_{r,x}(g) - \phi^i_{r,x}(g) \) for any \( x \in \mathbb{N} + \frac{1}{2} \). Let \( FF_n \) be the set of finite flow permutations of \( V_n \).

**Definition 4.3.** We define the map \( \phi : FF_n \to \mathbb{Z}^n \), where for all \( g \in FF_n \),
\[
\phi(g) = (\phi_1(g), \phi_2(g), \ldots, \phi_n(g))
\]

**Lemma 4.2.** \( \phi(g \circ f) = \phi(f) + \phi(g) \)

*Proof.* Let \( f, g \in FF_n \) and let \( r \in \{1, 2, \cdots, n\} \). We show that \( \phi_r(g \circ f) = \phi_r(f) + \phi_r(g) \). Now
\[ \phi_{r,\frac{1}{2}}^o(g \circ f) = \left\{ v \in V_n : v \in B_{r,\frac{1}{2}}, g \circ f(v) \in A_{r,\frac{1}{2}} \right\} \]
\[ = \left\{ v \in V_n : v \in B_{r,\frac{1}{2}}, f(v) \in A_{r,\frac{1}{2}}, g \circ f(v) \in A_{r,\frac{1}{2}} \right\} \]
\[ + \left\{ v \in V_n : v \in B_{r,\frac{1}{2}}, f(v) \in B_{r,\frac{1}{2}}, g \circ f(v) \in A_{r,\frac{1}{2}} \right\} \]
\[ = \left\{ v \in V_n : v \in B_{r,\frac{1}{2}}, f(v) \in A_{r,\frac{1}{2}}, g \circ f(v) \in B_{r,\frac{1}{2}} \right\} \]
\[ - \left\{ v \in V_n : v \in B_{r,\frac{1}{2}}, f(v) \in B_{r,\frac{1}{2}}, g \circ f(v) \in B_{r,\frac{1}{2}} \right\} \]
\[ + \left\{ v \in V_n : v \in B_{r,\frac{1}{2}}, f(v) \in B_{r,\frac{1}{2}}, g \circ f(v) \in A_{r,\frac{1}{2}} \right\} \]
\[ = \phi_{r,\frac{1}{2}}^o(f) - c_1 + \left\{ v \in V_n : f^{-1}(v) \in B_{r,\frac{1}{2}}, v \in B_{r,\frac{1}{2}}, g(v) \in A_{r,\frac{1}{2}} \right\} \]
\[ = \phi_{r,\frac{1}{2}}^o(f) - c_1 + \phi_{r,\frac{1}{2}}^o(g) \]
\[ - \left\{ v \in V_n : f^{-1}(v) \in A_{r,\frac{1}{2}}, v \in B_{r,\frac{1}{2}}, g(v) \in A_{r,\frac{1}{2}} \right\} \]
\[ = \phi_{r,\frac{1}{2}}^o(f) - c_1 + \phi_{r,\frac{1}{2}}^o(g) \]
\[ - \left\{ v \in V_n : v \in A_{r,\frac{1}{2}}, f(v) \in B_{r,\frac{1}{2}}, g \circ f(v) \in A_{r,\frac{1}{2}} \right\} \]
\[ = \phi_{r,\frac{1}{2}}^o(f) - c_1 + \phi_{r,\frac{1}{2}}^o(g) \]

Similarly, \( \phi_{r,\frac{1}{2}}^i(g \circ f) = \phi_{r,\frac{1}{2}}^i(f) - c_2 + \phi_{r,\frac{1}{2}}^i(g) - c_1 \) and so

\[ \phi_r(g \circ f) = \phi_{r,\frac{1}{2}}^o(g \circ f) - \phi_{r,\frac{1}{2}}^i(g \circ f) \]
\[ = (\phi_{r,\frac{1}{2}}^o(f) - \phi_{r,\frac{1}{2}}^i(f)) + (\phi_{r,\frac{1}{2}}^o(g) - \phi_{r,\frac{1}{2}}^i(g)) \]
\[ = \phi_r(f) + \phi_r(g) \]

and hence \( \phi(g \circ f) = \phi(f) + \phi(g) \).

\[ \square \]

**Theorem 4.1.** \( FF_n \leq \text{Sym}(V_n) \)

**Proof.** Clearly \( id_X \) has finite flow because \( \phi_r^o(id_X) = \phi_r^i(id_X) = 0 \forall r \in \{1, 2, \cdots, n\} \).

If \( f, g \) have finite flow then Lemma 4.2 implies that \( g \circ f \) also has finite flow (since \( \phi_r(g \circ f) = \phi_r(f) + \phi_r(g) \forall r \in \{1, 2, \cdots, n\} \) and \( \phi_r(f), \phi_r(g) \) are finite). Finally if \( f \) has finite flow, then \( \phi_r^o(f^{-1}) = \phi_r^i(f) \) and \( \phi_r^i(f^{-1}) = \phi_r^o(f) \) and so \( \phi_r(f^{-1}) = -\phi_r(f) \). Hence \( f^{-1} \) has finite flow.

\[ \square \]
Lemma 4.2 and Theorem 4.1 imply that the map $\phi$ is a homomorphism. Notice that $FF_n$ is cycle-closed, since every cycle involved in an element of $FF_n$ has finite flow on $V_n$.

## 4.2 Modular permutations on $n$-branched stars

Now that we have a generalisation of the concept of flow for permutations of $V_n$, we can consider what results about the flow of permutations of $Z$ might generalise as well. Recall that Theorem 2.3 says that $G_{\text{mod}}(0)$, the group of zero flow, modular permutations of $Z$ is simple. Can we generalise this to a result about permutations of $X_n$? Recall that $G_{\text{mod}}$ is in fact $\text{Cyc}(Z)$, and so $G_{\text{mod}}(0)$ can also be thought of as the group of zero flow permutations in $\text{Cyc}(Z)$. Is it the case that the group of zero flow permutations in $\text{Cyc}(G_n)$ is simple?

It is clear that $M_n$, the group of ultimately modular permutations of $V_n$, is a subgroup of $FF_n$, because $M_n$ is a subgroup of the group of bounded permutations of $V_n$, which in turn is a subgroup of $FF_n$. Thus the concept of the flow of an element of $M_n$ makes sense; in particular, we have a subgroup of $M_n$ consisting of the elements of $M_n$ with zero flow (if you like, the kernel of the map $\phi_{|M_n} : M_n \to Z_n$). We denote this group $M_n(0)$. Since $M_n = \text{Cyc}(G_n)$, the question we wish to know the answer to is actually this: is $M_n(0)$ simple?

This question is actually very easily answered in the negative, as $FS(V_n)$, the group of finitary permutations of $V_n$, is a normal subgroup of $M_n(0)$ by Lemma 3.1. The next question would be: how 'close' to being simple is $M_n(0)$? To answer this, we investigate the quotient group $M_n(0)/FS(V_n)$.

**Theorem 4.2.** $M_n(0)/FS(V_n) \cong \prod_{i=1}^{n-1} G_{\text{mod}}(0)$, for all $n \in \mathbb{N}$, $n \geq 3$.

**Proof.** Define a function $\Phi : M_n(0) \to \prod_{i=1}^{n-1} G_{\text{mod}}(0)$, $\Phi(f) = (f_1, f_2, \ldots, f_{n-1})$, where for all $s \in \{1, 2, \ldots, n-1\}$, $f_s$ is the branch action of the ultimately modular permutation $f$ on the branch $X_s$. Each of the branch actions is a modular permutation on $Z_s$, and furthermore they have zero flow. This is due to the following argument: Assume that $f_s$ does not have zero flow for some $s \in \{1, 2, \ldots, n-1\}$, so $\phi_x(f_s) = p \neq 0$ for all $x \in \mathbb{Z} + \frac{1}{2}$. Let $x \in \mathbb{N} + \frac{1}{2}$ such that $x > M + N$, where
$M$ is a bound for $f$, and $N$ is a radius of non-modularity for $f$. Assume that $\phi^+_x(f_s) = q$, and so logically $\phi^-_x(f_s) = p - q$. Assume that $x_1, x_2, \cdots x_q$ are the integers that satisfy $x_i < x < f_s(x)$ for all $i \in \{1,2,\cdots,q\}$ and that $y_1, y_2, \cdots y_{p-q}$ are the integers that satisfy $f_s(y_i) < x < y_i$ for all $i \in \{1,2,\cdots,p-q\}$. Due to the choice of $x$, it means that any integer moved by $f$ past $x$ both starts and finishes on branch $X_s$, at a distance of more than $N$ from the origin. This means that $\phi_{s,x}(f) = \phi^+_x(f_s)$ and $\phi_{s,x}(f) = \phi^-_x(f_s) = p - q$, hence $\phi_{s,x}(f) = p \neq 0$, which contradicts our assumption that $f$ has zero flow. This argument shows that $\Phi$ is well-defined. We now show that $\Phi$ is a surjective homomorphism with kernel $FS(V_n)$.

In the proof of Lemma 3.3, we saw that if $f, g \in M_n$ with branch actions $f_1, f_2, \cdots, f_n$ for $f$ and $g_1, g_2, \cdots, g_n$ for $g$, then $f \circ g \in M_n$ and has branch actions $f_1 \circ g_1, f_2 \circ g_2, \cdots, f_n \circ g_n$. It follows from this that

$$\Phi(f \circ g) = (f_1 \circ g_1, f_2 \circ g_2, \cdots, f_{n-1} \circ g_{n-1})$$

$$= (f_1, f_2, \cdots, f_{n-1})(g_1, g_2, \cdots, g_{n-1})$$

$$= \Phi(f)\Phi(g)$$

so $\Phi$ is a homomorphism. Notice that $f \in FS(V_n)$ if, and only if, the branch actions of $f$ are all $id_Z$, which happens if, and only if, $\Phi(f) = (id_Z, id_Z, \cdots, id_Z)$, which happens iff $f \in \text{Ker } \Phi$. Hence $FS(V_n) = \text{Ker } \Phi$. It remains to show that $\Phi$ is surjective; to do this we need to define a collection of maps $\psi_i$ for $i \in \{1,2,\cdots,n-1\}$, that convert a modular permutation of $\mathbb{Z}$ into a modular permutation of $V_n$. Define $\psi_i : G_{\text{mod}} \to M_n$, where $\psi_i(f) : V_n \to V_n$ is the following map:

$$\psi_i(f)(v_{r,z}) = \begin{cases} 
  v_{r,z} & r \neq i, n \\
  v_{i,f(z)} & r = i \\
  v_{n,-f(z)} & r = n
\end{cases}$$

**Example 4.1.** Let $n = 5$, and let

$$f = \cdots (-5, -3, -4)(-2, 0, 1)(1, 3, 2)(4, 6, 5) \cdots$$
Then
\[ \psi_1(f) = \cdots (v_{n,5}, v_{n,3}, v_{n,4})(v_{n,2}, O, v_{n,1})(v_{1,1}, v_{1,3}, v_{1,2})(v_{1,4}, v_{1,6}, v_{1,5}) \cdots \]

and
\[ \psi_4(f) = \cdots (v_{n,5}, v_{n,3}, v_{n,4})(v_{n,2}, O, v_{n,1})(v_{4,1}, v_{4,3}, v_{4,2})(v_{4,4}, v_{4,6}, v_{4,5}) \cdots \]

The maps \( \psi_i \) are well-defined (i.e. \( \psi_i(f) \in M_n \) for all \( f \in G_{\text{mod}} \)): the branch action of \( \psi_i(f) \) on any branch except \( X_i \) or \( X_n \) is clearly \( \text{id}_Z \). Its straightforward to see that the branch action of \( \psi_i \) on \( X_i \) is \( f \), and furthermore the branch action of \( \psi_i(f) \) on \( X_n \) is the reflection of \( f \) about 0, i.e. the branch action is \( f^\tau \), where \( \tau : Z \to Z, \tau(z) = -z \). This implies that \( \Phi(\psi_i(f_i)) = (id_Z, \cdots, id_Z, f_i, id_Z, \cdots, id_Z) \).

Let \( (f_1, f_2, \cdots f_{n-1}) \in \prod_{i=1}^{n-1} G_{\text{mod}}(0) \). Along with the fact that \( \Phi \) is a homomorphism, we see that
\[
\Phi(\psi_1(f_1) \circ \psi_2(f_2) \circ \cdots \circ \psi_{n-1}(f_{n-1})) = \Phi(\psi_1(f_1))\Phi(\psi_2(f_2)) \cdots \Phi(\psi_{n-1}(f_{n-1}))
= (f_1, id_Z, \cdots, id_Z, f_2, id_Z, \cdots, id_Z)
\cdots (id_Z, \cdots, id_Z, f_{n-1})
= (f_1, f_2, \cdots f_{n-1})
\]

and so \( \Phi \) is surjective. Hence \( \Phi \) is a surjective homomorphism with kernel \( FS(V_n) \), and so by the First Isomorphism Theorem we have \( (M_n)_0/FS(V_n) \cong \prod_{i=1}^{n-1} G_{\text{mod}}(0) \). \( \square \)

Recall that Theorem 2.3 says that \( G_{\text{mod}}(0) \) is simple, and so by Theorem 4.2 \( M_n(0) \) is a direct product of isomorphic simple groups. Proposition 1.1 implies that \( M_n(0) \) is a characteristically simple group. So although \( M_n(0) \) is not simple, it is an extension of a finite group by a characteristically simple group.

Examining the proof of Theorem 4.2 we can see that the result also holds for \( n = 2 \). Recall that \( M_2 = ME \), the group of modular permutations of \( Z \) with modular ends, we have

\textbf{Corollary 4.1.} \( ME(0)/FS(Z) \cong G_{\text{mod}}(0) \)

Thus \( ME(0) \) is an extension of a finitary group by a simple group.
4.3 Decisive permutations

In this section, we introduce a generalisation of a finite flow permutation of $V_n$, called a **decisive permutation**. These permutations form a subgroup of $\text{Sym}(V_n)$, which turns out to be the normalizer of the group of finite flow permutations of $V_n$ in the full symmetric group. As usual, let $\Gamma_n$ be a labelled $n$-branched star, and denote its vertex set by $V_n$, and its branches by $X_1, X_2, \ldots, X_n$. Recall that we denote the group of finite flow permutations of $V_n$ by $\text{FF}_n$.

**Definition 4.4.** Let $f \in \text{Sym}(V_n)$ and $r, s \in \{1, 2, \ldots, n\}$. We say that $f$ sends branch $X_r$ to branch $X_s$ if $f(v) \in V(X_s)$ for all but finitely many $v \in V(X_r)$. We say that $f$ is **decisive** if for all $r \in \{1, 2, \ldots, n\}$ there exists $s \in \{1, 2, \ldots, n\}$ such that $f$ sends $X_r$ to $X_s$.

**Example 4.2.** Let $n = 3$. The permutation

$$f : V_n \to V_n, f(v) = \begin{cases} v_{2,x} & v = v_{1,x}, \ x > 5 \\ v_{1,x} & v = v_{2,x}, \ x > 5 \\ v & \text{otherwise} \end{cases}$$

is decisive.

Notice that if $f$ has finite flow on $\Gamma_n$ then $f$ is decisive, because each branch is sent to itself. However a decisive permutation need not have finite flow on $G$, as illustrated by Example 4.2.

**Definition 4.5.** Let $f \in \text{Sym}(V_n)$. We say that $f$ is a **branch transposition** if $\exists r, s \in \{1, 2, \ldots, n\}$ such that

$$f(v) = \begin{cases} v_{s,x} & v = v_{r,x}, \ x \in \mathbb{N} \\ v_{r,x} & v = v_{s,x}, \ x \in \mathbb{N} \\ v & \text{otherwise}. \end{cases}$$

We define $P_n$ to be the group generated by the branch transpositions, and call the elements of $P_n$ the **branch permutations**.

Clearly all the branch permutations are decisive, because $X_r$ is sent to $X_s$ and vice versa, and all other branches are sent to themselves. As the name suggests
we can think of the elements as permuting the branches of $\Gamma_n$, and it can be easily shown that $P_n$ is isomorphic to $S_n$. We shall now see that the elements of $P_n$ are the only ‘complicated’ decisive maps.

**Lemma 4.3.** Let $f \in \text{Sym}(V_n)$. Then $f$ is decisive if, and only if, $f = g\sigma$, where $g$ is a branch permutation and $\sigma \in FF_n$.

**Proof.** Firstly assume $f = g\sigma$, where $g$ is a branch permutation and $\sigma \in FF_n$. Without loss of generality we can assume that $g$ is a branch transposition, since the composition of decisive maps is decisive. Assume $g$ transposes $X_r$ and $X_s$, for some $r, s \in \{1, 2, \ldots, n\}$. Now $\sigma$ has finite flow on $\Gamma_n$, so in particular $|\sigma(V(X_r)) - V(X_r)| < \infty$. In other words $\sigma(v) \in V(X_r)$ for all but finitely many $v \in V(X_r)$. Therefore $g\sigma(v) \in V(X_s)$ for all but finitely many $v \in V(X_r)$. Similarly we have that $g\sigma(v) \in V(X_r)$ for all but finitely many $v \in V(X_s)$. Finally for $t \in \{1, 2, \ldots, n\}$, $t \neq r, s$ we have that $g\sigma(v) \in V(X_t)$ for all but finitely many $v \in V(X_t)$, since $g$ fixes all the vertices of $X_t$. Hence $g\sigma = f$ is decisive.

Conversely, assume that $f$ is decisive. Define a map

$$\psi : \{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, n\}$$

such that $\psi(r) = s$ if, and only if, $f$ sends $X_r$ to $X_s$. We show that this map is bijective, by showing that it is surjective. If $\psi$ were not surjective then there exists $s \in \{1, 2, \ldots, n\}$ such that no $r \in \{1, 2, \ldots, n\}$ satisfies $s = f(r)$. In other words, no branch is sent to $X_s$ by $f$ (in particular $X_s$ is not sent to itself). Since $f$ is decisive, $f(v) \in V(X_s)$ for only finitely many $v \in V_n$. But $f$ is a bijection, so we have a contradiction. Hence $\psi$ is surjective and thus bijective.

Let $g$ be the branch permutation which maps $X_r$ to $X_s$ if, and only if, $f$ sends $X_r$ to $X_s$. By the above argument $f$ permutes the branches of $\Gamma_n$, modulo a finite number of vertices. We therefore construct $\sigma$ as follows: if $v$ satisfies $f(v) = v_{s,x}$ for some $x \in \mathbb{N}$, define $\sigma(v) = v_{r,x}$. If $f(v) = O$, then define $\sigma(v) = O$. $\sigma$ is a well-defined map on $V_n$ and we shall now see that $f = g\sigma$. If $v$ satisfies $f(v) = v_{s,x}$, then

$$g(\sigma(v)) = g(v_{r,x}) = v_{s,x} = f(v)$$
and if \( f(v) = O \), then
\[
g(\sigma(v)) = g(O) = O = f(v)
\]
since \( g \) is a branch permutation.

To complete the proof we need to show that \( \sigma \) is a bijection and has finite flow on \( \Gamma_n \). It is clear that \( \sigma \) is a bijection because we know that \( f = g \sigma \) and that \( f \) and \( g \) are bijections. Now let \( r \in \{1, 2, \ldots, n\} \). Since \( f \) is decisive, \( \exists s \in \{1, 2, \ldots, n\} \) such that \( f(v) \in V(X_s) \), for all but finitely many \( v \in V(X_r) \). The choice of \( g \) implies that \( \sigma(v) = (g^{-1}f)(v) \) for all but finitely many \( v \in V(X_r) \). The choice of \( r \) was arbitrary, and so \( \sigma \) has finite flow on \( \Gamma_n \).

Let \( N \) denote \( N_{\text{Sym}(V_n)}(FF_n) \), i.e. the normaliser of the group of finite flow permutations of \( V_n \) in the full symmetric group. We now show that the decisive permutations are exactly the elements of \( N \).

**Lemma 4.4.** Let \( f \in \text{Sym}(V_n) \). If \( f \) is decisive, then \( f \in N \).

**Proof.** Let \( f \) be decisive. Lemma 4.3 tells us that \( f = g \sigma \) where \( g \) is a branch permutation and \( \sigma \in FF_n \). We will show that \( g \in N \). Let \( s \in \{1, 2, \ldots, n\} \). By the argument in Lemma 4.3, there exists \( r \in \{1, 2, \ldots, n\} \) such that \( g \) maps \( X_r \) to \( X_s \). Let \( \tau \in FF_n \) and consider \( \tau^g \), the conjugate of \( \tau \) by \( g \): We claim that \( \tau^g(v) \in V(X_s) \) holds for all but finitely many \( v \in V(X_s) \).

The condition \( g^{-1}(v) \in V(X_r) \) holds for all \( v \in V(X_s) \) because \( g \) maps \( X_r \) to \( X_s \). Hence the condition \( \tau g^{-1}(v) \in V(X_r) \) holds for all but finitely many \( v \in V(X_s) \) because \( \tau \) has finite flow on \( \Gamma_n \). Hence the condition \( g \tau g^{-1}(v) \in V(X_s) \) holds for all but finitely many \( v \in V(X_s) \) because \( g \) maps \( X_r \) to \( X_s \), and so the claim is true.

The branch \( X_s \) was chosen arbitrarily, and so it follows from the definition that \( \tau^g \in FF_n \), and so \( g \in N \). As \( \sigma \in FF_n \) it follows that \( \sigma \in N \) and so we have that \( f \in N \). 

In proving the next lemma, it will be useful to have a way of ordering subsets of a branch of \( \Gamma_n \). Let \( r \in \{1, 2, \ldots, n\} \), and let \( A \) be a subset of \( V(X_r) \). Order the elements of \( A \) according to their distance from the origin; so \( a_1 \) is the element of \( A \) which is the shortest distance away from the origin, \( a_2 \) the element of \( A \)
which is the second shortest distance away from the origin, and so on. We call this ordering the **natural ordering** of the set $A$. There is no ambiguity in this ordering, as we are only ordering elements of one particular branch of $\Gamma_n$. Now we can proceed with the next result.

**Lemma 4.5.** Let $f$ be a permutation of $V_n$. If $f \in N$, then $f$ is decisive.

**Proof.** We prove that if $f$ is not decisive, then $f \notin N$. Assume that $f$ is not decisive. This means that there is $r \in \{1, 2, \cdots, n\}$ such that the branch $X_r$ is not sent to any branch of $\Gamma_n$ by $f$. In particular, $X_r$ is not sent to itself, and so

$$|\{v \in X_r : f(v) \notin X_r\}| = \infty \quad (4.2)$$

In other words, $f$ moves infinitely many elements of $X_r$ away from that branch. Let $R = \{v \in X_r : f(v) \in X_r\}$, the set of elements of $X_r$ that are not moved to another branch of $\Gamma_n$. We distinguish two cases: $R$ is infinite, and $R$ is finite. Although we shall work with two separate cases, the overall method is the same: construct a finite flow permutation of $V_n$ such that when we conjugate it by $f$, we no longer have a finite flow permutation.

Firstly, consider the case where $R$ is infinite. Condition (4.2) tells us that $f$ moves infinitely many elements of $X_r$ away from that branch, but as there are only a finite number of branches of $\Gamma_n$, there is $s \in \{1, 2, \cdots, n\}$ distinct from $r$ such that $f$ moves infinitely many elements of $X_r$ onto $X_s$. In other words, there is $s \in \{1, 2, \cdots, n\}$ distinct from $r$ such that $\{v \in X_r : f(v) \in X_s\}$ is infinite. Let $S = \{v \in X_r : f(v) \in X_s\}$. Order the sets $R$ and $S$ with the natural ordering, so $R = \{r_1, r_2, \cdots\}$ and $S = \{s_1, s_2, \cdots\}$ where the elements are indexed by increasing distance from the origin. Now we define the key permutation: let $\sigma : V_n \rightarrow V_n$, 

$$\sigma = (\cdots, s_3, r_2, s_2, r_1, s_1, v_{s,1}, v_{s,2}, v_{s,3}, \cdots)$$

The permutation $\sigma$ has finite flow because $\sigma$ moves at most one vertex between any two branches of $\Gamma_n$. Furthermore, for any $v \in f(R)$,
\[ \sigma^f(v) = f\sigma f^{-1}(v) \]
\[ = f\sigma(r_i) \quad \text{for some } i \in \mathbb{N} \]
\[ = f(s_i) \]
\[ \in f(S) \]

Now \( f(R) \) is infinite and is a subset of \( X_r \), but \( f(S) \) is a subset of \( X_s \). Therefore \( \sigma^f \) moves infinitely many vertices of \( X_r \) onto \( X_s \), and so \( \sigma^f \) does not have finite flow. Hence \( f \not\in N \).

Now consider the case where \( R \) is finite. As in the case where \( R \) is infinite, condition (4.2) implies there is \( s \in \{1, 2, \cdots, n\} \) distinct from \( r \) such that \( f \) moves infinitely many elements of \( X_r \) onto \( X_s \); in other words, there is \( s \in \{1, 2, \cdots, n\} \) distinct from \( r \) such that \( \{v \in X_r : f(v) \in X_s\} \) is infinite. However, if \( X_s \) cannot be the only branch that \( f \) moves infinitely many elements of \( X_r \) onto, because if it were then since \( R \) is finite, \( f \) sends \( X_r \) to \( X_s \) which contradicts our original assumption that \( X_r \) is not sent to any branch by \( f \). Therefore there is \( t \in \{1, 2, \cdots, n\} \), distinct from \( r \) and \( s \), such that \( f \) moves infinitely many elements of \( X_r \) onto \( X_t \); i.e. \( \{v \in X_r : f(v) \in X_t\} \) is infinite. Let \( S = \{v \in X_r : f(v) \in X_s\} \) and \( T = \{v \in X_r : f(v) \in X_t\} \), and order these sets with the natural ordering. Now we can define the key permutation: let \( \sigma : V_n \to V_n \),

\[ \sigma = (\cdots, s_3, t_2, s_2, t_1, s_1, v_{s,1}, v_{s,2}, v_{s,3}, \cdots) \]

The permutation \( \sigma \) has finite flow because \( \sigma \) moves at most one vertex between any two branches of \( \Gamma_n \). Furthermore, for any \( v \in f(T) \),

\[ \sigma^f(v) = f\sigma f^{-1}(v) \]
\[ = f\sigma(t_i) \quad \text{for some } i \in \mathbb{N} \]
\[ = f(s_i) \]
\[ \in f(S) \]

Now \( f(T) \) is infinite and is a subset of \( X_t \), but \( f(S) \) is a subset of \( X_s \). Therefore \( \sigma^f \) moves infinitely many vertices of \( X_t \) onto \( X_s \), and so \( \sigma^f \) does not have finite flow. Hence \( f \not\in N \).
In both of the possible cases we have shown that if \( f \) is not decisive, then \( f \not\in N \), therefore the result is proved.

**Corollary 4.2.** Let \( f \in \text{Sym}(V_n) \). Then \( f \) is decisive if, and only if, \( f \in N \).

*Proof.* Lemmas 4.4 and 4.5.

**Theorem 4.3.** Let \( \Gamma_n \) be a labelled \( n \)-branched star for some \( n \in \mathbb{N} \), and let \( V_n \) denote the vertex set of \( \Gamma_n \). Then

\[
N_{\text{Sym}(V_n)}(FF_n)/FF_n \cong S_n
\]

*Proof.* Corollary 4.2 tells us that \( N \) is exactly the set of decisive permutations. Lemma 4.3 tells us that if \( f \) is decisive then it can be written as a composition of a finite flow permutation and a branch permutation \( g \in P_n \). Define a map \( \chi : N \to P_n \) , \( \chi(f) = g \) if, and only if, \( g \) is the branch permutation specified in the proof of Lemma 4.3. It can be easily checked that this map is an epimorphism with kernel \( FF_n \), and we have already noted that \( P_n \cong S_n \).
Chapter 5

Results about the cyclizer series of some interesting infinite permutation groups

In this chapter we investigate some more interesting infinite groups, and determine some information pertaining to their cyclizer series.

5.1 The cyclizer series of the cross group

Let $\Gamma_4$ be a labelled $n$-branched star. Recall from Chapter 3 that

$$\sigma_{r,s} = (\cdots, v_{r,2}, v_{r,1}, O, v_{s,1}, v_{s,2}, \cdots)$$

for all distinct $r, s \in \{1, 2, \cdots, n\}$, and that when $r \equiv s \mod n$ we write $\sigma_r$ instead.

Definition 5.1. We define the cross group to be the permutation group of $V_4$ generated by $\sigma_1$ and $\sigma_3$. We denote the cross group by $G_+.$

The cross group is so called because if we label the branches of $\Gamma_4$ in a certain way, the geometric interpretations of $\sigma_1$ and $\sigma_3$ form a cross. It is clear from the definition that $G_+ \leq G_4$, where $G_4$ is the permutation group on $V_4$ that was studied on Chapter 3, and so $G_+$ consists of ultimately elementary permutations that satisfy the Kirchoff property. However, there are structural differences between
Figure 5-1: Geometric interpretation of the generators of the cross group $G_+$

these two groups; in particular, all the finitary elements of $G_+$ are alternating. This is unlike $G_4$, where a finitary element of $G_4$ can be any finitary permutation of $V_4$.

**Lemma 5.1.** Let $f$ be a finitary permutation of $V_4$, and suppose that $f \in G_+$. Then $f \in \text{Alt}(V_4)$.

**Proof.** A straightforward calculation shows that $[\sigma_1, \sigma_3] = (O, v_{1,1}, v_{4,1})$, and so $[\sigma_1, \sigma_3] \in \text{Alt}(V_4)$. It follows that the derived subgroup $G'_+$ is contained in $\text{Alt}(V_4)$, since $G'_+$ is generated by the commutators of $G$. Therefore, if $g \in G_+$ we can write

$$g = \sigma_1^{s_1} \sigma_3^{s_3} \varepsilon$$

for some $s_1, s_3 \in \mathbb{Z}$ and some $\varepsilon \in G'_+$, because $G_+/G'_+$ is abelian and $G_+$ is
generated by $\sigma_1$ and $\sigma_3$. Due to the above observations about $G'_+$, it follows that $\varepsilon$ is an alternating finitary permutation of $V_4$.

Now $f \in G_+$, so we can write $f = \sigma_1^{s_1}\sigma_3^{s_3}\varepsilon$ with $s_1, s_3, \varepsilon$ as above. It is easy to see that for all $v \in X_1$ a sufficient distance away from the origin,

$$f(v) = \sigma_1^{s_1}(v)$$

because $\varepsilon$ does not move $v$ as $\varepsilon$ is finitary, and powers of $\sigma_3$ do not move $v$ by definition. Furthermore $f$ is finitary and so $f(v) = v$ for all $v \in V_4$ a sufficient distance from the origin. Combining these two observations, we see that for all $v \in X_1$ a sufficient distance away from the origin,

$$\sigma_1^{s_1}(v) = v$$

Since $v \in \text{supp}(\sigma_1)$, if follows that $s_1 = 0$. Similarly,

$$f(v) = \sigma_3^{s_3}(v) = v$$

for all $v \in X_3$ a sufficient distance from the origin, and so as $v \in \text{supp}(\sigma_3)$, it follows that $s_3 = 0$. Hence $f = \varepsilon$, a finitary alternating permutation.

What about the cyclizer series of $G_+$? Observe that both $\sigma_2$ and $\sigma_4$ are contained in $\text{Cyc}(G_+)$: firstly,

$$\sigma_3^{-1}\sigma_1^{-1} = (\cdots, v_{4,2}, v_{4,1}, O, v_{3,1}, v_{3,2}, \cdots)(\cdots, v_{2,2}, v_{2,1}, O, v_{1,1}, v_{1,2}, \cdots)$$

$$= (\cdots, v_{4,2}, v_{4,1}, O, v_{1,1}, v_{1,2}, \cdots)(\cdots, v_{2,2}, v_{2,1}, v_{3,1}, v_{3,2}, \cdots)$$

$$= \sigma_4(\cdots, v_{2,2}, v_{2,1}, v_{3,1}, v_{3,2}, \cdots)$$

so $\sigma_4$ is involved in $\sigma_3^{-1}\sigma_1^{-1}$, and so $\sigma_4 \in \text{Cyc}(G_+)$. Furthermore,

$$\sigma_1^{-1}\sigma_3^{-1} = (\cdots, v_{2,2}, v_{2,1}, O, v_{1,1}, v_{1,2}, \cdots)(\cdots, v_{4,2}, v_{4,1}, O, v_{3,1}, v_{3,2}, \cdots)$$

$$= (\cdots, v_{2,2}, v_{2,1}, O, v_{3,1}, v_{3,2}, \cdots)(\cdots, v_{4,2}, v_{4,1}, v_{1,1}, v_{1,2}, \cdots)$$

$$= \sigma_2(\cdots, v_{4,2}, v_{4,1}, v_{1,1}, v_{1,2}, \cdots)$$

so $\sigma_2$ is involved in $\sigma_1^{-1}\sigma_3^{-1}$, and so $\sigma_2 \in \text{Cyc}(G_+)$. Hence all of the generators of
$G_4$ are contained in $\text{Cyc}(G_+)$, and so $G_4 \leq \text{Cyc}(G_+)$. This fact implies that we have a series of inequalities

$$G_+ \leq G_4 \leq \text{Cyc}(G_+) \leq \text{Cyc}(G_4) \leq \text{Cyc}^2(G_+) \leq \text{Cyc}^2(G_4)$$

But we know from 3.3 that $\text{Cyc}^2(G_4)$ is cycle-closed, i.e $\text{Cyc}^2(G_4) = \text{Cyc}(G_4)$. Due to the series of inequalities above this means that $\text{Cyc}^2(G_+) = \text{Cyc}(G_4)$, i.e.

**Theorem 5.1.** $\text{Cyc}^2(G_+) \text{ is cycle-closed.}$

Hence the cyclizer length of $G_+$ is at most 2.

### 5.2 The infinite ladder graph, and the cyclizer series of a group acting on it

In this section we investigate the cyclizer series of permutation group that arose naturally from a geometric point-of-view. As such, we will be drawing figures often and using them to make definitions, as they will generally be the simplest way to describe what is happening. The permutation group we are interested in is a group of permutations of a new type of graph. We now define this graph.

**Definition 5.2.** Let $S_1$ and $S_2$ be disjoint 2-branched stars. Let $L$ be the graph with vertex set $V(S_1) \cup V(S_2)$ and edge set as shown below in Figure 5-2. We call $L$ the infinite ladder.

![Figure 5-2: Illustration of the edge set of the graph L](image)

In other words, the infinite ladder is the graph union of two distinct 2-branched stars, with an extra set of edges that connect the two ‘pieces’ in a natural way. Next we define the group of permutation of $V(L)$ that we are interested in.
Definition 5.3. Let $\alpha$ be the permutation of $L$ represented by the unbroken arrows in Figure 5-3, $\beta$ be the permutation of $L$ represented by the dashed arrows in Figure 5-3, and $\gamma$ be the permutation of $L$ represented by the dotted arrows in Figure 5-3. We define the ladder group to be the group generated by these three permutations, and we denote the ladder group by $G_L$.

![Figure 5-3: Fragment of the graph $L$ with interpretations of the generators of $G_L$](image)

In other words, $\alpha$ translates vertices on the ‘top line’ of $L$ one place to the right; $\beta$ translates vertices on the ‘bottom line’ of $L$ one place to the right, and $\gamma$ transposes adjacent elements on separate ‘lines’. What is the cyclizer series of $G_L$? In order to help us understand what is going on in this group, we choose a useful labelling of $L$, which is illustrated in Figure 5-4 below. In essence, we

![Figure 5-4: A useful labelling of the graph $L$](image)

label the ‘top line’ with the odd integers, increasing as we head to the ‘right’, so that the origin of $S_1$ is labelled with the integer 1. Then we label the ‘bottom line’ with the even integers, increasing toward the ‘right’, so that the origin of $S_2$ is labelled with the integer 0. Due to this labelling, we may consider $G_L$ to be a permutation group on $\mathbb{Z}$. In particular, under this labelling the generators of $G_L$
may be written as follows:

\[ \alpha = (\ldots - 3, -1, 1, 3, \ldots) \]
\[ \beta = (\ldots - 4, -2, 0, 2, 4, \ldots) \]
\[ \gamma = \ldots (-2, -1)(0, 1)(2, 3) \ldots \]

Now we are in a position to understand the cyclizer of \( G_L \). Firstly, we see that \( FS(\mathbb{Z}) \), the group of finitary symmetric permutations of \( \mathbb{Z} \), is a subgroup of \( \text{Cyc}(G_L) \).

**Lemma 5.2.** \( FS(\mathbb{Z}) \leq \text{Cyc}(G_L) \)

*Proof.* The cycles involved in \( \gamma \) are precisely the transpositions \((2k, 2k + 1)\) for all integers \( k \). As \( \gamma \) is a generator of \( G_L \), it follows that all of these cycles are contained in \( \text{Cyc}(G_L) \). By definition, the cyclizer of \( G_L \) contains all powers of \( \alpha \), and so for all \( k, l \in \mathbb{Z} \) the transpositions \((2k, 2l + 1)\) are contained in \( \text{Cyc}(G_L) \), because they can be written as the conjugate of \((2k, 2k + 1)\) by \( \alpha^{l-k} \). Furthermore, for all \( k, l \in \mathbb{Z} \) we have that \((2k, 2l) = (2k, 2l + 1)^{(2l, 2l+1)}\) and \((2k + 1, 2l + 1) = (2k, 2l + 1)^{(2k, 2k+1)}\), and so all the transpositions of the form \((2k, 2l)\) and \((2k + 1, 2l + 1)\) are also contained in \( \text{Cyc}(G_L) \). Every transposition of two integers will transpose either two odd integers, two even integers, or one odd integer and one even integer, hence every transposition of two integers is contained in \( \text{Cyc}(G_L) \). The group \( FS(\mathbb{Z}) \) is generated by the set of all transpositions of two integers, and so \( FS(\mathbb{Z}) \leq \text{Cyc}(G_L) \). \( \square \)

Next, observe that \( G_{\text{mod}} \), the group of modular permutations of \( \mathbb{Z} \), is a subgroup of \( \text{Cyc}(G_L) \).

**Lemma 5.3.** \( G_{\text{mod}} \leq \text{Cyc}(G_L) \)

*Proof.* A straightforward calculations shows that \( \gamma \alpha = (\ldots, -2, -1, 0, 1, 2, \ldots) \), and since the group \( G_2 \) is generated by \((\ldots, -2, -1, 0, 1, 2, \ldots)\) it follows that \( G_2 \) is a subgroup of \( G_L \). Therefore \( \text{Cyc}(G_2) \) is a subgroup of \( \text{Cyc}(G_L) \). Theorem 1.4 tells us that \( \text{Cyc}(G_2) \) is the group \( G_{\text{mod}} \), and so we are done. \( \square \)

**Corollary 5.1.** \( \text{Cyc}^2(G_2) \leq \text{Cyc}(G_L) \)
Proof. Theorem 1.4 tells us that \( \text{Cyc}^2(G_2) \) is generated by \( G_{\text{mod}} \) and \( FS(\mathbb{Z}) \). Both of these groups are subgroups of \( \text{Cyc}(G_L) \) by Lemma 5.2 and Lemma 5.3 respectively, and therefore \( \text{Cyc}^2(G_2) \) is also a subgroup of \( \text{Cyc}(G_L) \).

A natural question would be: can the inequality in Corollary 5.1 be made into an equality? The answer to this is yes.

Lemma 5.4. \( \text{Cyc}(G_L) \leq \text{Cyc}^2(G_2) \)

Proof. It is easy to check that \( \alpha, \beta \) and \( \gamma \) are modular permutations with modulus 1, and since these three permutations generate \( G_L \), it follows that \( G_L \) is a subgroup of \( G_{\text{mod}} \). Theorem 1.4 implies that \( G_{\text{mod}} = \text{Cyc}(G_2) \), and so \( G_L \) is a subgroup of \( \text{Cyc}(G_2) \). It follows that the cyclizer of \( G_L \) is a subgroup of the cyclizer of \( \text{Cyc}(G_2) \), and so we have the result.

Putting this all together, we have:

Theorem 5.2. \( \text{Cyc}(G_L) = \text{Cyc}^2(G_2) \)

Theorem 1.4 tells us that the cyclizer length of \( G_2 \) is 3, and so the cyclizer length of \( G_L \) is 2.
Chapter 6

Concluding Remarks

There are plenty of open questions that can be addressed regarding the topics touched upon in this work. The cyclizer series of the infinite cyclic group acting naturally on itself has been studied at length. Since the infinite cyclic group can be viewed as a free abelian group of rank 1, a sensible area for further work would be to investigate the cyclizer series of a free abelian group of rank $n$. In fact, we can see that the cross group from Chapter 5 is inherently related to the cyclizer series of the free abelian group of rank $n$.

If we consider the free abelian group of rank $n$ as the direct product of $n$ copies of the integers, then it can be shown that the cycles involved in elements of the induced permutation group (in other words, the group $\mathbb{Z}^n$, take the form

\[(\cdots, a - 2z, a - z, a, a + z, a + 2z, \cdots)\]

for all $a, z \in \mathbb{Z}^n$. The cyclizer of $\mathbb{Z}^n$ is generated in part by these cycles, so we are obviously interested how these cycles act under composition. If we take two cycles of the above form, then there is a natural bijection from the union of their support onto the vertex set of a 4-branched star, such that the two cycles are essentially the two generators of the cross group. This motivates further study into the cross group; in particular finding a normal form for elements of the cyclizer of the cross group would be very useful, as then we would have most of the necessary information to understand how cycles involved in elements of $\mathbb{Z}^n$ interact. This observation also motivates the study of a ‘generalised cross group’,
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where the underlying graph is a 2 branched star with multiple 2-branched stars crossing perpendicularly, rather than just one extra 2-branched star. Studying this natural permutation group of the vertices of this graph would give us information about how any number of cycles involved in the free abelian group of rank $n$ interact. In Chapter 5 we saw that the cyclizer length of the cross group is at most 2: Is it the case that the cyclizer length is exactly 2? Is the cyclizer length of the ‘generalised’ cross group’ also 2?

The other group studied in Chapter 5, the group $G_L$ acting on the infinite ladder $L$, is a good area for further work. Firstly, if we define a ‘generalised infinite ladder’, where instead of taking the union of two copies of a 2-branched star with a particular edge set, we take instead the union of $n$ copies of a 2-branched with the natural generalisation of the edge set (i.e we ‘stack’ the branches horizontally and connect them by all possible vertical edges), then it can be shown that the cyclizer series of the natural generalisation of $G_L$ has an identical cyclizer series to $G_L$. This is achieved by labelling the vertices of the ‘generalised infinite ladder’ by partitioning the integers into their equivalence classes modulo $n$ (as a generalisation of partitioning into even and odd integers when labelling $G_L$), and labelling each of the horizontal pieces with one of the equivalence classes in the natural way. The labelling gives a tidy way of interpreting the generators of the generalised group, and some fairly standard calculations finish the job.

A further observation can be made about $G_L$ and its proposed generalisations: although we constructed these groups from a purely geometrical point-of-view, it is easy to see that $G_L$ is the permutation group induced by the wreath product $C_\infty \wr S_2$, and that the generalised groups are the permutation groups induced by the wreath products $C_\infty \wr S_n$. Therefore the cyclizer series of $C_\infty \wr S_n$ is independent of $n$, and the cyclizer length of all of these wreath products is 2, which is certainly interesting. Wreath products often have very nice representations as permutations of the vertices of a graph, and so investigating the cyclizer series of infinite wreath products seems to be a pertinent area for further research. Perhaps it can be shown that the cyclizer series of any infinite wreath product, where the complement group is $S_n$ for some $n \in \mathbb{N}$, is independent of $n$. 85
In Cameron’s original paper, he conjectured that the maximal cyclizer length for all groups might be 3. Proving this conjecture, or finding a counter-example seems to be an excellent topic of research, as so far almost all the theory for the cyclizer series of an infinite permutation group has been focused on investigating specific groups. The author feels that if this conjecture turns out to be true, then this might be a very challenging problem to solve, because there is so little understood about infinite groups in general.
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