Analysis of battery lifetime extension in a SMES-battery hybrid energy storage system using a novel battery lifetime model
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Abstract—In off-grid wind energy systems batteries often undergo frequent charge discharge cycles, which reduce battery service life. In addition, due to motor start and other high ‘inrush current’ loads batteries can also undergo high rates of discharge which also degrade battery life. In this paper, a superconducting magnetic energy storage and battery hybrid energy storage system is proposed which is beneficial in reducing battery short term power cycling and high discharge currents. To demonstrate system performance, a representative off-grid wind power system model is described in detail which incorporates turbulent wind variations, load variations and energy storage systems. To estimate battery lifetime improvement, a novel battery lifetime model is described which quantifies the impact of both the number of charge/discharge cycles and also the effect rate of discharge. The model is validated using previously reported data. This work advances previous studies by describing the estimated improvement in terms of battery life in a wind energy conversion application by use of superconducting energy storage and by presenting a novel method for doing so. In addition, the proposed battery lifetime model can be potentially used in other applications.
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1. Introduction

The variable nature of wind and fluctuating load profiles make the operation of off-grid wind energy power systems challenging as the load requirement is unlikely to match the available power from the wind resource. To ensure security of supply by preventing the load from being unsupported, some form of energy storage system (ESS) is typically integrated into the system to store power from times when there is a surplus and to release it during a deficit of available power [1]. Typically in remote off-grid power systems, this energy storage system has been a secondary or rechargeable battery [2-4]. One of the main disadvantages of this form energy storage in renewable energy systems has been shown to be a limited cycle-life [2, 5] and sensitivity to high peak discharge rates [6]. For a wind turbine based off grid wind energy conversion system, an ideal ESS would be able to provide both high power and energy capacity to be able to support turbulent wind power gusts and high peak discharge currents and also provide a high cycle life to ensure reliable operation and reduced system costs. Compared with other energy storage technology the principle advantages of SMES are: high power density, high cycle-life, high discharging efficiency and high peak current handling capabilities [1, 7-9]. For this reason, the study presented below proposes the hybridization of superconducting magnetic energy storage and battery energy storage to create a hybrid energy storage system capable of extending battery service life.
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In terms of storage duration, energy storage systems can typically be categorized into short-term
storage systems including flywheels[10], super-capacitors [11] and SMES[12] and long-term systems such as secondary (rechargeable) batteries. Typically long-term storage has a higher energy density but lower power density and cycle life, while short-term energy storage system is characterized by high power capacity[13]. The active combination of two or more energy storage technologies can yield various advantages. In [14, 15] the authors have hybridized short-term and long-term ESSs into electric vehicles achieving higher power, greater energy delivery, longer all-electric range and improving system efficiency. Wei et al. [16] and Sarrias-Mena [17] have introduced a battery/super-capacitor HESS into wind applications to improve overall system efficiency and reduce the system cost by increasing battery life. A SMES/battery HESS is designed in [18] which was successfully used in railway substations to compensate fluctuating loads. Zhou et al. [19] have shown that the combination of short-term ESS and long-term battery energy storage guaranteed a better penetration of renewable energy into the power system. Gee and Dunn in [20] have described a method in which the battery life extension can be improved in an off-grid wind power system using super-capacitors. Also, battery lifetime was successfully predicted in other studies [21-24] using a similar method. However, these studies [20-24] have calculated battery lifetime consumption by only quantifying the impact of charge/discharge cycles in different depth of discharge (DOD) but neglecting the effects of discharging current. Previous work [14-20, 25] has shown that the extension of battery lifetime is one of the biggest advantages of hybridizing battery energy storage with a short term energy storage system. Therefore, the study presented herein, describes a method in which battery life can be extended by use of a superconducting energy storage system. The effect of hybridization is shown to not only in reduce battery charge/discharge cycling but also to reduce peak discharge current. For this reason, this study contributes to and extends previous work by describing a novel means by which the effect of discharge current magnitude can be quantified in terms of battery service life reduction. As the main contribution of this study, the novel battery lifetime model is verified by case studies and results indicate that the improved battery lifetime model gives a more accurate prediction.

2. System design

Fig. 1. Remote wind power system with HESS

A representative dynamic off-grid power system including wind turbine, battery, SMES, power
converters and load has been developed in Matlab/Simulink and used to demonstrate the operation of the HESS (Fig. 1). A model of wind source based on real wind data is established. In addition, the high-frequency turbulence has been added to the wind source model so that to effectively simulate the performance of the variations of wind speed [26]. The wind turbine is modeled based on the commercially available generator model (Table A in Appendix) using the method described in [27]. The power output from the wind turbine is fed to the battery, SMES and load. In this study, a realistic domestic household load profile [20] is used in the off-grid system. The SMES is connected to the DC bus via a DC/DC chopper and it is modeled following the introduction of [12]. SimPower-Systems toolbox in Simulink has offered a battery block to implement a generic dynamic model parameterized to represent rechargeable batteries. In this study, technical characteristics of Li-ion batteries in the HESS are assessed using this model. To enable the long-term simulation of the whole system and reduces computational efforts, the power converters are modeled as equivalent efficiency factors following the method given in [20]. In addition, system control algorithm and sizing study is introduced in this section.

2.1 Control algorithm

In order to reduce the usage of fossil fuels as much as possible, the system is designed such that ESS and wind turbine is sized to match the load at all time. A coordinated control strategy for hybrid energy storage in a remote area wind power system is proposed in this study. The control coordination algorithm takes the different conditions of wind turbine, the various loads, the battery and the SMES into account to prove the benefits of the proposed HESS.
Fig. 2. Control coordination of a SMES-battery HESS in an off-grid wind application

The power control algorithm is shown in Fig. 2:

- During the windy period when the generated power from the wind turbine \( P_w(t) \) is greater than the load demand \( P_L(t) \), the high frequency component \( (P_{HF}) \) of the excess power will charge the SMES; while the battery is charged by the low frequency component \( (P_{LF}) \) of \( \Delta P(t) \). Assuming the rated power of the SMES is \( P_{Sm} \) and that for battery is \( P_{Bmax} \). If the excess power is greater than the summation of \( P_{Sm} \) and \( P_{Bmax} \), the over-charging protection will come into effect and make \( \left| \Delta P(t) \right| = P_{Sm} + P_{Bmax} \). 

- During the generation-deficiency condition where the wind power cannot meet the load demand \( (\Delta P(t) = P_L(t) - P_w(t), \Delta P(t) > 0) \), the HESS is designed to be discharged and support the required power deficit \( \Delta P(t) \). According to the PMA, the battery will deal with the long-term component and SMES will supply the short-term component. The HESS is sized (see Section 5) to be flexible enough to deal with all the situations for a remote area power system. Hence, the HESS can always supply the power deficit.

To sum up, this coordinated control algorithm can guarantee an active combination of two kinds of different ESSs and achieves the following objectives:

- Successfully combined long-term and short-term storage systems achieving a stable and fast HESS.
- Improve the life-cycle of battery by reducing the charge/discharge frequency and lowering high rate of battery discharge current.

The performance of superconducting energy storage system in a battery ESS has already been investigated in [18, 28], but these studies only focused on SMES. Also, the simulation periods (30 minutes in [18], 20 seconds in ) were not long enough to study the performance of battery and interaction between battery and SMES. To study the improvement of battery lifetime in the HESS, two weeks are selected as the time duration in this study.

### 2.2 System sizing study

Based on the described system in Section 1, for a given load and a wind turbine in a remote area, three elements battery and SMES should be sized to balance the power/energy and to mitigate fluctuations. As SMES is a type of short-term energy storage technology, it cannot store much energy [7]. Therefore, it is reasonable to divide the sizing study into two steps. The first step is to do integrated sizing study of battery to guarantee that the load is always met. Secondly, the SMES is sized to make sure the undesired high frequency component is absorbed.

The concept of “Loss of Power Supply Probability” (LPSP) which describes the probability that the load cannot be met is chosen as a reliable measurement for battery sizing study. The LPSP is the ratio of total energy deficit over the total load demand and the LPSP approach has already been used in many studies [29-31]. For a given load and a wind turbine (Table A in Appendix), the battery is sized to be 244Ah using LPSP method.

As illustrated in the control algorithm, SMES is designed to support the high frequency component
(\(P_{HF}\)) of fluctuated power \(\Delta P\). SMES has a high power density and can offer an immediate power supply but unable to store large amount of energy. Therefore, it is reasonable to size the SMES based on the capability of storing energy rather than the power to guarantee the reliability of the HESS. In this paper, two constraints are taken into account to determine the size of SMES and the sizing study is based on the simulation result of the PMA described in Section 3.

Firstly, focusing on the long-term duration, the rated energy capacity of SMES \(E_{SMES}\) should be greater than the integration of power over simulation period as shown in Eq. (4) where the total simulation time is \(T_s\). When \(P_{HF} > 0\), the SMES will be discharged and deliver energy to the system; when \(P_{HF} < 0\), the SMES will be charged and absorb energy.

\[
E_{SMES} \geq \int_0^{T_s} P_{HF} dt \quad (4)
\]

Secondly, considering the single cycle which has the biggest \(P_{HF}\), the rated energy capacity of SMES \((E_{SMES})\) should be greater than the energy that stored or released by the biggest cycle. Hence Eq. (5) can be used to describe another sizing constraint for SMES.

\[
E_{SMES} \geq \int_0^{T_{max}} |P_{HF}|_{max} dt \quad (5)
\]

Where \(|P_{HF}|_{max}\) is the peak value of \(P_{HF}\) and \(T_{max}\) is the biggest cycle period during the simulation time. The energy stored in a SMES coils given in (6) is determined by the current \(I\) flowing the coil and the inductance \(L\) of the coil.

\[
E_{SMES} = LI^2/2 \quad (6)
\]

Due to the good performance\([32]\), the second-generation high-temperature superconductor is selected to design the SMES. The configuration which is determined the coil inductance \(L\) has great impact on the maximal stored energy. Hence, optimal configuration algorithm is done according to \([33]\). Based on the sizing study of SMES, a 2kJ double pancake SMES coil is designed as shown in Fig. 6 and the parameters are shown in Table A.2 with low-pass filter cut-off frequency of 0.002 Hz.

![Design of double pancake coil](image)

Simulation results in Section 7 showed that the 2kJ SMES integrated with 244 Ah battery could meet the requirement of mitigating the fluctuations of wind power and balancing the power supply and load demand.
3. Battery lifetime modeling

The extension of battery lifetime is one of the key metrics for assessing the benefits of a SMES-battery hybrid energy storage system [14-20]. Therefore, it is necessary to incorporate a battery-life prediction model in this research. The life of rechargeable battery is defined as the period that the battery remains serviceable before the predefined minimum capacity (normally 80%) reached. Various kinds of battery-life models are available. However, the capacity fading mechanism is so complicated that it is currently can hardly to create a practical model which considers the extreme non-linearity of many underlying aging processes [34]. Therefore, some simplified battery-life estimation models are developed such as rain-flow cycle counting model [35]. Experiments have been done by Bindner in [36] aiming to compare several battery life models and the results showed that the cycle counting algorithms generate a relatively more accurate prediction.

This method of cycles counting has already been successfully employed in battery lifetime estimation applications [24, 35, 36]. In addition, the battery life prediction method is successfully applied in a commercial program known as HYBIRD2 [21]. However, the previous work simply counted the number of cycles for each level of depth of discharge (DOD, normally refers to the extent to which batteries are discharged). It means that the conventional battery life model only regarded the range of DOD of each cycle as the factor related to battery lifetime, but neglected other factors such as discharging rate. James F. Manwell proposed an improved model in [21] by adding the effect of the mean value of each charge/discharge cycles, but this improved model did not consider the discharging rate which has great impact on the battery life.

Discharging rate is referred as discharging current and often expressed as a Crate by normalized means. Crate is normally regarded as the rate at which a battery is discharged relative to its maximum capacity [37]. Many research works [22, 38-40] have shown higher discharging rates would shorten the battery life dramatically. For example, experiments have been done in [40] to study the capacity fade of Sony 18650 batteries under different Crates. The results showed that battery lost 9.5% of its capacity after the full 300 cycles at 1 Crate, but the number almost doubled for 3 Crate (16.9%). Therefore, the impact of Crate on battery life is so great that should not be neglected.

This paper proposes a novel battery life model which has quantified both the effect battery discharging rate and depth of discharge and gives a more precise prediction for battery lifetime. Error analysis has been done by means of two case studies which comparing the computed results from the novel model with experimental results from two different experiments.

3.1 Rain-flow cycle-counting algorithm

A rain-flow cycle-counting algorithm normally used for analyzing the fatigue data and was firstly used metal fatigue estimation. In this research, this method is used to extract the irregular charging and discharging cycles that the battery experienced during the simulation period.

Simulation result gives an array of DOD which is used as the major inputs in this algorithm. Based on [41], the process for battery cycle-counting can be illustrated in three steps.
• Firstly the variation data of DOD of battery is pre-processed by searching for adjacent data points with reverse polarity so that the local maxima and minima can be found and stored in a matrix. In addition, exact time of occurrence of turning points is stored in the same matrix.
• Secondly, combine these sub-cycles to get full-cycles together with the summing up of the amplitudes and time durations.
• Thirdly, extract the number of cycles in varying amplitude and time duration and store them for later use.

As a result, the complex data can be resolved into a set of equivalent sub-half-cycles and rearranged composing series full-cycles of different amplitude and start-end time. Hence each cycle is stamped by two elements that the depth of discharge and discharging rate (Crate). For a given depth of discharge, the discharging rate can be calculated by Eq. (7)

\[ \text{Crate} = \frac{A}{T/3600} \]  

Where A is the amplitude of DOD, T is the cycle period and 3600 means 3600 seconds in an hour.

3.2 The novel battery life-cycle modeling

For a rechargeable battery, the active substance transformed with each cycle is proportional to the range of discharging [42]. Therefore the deeper the battery is discharged the more life-time will be consumed. Battery manufacturers usually provide the experiment datasheet to describe the relationship between battery cycle life and DOD. Fig. 7 gives a typical Cycles to Failure (CTF) vs. DOD curve obtained by curve fitting using experiment data the for lithium battery from manufacture at a given discharging rate (1 Crate).

![Fig. 7. Cycles to failure vs. DOD curve](image)

Battery CTF is defined as the number of cycles that the battery can be charged and discharged before the end of life condition is reached [20]. For example, as it can be observed in Fig. 7, the battery would undergo over 5000 cycles at 60% DOD before it reached the end of life. Therefore, Battery cycle-counting models are based on the assumption that the charge cycle amplitude determines the fraction of lifetime that is consumed based on CTF vs. DOD curve. A logarithmic polynomial function \( F_{CD} \) is used to describe the relationship between the CTF and the DOD \( F_{CD} = f(CTF, DOD) \):

\[ \text{CTF} = f_{CD}(DOD) = a_0 + a_1DOD^{-1} + a_2DOD^{-2} + a_3DOD^{-3} \quad (0 < DOD \leq 1) \]  

(8)
Where $a_0 - a_3$ are the curve fitting coefficients and respectively, the values for them are -4790, 7427, -1077, 55.4.

Previous work [40, 43, 44] has shown the functional relationship of the capacity retention and discharging current. Based on the experiments that described in [43], this paper defines the function $F_{CC}$ to show that the capacity retention of a Li-ion battery will decrease with the increase of the discharging current $F_{CC} = f(CRate, Capacity)$:

$$Capacity = f_{CC}(Crate) = b_0 + b_1 \times e^{\left(\frac{Crate-b_3}{b_5}\right)^2} \quad (0 < Crate) \quad (9)$$

Where $b_0 - b_3$ are the curve fitting coefficients and respectively, the values for them are 0.8800, 0.0929, -0.0639, -1.3770.

In general, the capacity retention of a Li-ion battery is proportional to the battery life-cycles [45]. Function $F_{CTFC}$ is defined in this study to describe the how the CTF changes with the capacity of Li-ion battery, $F_{CTFC} = f(CTF, Capacity)$:

$$Capacity = f_{CTFC}(CTF) = c_0 + c_1 \times CTF \quad (10)$$

Where $c_0, c_1$ are the curve fitting coefficients and they are -0.00177 and 0.96.

As a result, for a charge/discharge cycle with the given range of DOD and Crate, the objective function can be obtained by combining the Eq. (8)-(10), $F_{CDC} = f(CTF_c, DOD, Crate)$:

$$CTF_c = f_{ND}(DOD) \times f^{-1}_{CTFC}(f_{CC}(Crate)) \quad (11)$$

$CTF_c$ is the corrected CTF number. Define the degradation factor as $\eta$, as the degradation of battery by a charge/discharge cycle at certain range of DOD and Crate, then:

$$\eta = 1/CTF_c \quad (12)$$

The algorithm of the novel battery lifetime model is shown in Fig. 8. As shown in Fig. 8, the rain-flow cycle-counting algorithm processed the data of DOD of battery obtaining the different cycles varying in different ranges of DODs and Crates in a matrix. Take the cycle i as an example: Substitute $DOD_i$ into $F_{CD}$ obtaining the original number of cycles $N_i$. Similarly, $F_{CC}$ generates the capacity fading factor $\epsilon_i(\epsilon_i = f_{CC}(Crate_i))$ at the given Crate_i. This factor is a capacity related factor hence $F_{CTFC}$ is needed to transfer it into a cycle number related factor $\epsilon_i'(\epsilon_i' = f^{-1}_{CTFC}(f_{CC}(Crate_i)))$. The original number $N_i$ multiplied by factor $\epsilon_i'$ resulting in the corrected number of cycles $N_{ic}$ at Crate_i and DOD_i. Therefore the consumed fraction of battery life after the charging/discharging cycle i is $\eta_i = 1/N_{ic}$. The total number of different cycles is n, hence the total degradation D is:
\[ D = \sum_{i=1}^{n} \eta_i \]  

(13)

Assuming the simulation duration is \( T \), hence the battery lifetime can be estimated:

\[ L_B = \frac{T}{D} \]  

(14)

Fig. 8. Algorithm of the novel battery lifetime model

The error analysis of the proposed algorithm is fulfilled by the following case study. It should be noted that the novel battery model is based on the room temperature.
3.3 Case study

The novel battery lifetime model is valued for taking the discharging rate into account. Hence two case studies that based on different experiments have been done to prove the validity of the new model.

2.3.1 Case study 1

The novel battery lifetime model is valued for taking the discharging rate into account. Hence a case study was done to prove the validity of introduce of C-rate. Li-ion battery accelerated aging tests by [22] showed results describing that the normalized capacity retention declined as a function of at different rates and fixed DOD of 0.3. The capacity retention limit is defined as 80%, which means the end of battery life. Based on [22], the experimental battery lifetime at different C-rate can be obtained as shown in Table 2. For example, the experimental battery lifetime as described in Table 2 is 3300 hours by uninterrupted discharging battery in 1.5 C-rate.

<table>
<thead>
<tr>
<th>Crate</th>
<th>Lifetime(h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>8800</td>
</tr>
<tr>
<td>1.2</td>
<td>4300</td>
</tr>
<tr>
<td>1.5</td>
<td>3300</td>
</tr>
<tr>
<td>1.8</td>
<td>2800</td>
</tr>
</tbody>
</table>

Table 2 Experimental Battery lifetime at different Crate[22]

Based on the algorithm illustrated in Fig. 8, if the DOD is set as 0.3 and C-rate as 1.5 the following data can be obtained: (Based on Eq. (7), C-rate=1.5 means that battery is discharged 30% of its capacity in 0.2 hour hence the whole cycle time is 0.4 hour)

<table>
<thead>
<tr>
<th>Original cycle number</th>
<th>Capacity fading factor</th>
<th>Cycle related factor</th>
<th>Corrected cycle number</th>
<th>Consumed fraction $\eta$</th>
<th>Cycle time(h)</th>
<th>Battery life (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10052</td>
<td>0.906</td>
<td>0.86</td>
<td>8600</td>
<td>1.162\times10^{-4}</td>
<td>0.4</td>
<td>3440</td>
</tr>
</tbody>
</table>

Table 3 Calculated data based on the novel model at a given C-rate 1.5

The error between the calculation and experiments is 4.2% which is acceptable. However, if the impact of discharging rate is not considered, the lifetime is 4021 h (cycle time (0.4 h) multiplied by original cycle number (10052)) and the error is 21.8%. Applying the same process to the other three situations, Table 4 and Fig. 9 could be made as followed:

<table>
<thead>
<tr>
<th>Crate</th>
<th>Experimental battery lifetime(h)</th>
<th>Novel model based battery lifetime(h) and error</th>
<th>Cycle time(h)</th>
<th>Previous model based battery lifetime(h) and error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>8800</td>
<td>9185, 4.38%</td>
<td>1.00</td>
<td>10052, 14.2%</td>
</tr>
<tr>
<td>1.2</td>
<td>4300</td>
<td>4430, 3.02%</td>
<td>0.50</td>
<td>5026, 16.8%</td>
</tr>
<tr>
<td>1.5</td>
<td>3300</td>
<td>3440, 4.2%</td>
<td>0.40</td>
<td>4021, 21.8%</td>
</tr>
</tbody>
</table>

Table 4 Comparison of experimental results with the results based on novel battery lifetime model and results from the previous model.
Fig. 9. Comparison of battery lifetimes based on experiments (blue), the novel model (green) and the previous model (red).

Obviously, this new algorithm which has taken the discharging rate into account, is valued for its smaller error and gives a more precise prediction of battery lifetime hence a battery life-cycle model.

2.32 Case study 2

Case study 2 is based on the test described in [40] about capacity fade study of Li-ion batteries at different discharge rates. According to [40], capacity fade of Li-ion batteries cycled up to 300 times using 1C, 2C and 3C discharging rates is quantitatively measured on the Arbin Battery Test System and the electrochemical characterization of the batteries have been studied using the Solartron SI 1255 HF Frequency Response Analyzer. The results show that the capacity losses were estimated as 9.5% at 1C and 13.2% at 2C after 300 fully discharged cycles whereas the number reach to 16.9% at 3C.

In this case study, the battery life or capacity degradation is calculated by both the previous and the novel algorithm following the condition (fully discharged batteries 300 times at 1C, 2C and 3C) described in [40]. Based on the previous method, the capacity degradation remains unchanged as 11.7% at three different Crate. However, using the novel algorithm the estimated capacity degradation is 11.9%, 12.8% and 14.9% at 1C, 2C and 3C, respectively. Fig. 10 compares the estimated data of the two models with the experimental data.
As shown in Fig. 10, the capacity degradation will increase with the growth of Crate in experiment. The prediction given by the novel method shows a similar tendency with the experimental data. However, the capacity fade at all the three Crate is estimated as a same value using the previous method. Therefore, the novel algorithm gives a better estimation of capacity degradation hence an improved battery lifetime prediction model. In addition, as can been seen in Fig. 10, there are still some errors between the experimental data and the prediction data using the novel model. This because of the inherent errors in the proposed test and some other factors that have not been considered in this model such as operation temperatures.

4. Simulation results and discussions

The whole system with control strategies is built in Matlab/Simulink. In order to study the battery life extension in a HESS, two weeks is selected as the simulation period.

![Simulation results for power variations](image)

Fig. 10. Simulation results for power variations: (a) Output power from wind conversion system (b)
Fig. 10 gives the power variations. It is obvious that the power output from the wind turbine contains a large amount of high frequency component as shown in Fig. 10 (a). As can be seen Fig. 10 (a) and (b), the generated power cannot always match the load requirement. Hence, the battery and SMES come to work to deal with the surplus or the deficient power. As the HESS has been designed, the battery is charged and discharged by the low-frequency component while SEMS offers short term high-frequency support to the power difference, as illustrated in Fig. 10(c) and (d). Also, two hours variation are shown in small window in Fig. 10(c) and (d). It can be seen that SMES has dramatically fast response to the high-frequency demand while battery is responsible for the low-frequency demand.

The comparisons of battery in two conditions (battery only ESS and HESS) are shown in Fig. 11 with low-pass filter cut-off frequency of 0.002 Hz. In terms of battery current, mainly two differences can be observed from Fig. 11: compared with battery only ESS, battery current in HESS undergoes significantly fewer polarity reversals and the peak value is relatively smaller than that in battery only ESS. Consequently, the battery in HESS experienced not only quite fewer charge/discharge cycles but also lower DODs as can be seen out in Fig. 11.

![Fig. 11. Simulation results of battery current and DOD: (a) Battery only ESS (b) Battery and SMES HESS (Blue line represents the DOD of battery and red line gives the charge/discharge current)](image)
Fig. 12. Histograms of Number of Cycles in Different DODs: (a) Battery Only ESS, (b) SMES-battery HESS

Histograms to describe the number of battery cycles at different DODs in each system can be obtained by running the improved rain-flow counting algorithm and are shown in Fig. 12.

As it can be observed from Fig. 12 the battery in the HESS experienced extensively fewer small cycles which are characterized by short-range (<0.02) DODs. Also, the depth of each cycle is reduced especially for the large cycles. For example, the DOD of the deepest cycle in battery only energy storage system is 0.53 whereas for the SMES-battery HESS is 0.51. This highlights that not only small charge/discharge cycles of battery but also the peak value of battery discharging can be reduced by using SMES. Furthermore, this paper defines the battery life degradation factor $\eta$ (Eq. (12)) to described to what extent the cycle depredated the battery for a given DOD and $\text{Crate}$. The bigger the factor is, the more damage the battery would undergo. Fig. 13 gives the 3-D plots of all the cycles with different DODs, $\text{Crate}$s and degradation factors experienced by batteries in the two systems during the simulation period.
Fig. 13. 3-D plot describe the degradation factor effected by both DOD and Crate: (a) Battery only ESS, (b) SMES-battery HESS

Fig. 13 gives a visualized tendency of less damage to battery in a HESS. As shown in Fig. 13, the HESS highlights two features compared with the battery only ESS: Firstly, the much narrower region of Y- axis (Crate) means the lower Crate or discharging current; Secondly, the smaller area of the plotted figure and lower value of degradation factors proves the synergic impact of the reduced cycle numbers and the decreased discharging current.

The battery lifetime for each system is determined by the novel battery life-cycle model. In case of battery only ESS, the batteries can be used for 8.7 years whereas for the HESS, the battery lifetime can reach as high as 11.5 years achieving 32.18% increase. A larger time constant of low-pass filter means a lower cut off frequency which results in more extension of battery lifetime. However, a bigger size of SMES results in higher investment and larger power losses. In this paper, the 32.18% improvement of battery lifetime can be achieved by a 2 kJ SMES.

The simulation results and followed analysis above has successfully proved the benefits of the designed SMES-battery HESS. The fluctuation and intermittency of wind power is compensated by the HESS and the load demand is met. Based on the proposed system and the novel battery life-time model, battery lifetime in the SMES-battery hybrid system is quantifiably increased, which is quite meaningful for the applications where battery is expected to be replaced multiple times. It should be figured out that the SMES systems are costly because of the expensive superconductive material cost and this is a disadvantage of the proposed HESS. However, with the continuous developing of
superconductive materials science many published researches [46-49] have shown positive cost-effective analysis of SMES. For the future prospect of SMES and battery HESS, the Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis is presented in Table [12, 18, 48-50].

Table 4 SWOT analysis of SMES and battery HESS

<table>
<thead>
<tr>
<th>Strengths</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>• High response speed (within milliseconds)</td>
<td>• Expensive material cost at the present stage</td>
</tr>
<tr>
<td>• Large power density enabled by SMES</td>
<td>• Need cooling system</td>
</tr>
<tr>
<td>• Large energy density enabled by battery</td>
<td>• Need complicated control to achieve an active integration of SMES and battery</td>
</tr>
<tr>
<td>• High efficiency</td>
<td>• Instability of superconductors in the loss of cooling power</td>
</tr>
<tr>
<td>• Infinite charge and discharge cycles (SMES)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Opportunities</th>
<th>Threats</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Battery lifetime extension</td>
<td>• Quench problems of SMES coil</td>
</tr>
<tr>
<td>• Lower rated energy equipment of SMES resulting in investment reduction</td>
<td>• Limited existing examples and experiences of the SMES and battery HESS</td>
</tr>
<tr>
<td>• Decreasing material cost due to developing materials science</td>
<td>• Impact on the traditional electric device</td>
</tr>
<tr>
<td>• Large power density enable oscillation damping, power factor correction</td>
<td>• Instability of the power electronic devices used for control</td>
</tr>
<tr>
<td>• Large energy density enable energy management function</td>
<td>• Health risk caused by the stray magnetic field</td>
</tr>
</tbody>
</table>

5 Conclusion

This study has investigated the use of a SMES-battery hybrid energy storage system in a small scale off-grid wind power system. A representative dynamic off-grid power system with HESS is established in Matlab/Simulink. SMES and batteries are successfully hybridized achieving a stable and fast-responded HESS to mitigate the fluctuations of wind power and balance the power supply and load demand. A novel battery life-cycle model which has considered both the depth of discharge and discharging rate of battery is proposed and gave a more accurate prediction. The lifetime of battery is improved in the HESS by reducing the charge/discharge frequency and lowering high discharging rate and the extension of battery life is quantified by using the novel battery life-cycle model. Future detailed economic cost-benefit analysis of an optimal matching of HESS with renewable power can be achieved based on the novel battery lifetime model. In addition, the proposed battery lifetime model can be potentially used in other applications.
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Appendix

Table A1 Wind-turbine model parameters

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cut-in Wind Speed</td>
<td>2.5 m/s</td>
</tr>
<tr>
<td>Cut-Out Wind Speed</td>
<td>None</td>
</tr>
<tr>
<td>Rated Power</td>
<td>1000 watts</td>
</tr>
<tr>
<td>Rated Wind Speed</td>
<td>11 m/s</td>
</tr>
<tr>
<td>Rotor Diameter:</td>
<td>2.5 m</td>
</tr>
<tr>
<td>Rotor moment of inertia</td>
<td>2.0 kg/m2</td>
</tr>
<tr>
<td>Generator moment of inertia</td>
<td>1.0kg/ms2</td>
</tr>
<tr>
<td>Damping coefficient</td>
<td>0.00035 Nm.rad/s</td>
</tr>
</tbody>
</table>

Table A.2 The Designed 2kJ SMES parameters

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductor Length</td>
<td>≈600m</td>
</tr>
<tr>
<td>Number of coils</td>
<td>5</td>
</tr>
<tr>
<td>Maximum magnetic flux density</td>
<td>≈2.5T</td>
</tr>
<tr>
<td>Total Height</td>
<td>50mm</td>
</tr>
<tr>
<td>Inductance</td>
<td>≈ 0.7 H</td>
</tr>
<tr>
<td>Operation current</td>
<td>80A</td>
</tr>
</tbody>
</table>


