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Abstract

With the growth of the distributed power generation market and the increasing integration of energy systems, more and more low carbon technologies are being installed at the domestic building level to optimise daily energy cost and reduce carbon emissions.

The objective of this thesis is to optimise domestic building daily energy cost, and to identify ways of reducing the installation and maintenance costs of all domestic energy infrastructures. In this thesis, general energy conversion, storage and transmission in domestic buildings are considered. The first key part of this thesis is to size a combined heat and power (CHP) unit based on the Maximum Rectangle (MR) method and use the Genetic Algorithm (GA) method to optimize daily energy cost for a building without an energy storage system. The second key part of the thesis is to size a hybrid energy storage system (HESS) and develop a new rule-based energy control rule to optimise energy cost for a building with an energy storage system.

The results show that after sizing the HESS, the daily benefit-cost ratio of the HESS is increased by approximately a factor of two over previous work. Additionally, the proposed rule based energy control model can yield up to 19.8% energy cost saving compared to a system dependent solely on electricity from the grid and using a boiler to generate heat. This ratio is almost equal to the previous work, but the present work increases customers’ comfort level by treating all load as critical. In addition, the optimization approach in this thesis is more real-world feasible, because it is not possible for exact loads to be known in advance.

The results also show that daily energy cost saving for a building with HESSs and the appropriate control rule is approximately 47% higher than a building with a well-sized CHP but no HESS; and the capacity of CHP can also be reduced when the HESS is installed. Thus, the installation and maintenance costs of HESSs can be offset by reducing the capacity of CHP to some extent. In addition, the proposed control algorithm and HESSs have outstanding performance in improving the effective CHP output efficiency and average CHP input to output ratio. This proves the combination of HESS and the proposed rule-base control algorithm can reduce carbon emissions and make full use of CHP capacity.
However at present, the benefit to cost ratios of case studies of such domestic energy systems are always lower than 11% giving a negative return on investment. This figure is mainly limited by the high manufacturing price of HESSs and CHP. In the medium to long term future, the downward trend in battery and CHP manufacturing costs, coupled with changing energy tariffs are likely to lead to overwhelmingly positive cost benefit for this technology.
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Chapter 1. Introduction

1.1 Background and motivation

After the industrial revolution broke out in the middle of the 18th century, energy consumption increased rapidly. The reason for this is citizens had higher requirements of living quality. Also it is widely accepted that living standards are in proportion to energy consumption [1]. However, this has the potential to cause an energy crisis and climate change.

After that, centralized power generation concept was proposed in the middle of 20th century to improve power generation efficiency [2]. However, the transmission and distribution (T&D) losses can be very high if power stations are built far away from a city.

Nowadays, distributed generation (DG) concept has been proposed to reduce T&D losses, improve energy generation efficiency, and improve energy system flexibility and stability. Also, many nations have introduced legally binding targets to reduce carbon emissions, for example, the UK government aims to reduce carbon emissions by 80 percent by 2050 compared with 1990 levels [3].

Recently, large industrial and commercial customers have begun to participate in Smart Grid (SG) programs, for example, demand side management (DSM) and demand response (DR), to save energy costs and reduce CO₂ emissions. However, the domestic sector has shown less interest in SG technologies, because of their individually smaller impact on the grid and the technical difficulties in aggregating large numbers of customers [4, 5].

At present, energy consumption in buildings (41%) represents the majority of global energy consumption, compared with industry (30%) and transportation (29%) [6]. Moreover, a significant form of energy consumption at building level is electricity, which in some countries accounts for as much as 70%. As a result, nearly half (47%) of energy use in residential buildings is lost in electricity transmission and distribution [6]. It is therefore urgent to develop cost-effective and practical methods to control energy consumption in residential dwellings.
As a key component of future smart buildings, battery energy storage systems (BESSs) are well suited to domestic buildings due to their relatively safe, silent, scalable, low maintenance, and efficient characteristics [7]. BESSs are widely used in domestic buildings to reduce electricity grid imports, supply backup electric power in the form of uninterruptible power supplies and store redundant energy generated by any co-located distributed energy generation system [8]. However, the relatively high manufacturing price and short life time of BESSs significantly increase the cost of ‘smart house’ systems.

The number of CHP units installed in domestic buildings has rapidly increased in recent years, due to the fact that CHP has the potential to increase energy efficiency, to improve energy controllability and to reduce energy cost and carbon emission. The CHP systems can utilize up to 90 percent of a fossil fuel’s energy and can generate heat and power at the same time [9]. Considering the fact that the input energy sources of CHP are normally very cheap and installation cost of CHP is relatively low, more CHP systems are installed in domestic buildings. However, CHP output efficiencies can be influenced by CHP input power, especially its electricity output efficiency. Therefore, to increase CHP output efficiencies, the CHP should work in rated power. But by doing this, CHP may generate redundant energy at some time in a day.

From aforementioned background, two conclusions can be summarised:

1. CHP systems are high energy efficiency systems and they can simultaneously generate heat and power. The installation and operation cost of CHP system are relatively low which makes it become popular in domestic house. To make full use of CHP and improve energy efficiencies, CHP should always work close to rated power. Therefore, sizing the capacity of CHP properly has great benefits in improving energy efficiency and reducing energy cost.

2. Even though the manufacturing price of BESSs is relatively high and the lifetime of BESSs is relatively short, combining BESSs with CHP system has potential benefits to improve energy system overall efficiency, reduce energy cost and increase system stability by adding BESSs as backup power system.

Therefore, if the CHP and BESSs can be sized in advance and they can be operated in a smart way, domestic energy cost savings and energy efficiencies can be further increased without significantly increasing investment costs.
1.2 Thesis outline

The rest of this thesis is organized as follows:

**Chapter 2: Energy Hub models (EH) and system definition** describes mathematical multi-energy system models which are called EH models. After introducing the EH models, terraced houses, which are a typical building, are introduced and their daily heat and electricity demands are simulated by the Strathclyde University and CREST models. In this chapter, all parameters that may need to be used in later chapters are listed.

**Chapter 3: Sizing CHP and domestic building energy cost optimization** deals with CHP installation capacity and domestic building energy cost optimization problems. In this chapter, the Maximum Rectangle (MR) and Genetic Algorithm (GA) methods are used to size the CHP and then, the GA method is used to calculate domestic energy costs for different sizing results. No energy storage system is considered in this chapter.

**Chapter 4: Sizing hybrid energy storage systems (HESSs, which contain battery energy storage systems (BESSs) and supercapacitor storage systems)** analyses the factors that can potentially affect the life time and the investment cost of the BESSs. After that, the HESS model is proposed to extend the life time and reduce the investment cost of BESSs. Then, the daily investment cost function is established which is solely related to battery capacity. The theoretical best size of the HESS can be calculated in this chapter by solving the daily investment cost function of the HESS.

**Chapter 5: Rule-based control algorithm operational cost optimization of domestic buildings** presents a novel control algorithm for optimising operational costs of a combined domestic micro-CHP, boiler, battery and heat storage system. This chapter illustrates the importance of the control algorithm. Also, this chapter shows that with the combination of HESSs and CHP systems, the installation cost of the EH system has not been significantly increased, however the daily energy cost savings have been greatly improved. In other words, system daily return on investment has been improved.
Chapter 6: Results and analysis compares the daily investment cost, daily benefit cost ratio, effective energy efficiency of CHP and average CHP input power to rated power ratio between the houses only installed CHP and the houses installed CHP and HESS. This chapter shows the importance of the HESSs and gives suggestions to households on selecting CHP and HESSs.

Chapter 7: Conclusions and further work summarizes the main achievements of this thesis and analyses the limitations of this work. By analysing the limitation of this work, further work is proposed.

1.3 Executive summary of key contributions in each chapter

Chapter 3: Sizing CHP and domestic building energy cost optimization

1. The MR method and the GA method were used to find the best CHP size and the optimal operational cost of the Energy Hub. By using the MR to size the CHP, the variables in GA were reduced. This reduced the computation time.

2. The CHP output efficiencies (both heat and electricity) were formulated to functions which were related to the input power.

3. Heat demand dependent and electrical demand dependent CHP sizing were both considered, and at the same time, two types of CHP were also considered in this chapter.

Chapter 4: Sizing hybrid energy storage systems

4. Three key factors (State of Charge (SOC), charge/discharge current and control strategy) were comprehensively considered for the optimization of sizing the HESS.

5. In order to reduce variables, the optimization problem was formulated to a function related solely to battery capacity for simplification.

6. Defining the operation area of HESSs graphically was very useful in avoiding battery capacity saturation, battery discharge current saturation and battery SOC saturation.
Chapter 5: Rule-based control algorithm operational cost optimization of domestic buildings

7. This work proposed a rule based Energy Hub optimization method, which was computationally efficient and easy to implement.

8. The simulation time step of the proposed method was 1 min, which reflected the variation of the loads in domestic buildings.

9. The work proposed a simple load prediction rule and binary CHP switch control. By doing that, the error rate of CHP control caused by load prediction were very low (less than 3%). Meanwhile, due to CHP always working at rated power, the whole system energy efficiency was greatly improved.

10. A dual battery system was proposed to support the micro-CHP as system electricity suppliers. By doing this, the overall battery system lifetime was improved.

11. This work considered the re-start time of the CHP system; and by using the ‘removing glitch’ and the ‘filling gap’ method, the CHP worked in a more constraint aware way.
Chapter 2. The Energy Hub models and system definition

In order to reduce energy cost and acquire reliable and sustainable energy resources, many optimization rules, including demand side management, dynamic programming, the genetic algorithm, priority list and so on, are proposed for solving energy generation, transmission, conversion, protection and storage problems [10-14]. Nowadays, many engineers are continuing work on finding better optimization models and laws, although existing methods are adequate for solving energy system problems. The Energy Hub model, which was introduced into detail by Martin Geidl in 2007, is a powerful example of a new optimization model for multi-energy system problems [15].

2.1 The Energy Hub model

2.1.1 Energy Hub concepts and functions

The Energy Hub model can be used to model multi-energy carriers in a single energy system or energy flow between different energy systems. Figure 2.1 shows an example of an Energy Hub, which contains a gas tank, a gas turbine, heat storage and a heat exchanger.

![Energy Hub diagram](image)

Figure 2.1 An example of an Energy Hub (which contains gas tank, gas turbine, heat storage and heat exchanger).
Transmission (direct connection), conversion and storage are three basic functions of an Energy Hub. In an Energy Hub, energy resources (e.g., electricity) can be transmitted from an input to the output without changing form or significantly changing quality, and this is called a direct connection. Besides that, energy resources can be converted from one form to another. For example, CHP can convert gas to heat and power. This is its second function: conversion. Finally, some Energy Hubs contain storage infrastructures, which are used to store energy that can be used later.

2.1.2 Applications and benefits

Energy Hub models, which were first proposed to deal with Greenfield Design studies [16], can be applied to many facilities; for example, power plants, island power systems and domestic buildings.

Compared with other models, Energy Hub models have clear benefits. First, Energy Hub models have two functions: they can be applied to a single energy system (for example, a house, a hospital and so on), and they can be used to analyse the power flow between each single energy system. Then, from energy diversity aspect, Energy Hubs perform better due to their multiple energy sources. Multiple energy sources improve the availability of energy for the load, because the load is no longer dependent on a single supplier. Moreover, system flexibility is increased by offering more pathways to supply the load. These multiple pathways also increase the optimization potential. Another advantage of Energy Hub models is that the implementation and energy cost, related emission, and other criteria can be optimized by choosing different combinations of input energy vectors. Finally, electrical energy system loss is reduced due to electrical energy storage systems being installed locally, which significantly improves electrical energy efficiency [17].

2.1.3 Energy Hub modelling

Before modelling the Energy Hub, three assumptions will be made. Firstly, within Energy Hubs there are no other form of losses besides conversion losses and storage losses. Secondly, the system being modelled has already reached a steady-state. The third assumption is that energy always flows from inputs to outputs.
The Martin Geidl model

Generally speaking, in Energy Hub modelling, the power flow within an Energy Hub is usually represented by different kinds of matrices and vectors. The Geidl model is used to analyze how does output vector change with different coupling matrices at given inputs.

In order to derive the relationship between input vectors and output vectors of an Energy Hub, energy conversions must be introduced. There are four kinds of convertors: single input and single output, single input and multiple outputs, multiple inputs and single output and multiple inputs and multiple outputs. For all kinds of conversions, coupling factors are less or equal to 1. Figure 2.2 shows the energy conversion system in an Energy Hub.

![Energy conversion system](image)

**Figure 2.2 The energy conversion system in an Energy Hub.**

The formulation of energy conversion in an Energy Hub can be represented as:

\[
\begin{bmatrix}
L_\alpha \\
L_\beta \\
\vdots \\
L_\omega
\end{bmatrix} = \begin{bmatrix}
c_{\alpha\alpha} & c_{\beta\alpha} & \cdots & c_{\omega\alpha} \\
c_{\alpha\beta} & c_{\beta\beta} & \cdots & c_{\omega\beta} \\
\vdots & \vdots & \ddots & \vdots \\
c_{\alpha\omega} & c_{\beta\omega} & \cdots & c_{\omega\omega}
\end{bmatrix} \begin{bmatrix}
P_\alpha \\
P_\beta \\
\vdots \\
P_\omega
\end{bmatrix}
\]

\(2.1\)

Where \(P_\alpha, P_\beta, \ldots, P_\omega\) are elements in input vectors, are \(L_\alpha, L_\beta, \ldots, L_\omega\) elements in output vectors and \(C_{\alpha\alpha}, C_{\beta\alpha}, \ldots, C_{\omega\omega}\) are elements in coupling matrix. Note that the conversion
efficiency will be equal to the coupling factor only when the convertor has single input and single output.

The mathematical formulation is simple when an Energy Hub only contains the energy conversion system; however, for most Energy Hubs, the energy storage system is a crucial part. System complexity will be greatly increased if energy storage elements are added in the Energy Hub system [18, 19]. In addition, the Energy Hub model will no longer be a linear one (considering the facts that storage elements have standby loss and storage systems charge/ discharge efficiencies might not be constant). Figure 2.3 shows a simplified model of an Energy Hub which contains storage elements.

![Figure 2.3 A simplified version of an Energy Hub which contains storage elements.](image)

As Figure 2.3 shows, in general, energy flows in an Energy Hub can be written as:

\[ L + M = C [ P - Q] \]  (2.2)

where \( C \) represents the coupling matrix and normally does not equal to the energy conversion efficiency. \( L \) and \( P \) are the output energy vector and the input energy vector of hub respectively. \( M \) and \( Q \) are the energy storage vector at the output and the input side of an Energy Hub, respectively. If a new vector \( M_E \), the equivalent energy storage vector, is defined as:

\[ M_E = CQ + M \]  (2.3)

Then, energy flows within an Energy Hub can be expressed as:

\[ L = CP - M_E \]  (2.4)
In order to get $M_E$, more research should be done to analyse storage devices. Figure 2.4 shows a model of an energy storage device. Total energy stored in the device is $E_a$, internal power is $\tilde{Q}_a$, and power exchange is $Q_a$.

![A model of energy storage device.](image)

Figure 2.4 A model of energy storage device.

Now, internal power and power exchange can be related as:

$$\tilde{Q}_a = e_\alpha Q_a \quad (2.5)$$

where $e_\alpha$ is energy exchange efficiency. To be specific, this factor is not constant and can be influenced by the direction of energy flow.

$$e_\alpha = \begin{cases} e_\alpha^+ & \text{if } Q_a \geq 0 \quad \text{(charging/standby)} \\ \frac{1}{e_\alpha^-} & \text{else} \quad \text{(discharging)} \end{cases} \quad (2.6)$$

Thus, the total energy stored in the energy storage equipment after a certain period $T$, ($E_a(T)$), is:

$$E_a(T) = E_a(0) + \int_0^T \tilde{Q}_a(t) \, dt \quad (2.7)$$

For steady-state consideration, power flows in the energy storage equipment ($\tilde{Q}_a$) can be approximated by:

$$\tilde{Q}_a = \frac{dE_a}{dt} \approx \frac{\Delta E_a}{\Delta t} \approx \dot{E}_a \quad (2.8)$$
\( \Delta E_\alpha \) is the change in energy and \( \Delta t \) is the time period of energy change. For a steady-state case, the slope \( \frac{dE_\alpha}{dt} \) is almost a constant. So combine equations (2.3), (2.5), (2.8) and Figure 2.3, the general expression for \( M_E \) is:

\[
M_{\beta}^{eq} = c_{\alpha\beta} Q_\alpha + M_\beta = \frac{c_{\alpha\beta}}{e_\alpha} \dot{E}_\alpha + \frac{1}{e_\beta} \dot{E}_\beta
\] (2.9)

The matrices expression for energy storage systems in an Energy Hub can be written as:

\[
\begin{bmatrix}
M_{\alpha}^{eq} \\
M_{\beta}^{eq} \\
\vdots \\
M_{\omega}^{eq}
\end{bmatrix} =
\begin{bmatrix}
s_{\alpha\alpha} & s_{\beta\alpha} & \cdots & s_{\omega\alpha} \\
s_{\alpha\beta} & s_{\beta\beta} & \cdots & s_{\omega\beta} \\
\vdots & \vdots & \ddots & \vdots \\
s_{\alpha\omega} & s_{\beta\omega} & \cdots & s_{\omega\omega}
\end{bmatrix}
\begin{bmatrix}
\dot{E}_\alpha \\
\dot{E}_\beta \\
\vdots \\
\dot{E}_\omega
\end{bmatrix}
\] (2.10)

\( S \) and \( \dot{E} \) represent the storage coupling matrix and the storage energy derivatives vector respectively.

Overall, the basic relationship between the inputs and the outputs of an Energy Hub is:

\[
L = CP - S\dot{E} = [C - S] \begin{bmatrix} P \\ \dot{E} \end{bmatrix}
\] (2.11)

**The Fabrizio Model**

Fabrizio used a similar method to model an Energy Hub. The only difference is that Fabrizio focused on analyzing how to achieve minimum cost at a given demand [20].
Figure 2.5 A generic Energy Hub model without energy storage equipment [3].

In this model, input power is expressed as the sum of output power plus stored energy. Without energy storage, input power (for a multi-energy carriers system, shown in Figure 2.5) can be written as:

\[ P_{\text{in}}^a = \frac{\varepsilon_{Ki}^a}{\eta_{Ki}^a} L_{\text{out}}^a + \frac{\varepsilon_{Ki}^b}{\eta_{Ki}^b} L_{\text{out}}^b + \cdots \]  

(2.12)

\( \eta_{Ki} \) is the conversion efficiency of the generic converter \( i \), and \( \eta_{Ki} \) is greater than zero and less than one. \( \varepsilon_{Ki}^a \) is the portion between the load \( a \) covered by the converter \( K_i \) and the load \( a \). \( P_{\text{in}}^i \) and \( L_{\text{out}}^b \) are the inputs and outputs of the system, respectively.

Figure 2.6 A complete version of Fabrizio Energy Hub Model [3].
There will be small modifications to the formula, when energy storage systems are added in. Figure 2.6 is a complete version of the Fabrizio Energy Hub Model. The mathematical expression for \( P_{in}^a \) will be:

\[
P_{in}^a = \frac{\varepsilon_{1}^{a}(1+\Omega^a)}{\eta_{1}^{a}(1-\Omega^a)} L_{out}^a + \frac{\varepsilon_{2}^{b}(1+\Omega^b)}{\eta_{2}^{b}(1-\Omega^b)} L_{out}^b + \ldots
\]

(2.13a)

\[
\Omega^i = \frac{P_{sto}^i}{P_{out/in}^i}
\]

(2.13b)

A new parameter \( \Omega^i \) is defined as the storage factor of energy \( i \). \( \Omega^i \) relates the energy flow – entering or leaving the storage- to the energy flow at the input or at the output of the hub. \( P_{sto}^i \) is energy flow entering or leaving a storage. For \( \Omega > 0 \), the store is charging and vice versa. Now, the matrix representation of the Fabrizio Energy Hub model can be summarised as:

\[
\begin{bmatrix}
P_a \\
P_b \\
\vdots \\
P_o
\end{bmatrix} =
\begin{bmatrix}
D_{aa} & D_{ba} & \ldots & D_{ea} \\
D_{ab} & D_{bb} & \ldots & D_{eb} \\
\vdots & \vdots & \ddots & \vdots \\
D_{oa} & D_{bo} & \ldots & D_{oo}
\end{bmatrix}
\begin{bmatrix}
L_a \\
L_b \\
\vdots \\
L_o
\end{bmatrix}
\]

(2.14)

Also, it can be expressed in a simple way; equation (2.15) is the model’s mathematical representation.

\[
P_{in} = D * L_{out}
\]

(2.15)

In equation (2.15), \( D \) is called backwards coupling matrix. The backward coupling matrix can clearly show energy conversion, transmission and storage in an Energy Hub.

2.1.4 Energy Hub optimization

At the moment there are two existing Energy Hub models, it is likely that there will be more in the future. When using these models to deal with energy-system optimization requires formulating all problems into mathematical functions. Normally, energy cost and green-house gas emission are the key factors that need to be considered. In order to get a reasonable answer, engineers need to find the maximum or the minimum value of the objective functions.
The mathematical formulations (nonlinear) of the general optimization question are the followings:

\[
\begin{align*}
\text{Minimize} & \quad F(x) \\
\text{Subject to} & \quad g(x) = 0 \\
& \quad h(x) \leq 0
\end{align*}
\]  

(2.16) (2.17) (2.18)

where \( F(x) \) are scalar-valued objective functions, \( g(x) \) normally comes from the conservation of power and \( h(x) \) normally comes from limits, e.g. maximum output power, or number of converters.

Energy Hub models can be used to link different energy carriers in a multi-energy carrier system together. This will offer a more comprehensive guide to deal with energy cost, energy generation, carbon emission and low energy efficiency problems within a domestic building. Therefore, more and more researchers use Energy Hub models to optimize power flow and carbon emission in domestic buildings.

On the other hand, Energy Hub models translate entire engineering problems to mathematical problems. By solving equality and inequality constraints, a theoretical optima result can be acquired. However, this might not yield the best result in the optimization criteria. This is because for a non-convex function, there are many local minimums. Due to this reason, it will be helpful to apply this model to different control algorithms and compare the different results.

Even though Energy Hub models have slight limitations, for instance, the system always assumed to reach a steady state, they are still a very useful tool to analyze power flow within a domestic building. In this thesis, Energy Hub models will first be used, together with the genetic algorithm and the maximum rectangle algorithm, to size the capacity of a CHP and optimize daily energy cost for a domestic building without an energy storage system. Then Energy Hub models will be used, together with the proposed rule-based energy control algorithm to optimize daily energy cost for a domestic building with a energy storage system. With Energy Hub models, heat and electricity energy within a domestic building can be coherently considered, which will give a better energy cost optimization result.
2.2 System definition

There are many physical and behavioral factors that can significantly influence the energy demand in domestic buildings. For example, dwelling size, building shape and climate are physical factors, and these factors are highly related to climate and building design. On the other hand, the way people use heaters, washing machines and so on are behavioral factors, which may be slightly influenced by season, but strongly related to households’ habits. Thus, even for the same type of domestic building, energy consumption pattern is different for different households [21].

Many existing works [21-26], describe how to model energy consumption in domestic buildings. This thesis will use the CREST electricity model, which was demonstrated in [23], to generate daily electricity load and use Strathclyde University heat model, which was demonstrated in [21], to generate daily heat load. This is because both of these models are based on analyzing UK domestic building energy consumption and therefore the load generated by these models are more accurate to reflect energy consumption at domestic building level in the UK.

As mentioned before, energy demand can be significantly influenced by physical and behavioral factors. Therefore this thesis will use, a terraced houses built in the UK between 1984 and 1997, which were all occupied by four people, as an example to test the proposed optimization rules.

The gas price is based on the current UK domestic gas price which is around 5 pence/kWh, and the electricity tariff is obtained in [27], which proposes a dynamic system of tariffs which vary on a half hourly timescale. The daily electricity price in each minute for different seasons is shown in Figure 2.7.
For a conventional building, electricity can only be obtained directly via the grid and heat can be acquired from the gas grid via a boiler. The overall heat efficiency of a boiler in this thesis is assumed to be 88% [28]. The daily energy cost of the conventional building will be used as the base case in this thesis. In next chapters, by adding a high cost, high efficiency micro CHP unit in the building is the main distinction compared with the conventional building. Even though it needs to consume energy, the high output efficiency from co-generation makes it still one of the most promising technologies to resolve energy–related problems [29]. Compared to renewable energy, CHP is more stable and controllable, and moreover it can generate heat and electricity at the same time. In this thesis, there are two types of micro CHP which will be introduced- gas engine CHP and fuel cell. The rated heat efficiencies of gas engine CHP and fuel cell CHP are 66% and 50 %, and rated electricity efficiencies of gas engine CHP and fuel cell CHP are 22% and 37% [30].

The energy storage system installed in this building is comprised by two parts. The hybrid energy storage system (HESS) is used to store electrical energy and hot water tank is used to store heat. In the thesis, the overall efficiency of battery, supercapacitor and water tank are 80%, 98% and 70% respectively [31, 32]. The standby loss of the battery is set as 2% per month [33]. The standby loss of the hot water tank strongly depends on ambient temperature and the design of the hot water tank [32], therefore, the standby loss of the hot water tank storage is set as 25% a day. Figure 2.8 are used
to show the energy carriers and the layout of energy infrastructures in the building and Table 2.1 is a summary of key system parameters.

![Figure 2.8 Energy flow in the smart building.](image)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boiler gas to heat conversion efficiency</td>
<td>88%</td>
<td>[28]</td>
</tr>
<tr>
<td>Gas engine CHP rated electricity conversion efficiency</td>
<td>22%</td>
<td>[30]</td>
</tr>
<tr>
<td>Gas engine CHP rated heat conversion efficiency</td>
<td>66%</td>
<td>[30]</td>
</tr>
<tr>
<td>Fuel cell CHP rated electricity conversion efficiency</td>
<td>37%</td>
<td>[30]</td>
</tr>
<tr>
<td>Fuel cell CHP rated heat conversion efficiency</td>
<td>50%</td>
<td>[30]</td>
</tr>
<tr>
<td>Battery system overall efficiency</td>
<td>80%</td>
<td>[31]</td>
</tr>
<tr>
<td>Supercapacitor system overall efficiency</td>
<td>98%</td>
<td>[31]</td>
</tr>
<tr>
<td>Hot water tank energy storage efficiency</td>
<td>70%</td>
<td>[32]</td>
</tr>
<tr>
<td>Battery storage system monthly standby loss</td>
<td>2%</td>
<td>[33]</td>
</tr>
<tr>
<td>Hot water tank storage system daily standby loss</td>
<td>25%</td>
<td>[32]</td>
</tr>
</tbody>
</table>
Chapter 3. Sizing CHP and domestic building energy cost optimization

The number of CHP units installed in domestic buildings is increasing rapidly in recent years, due to the fact that CHP has the potential to increase energy efficiency, to improve energy controllability and to reduce energy costs and carbon emissions [29]. However, installing CHP with inappropriate capacity may increase energy costs and reduce energy efficiency. In addition, the high manufacturing cost of battery storage systems makes batteries less affordable in domestic buildings. Therefore, this chapter will attempt to size the capacity of CHP and optimize daily energy costs for a domestic building with only CHP installed.

At the beginning of this chapter, electricity and heat loads are used as sizing criteria in finding the best capacities of gas engine and fuel cell CHP with the help of the maximum rectangle method (MR). Subsequently, the genetic algorithm optimisation technique (GA) will be used to optimise the daily energy costs of the different cases. Then, heat and electricity loads are jointly considered for sizing different types of CHP and for optimizing the daily energy costs through the GA method. Finally, it will be suggested that optimization results show that the GA sizing method gives a higher average daily energy cost saving, which is 13% reduction compared to the base case defined in chapter 2. However to get this result, there will be about 3% energy efficiency reduction and 7% input power to rated power ratio reduction compared to using the MR method and heat demand in sizing CHP.

3.1 Introduction

Combined heat and power units are regarded as one of the most promising low carbon technologies in solving energy-related problems, because they have many advantages when compared with other energy generation technologies [29]. First, compared to conventional energy generation systems, CHP systems have much higher overall output efficiencies and because of that CHP units are installed to reduce carbon emission [34]. Secondly, in the case of renewable energy generation systems, climate change has less influence on CHP system control [35]. Moreover, the installation cost
of a CHP unit is gradually decreasing. In [36], it is predicted that by the end of 2015 the capital cost of a CHP system will be around €374/kW. Similar to the prediction results shown in [36], the micro-CHP installation costs in 2016 is £300/kW [37]. Therefore more micro-CHP units, whose output power are ‘kW levels’, are being installed in domestic buildings.

Batteries are still one of mature technologies to store electricity, and they can be used to improve energy system efficiency and to reduce carbon emission; however, the installation cost and maintenance cost of a battery storage system are very high. Therefore it is worth considering whether it is economical to install a battery storage system in a domestic building whose electricity load is supplied by a CHP unit and the grid and the heat load is supplied by a CHP unit and gas boiler.

Without an energy storage system, the key factors that can influence the daily energy costs and energy efficiency of aforementioned buildings are the capacity of the CHP and the type of CHP [30]. Previous literature has already shown that the electricity output efficiency of micro-CHP is a quarter of its rated value when the CHP is operated at 10% of its rated power. Meanwhile, the heat output efficiency can also be reduced, if the CHP is working at low input power [29]. To increase energy efficiency and reduce emission, it is always preferable to have small capacity CHP in buildings. However, small scale CHP cannot meet the load at the peak demand time, even though it works at rated power. This will significantly increase the system’s daily energy costs. To reduce this cost, it is preferable to have large size capacity CHP. Thus, to improve both energy efficiency and system daily benefits it is important to size CHP in domestic buildings.

To get an appropriate capacity of CHP, selecting sizing criteria is crucial, because optimization results will differ depending upon the optimization criteria used. Types of CHP and particular demand are two popular criteria that are used to size the CHP.

This research considers two common types of CHP: gas engine and fuel cell. The main difference between these two CHP units is in output efficiency. Fuel cell CHP normally has a higher electricity to heat output efficiency ratio compared to gas engine CHP [38]. In [39], the rated electricity to heat output efficiency ratios for the fuel cell and gas engine CHP are about 33% and 74% respectively.
In domestic buildings, there are normally two types of demands: heat and electricity. They can be used as another criteria to size CHP. This is because the heat and electricity consumption patterns in a domestic house are quite different from each other. In [36, 40], using the heat demand curve to size and control the CHP is preferable, because CHP thermal output efficiency is normally greater than electricity, and in [36], it is assumed that the redundant electricity can be sold back to the grid. However, there are increasingly higher requirements to sell electricity back to the grid in Europe. For example the European standard EN50160 states that the 10-min average root mean square voltage deviation should not exceed ± 10% of the nominal voltage [41]. Considering this and the fact that many electricity meters do not have ability to record electricity sent back to the grid, this chapter assumes that there is no financial benefit from export, thus export is avoided.

When dealing with energy system problems, many optimization algorithms can be used, for example the genetic algorithm (GA) [42, 43], maximum rectangle method (MR) [44], linear programming (LP) [45, 46], and non-linear programming (NLP) [47-49].

In this chapter, the MR will be used to optimize the size of gas engine and fuel cell CHP for a domestic house, based firstly on the daily heat load and secondly on the electricity load curves. This is because the MR can cover an ‘average’ heat and electricity demand instead of covering the maximal heat or electricity demand, and thus make full use of CHP capacity and improve CHP output efficiencies [36]. After that, because the GA is a powerful tool to deal with multivariable non-linear problems, the GA will be used to calculate the optimal daily operational cost. To test the optimization results generated by the MR and GA methods, the GA method will be used individually to find the best size of gas engine and fuel cell CHP, and to calculate the theoretical minimum daily energy cost. At this time, heat and electricity demand will be considered together.

To reduce variables in the optimization algorithms, [50] assumes that the CHP output efficiencies are constants for different operational conditions. However, this assumption gives a higher energy efficiency and a lower daily energy cost in optimization results. In order to eliminate the impacts of this assumption, this chapter uses the experimental results in [29] to formulate the CHP output efficiencies as
functions that are only related to CHP input power. This will improve the accuracy of optimization results and the output efficiencies of CHP.

The major contributions of this chapter are: 1) Two different sizing CHP methods (the MR and the GA) are used to find the optimal size of CHP. The computation time is significantly reduced by using the MR method and the optimal costs are lower when using the GA method. 2) The CHP output efficiencies are formulated to functions which are only related to input power and this gives a more accurate optimization result compared to using constant CHP output efficiencies as optimization criteria. 3) Different types of CHP and loads are considered as sizing criteria, and the optimization results will give suggestions for engineers on how to choose and size CHP.

3.2 Optimization methodology

3.2.1 The genetic algorithm method

The genetic algorithm method is popular in solving optimization problems, and previous literature has proven that it is especially successful in solving single objective optimization problems. Moreover, for multi-objective optimization problems, the genetic algorithm is intelligent enough to balance the trade-offs between each conflicting objective [43].

Compared with other optimization algorithms, the genetic algorithm method shows its strong ability of dealing with non-linear and non-continuous optimization problems [51]. The genetic algorithm can give highly accurate results, however it normally needs a relatively long computation time.

There are four key factors of the genetic algorithm: chromosomes (individuals), selection, crossover and mutation. By analogy to natural evolution, individuals are the solution candidates and each individual contains some variables. The set of individuals is called the population and the number of individuals in each population is population size. The selection process selects high-quality individuals and removes low-quality individuals. In this process, the genetic algorithm defines a scale value called fitness, and this value can be used to show the performance of the optimization results. Finally,
crossover and mutation are the most important part of the GA. The crossover and mutation are used to generate new solutions within the search space. The offspring produced after the crossover and mutation will perform better in their environment due to higher fitness. The algorithm is terminated successfully when an individual emerges with an acceptably high fitness. In the following work, the chromosome, selection, crossover and mutation values used in this thesis are the default values of the GA in MATLAB optimization toolbox.

As mentioned before, to get accurate results, the GA needs to take a longer computation time. However, this time is dependent on the generation and population size. Large and small generation and population size will reduce calculation efficiency.

### 3.2.2 The maximum rectangle method

The maximum rectangle method is normally used to size the energy generation equipment in a power system [36, 44]. Compared with other optimization algorithms, the maximum rectangle method focuses on finding the best capacity of an energy generator which can cover majority of energy consumption instead of covering the maximal demand.

To implement this method, loads (electricity or heat) distribution curves normally need to be acquired in advance. Figure 3.1 is an example of the maximum rectangle design method. By inserting the rectangles, the MR method tries to find the rectangle which has the maximum area. The width of the selected rectangle is the theoretical best capacity of generator.

As long as the load distribution curve can be formulated, this method can find the optimal generator capacity very quickly. Using the MR method to size generators always gives a higher benefit cost ratio to energy systems, because the MR method tries to find the energy generator's capacity which can cover majority of energy consumption.
3.2.3 The linear programming method

In power systems, the linear programming method is normally used to solve the optimal power flow and energy cost reduction problems [46, 52-54]. Use of the linear programming method is proposed to acquire the best outcome of a mathematical model whose constraints and objective functions can normally be expressed by linear relationships. The mathematical descriptions of the linear programming method can be outlined as:

Maximize \[ F(x) = c_1x_1 + c_2x_2 + \cdots + c_mx_m \] (3.1a)

Subject to \[ a_{11}x_1 + \cdots + a_{1m}x_m \leq b_1 \]

\[ \vdots \]

\[ a_{m1}x_1 + \cdots + a_{mm}x_m \leq b_m \] (3.1b)

and \[ x_1, \ldots, x_m \geq 0 \] (3.1c)

In equation (3.1a), (3.1b) and (3.1c), \( a_{lm}, \ldots, a_{mm} \) and \( c_1, \ldots, c_m \) are coefficients and \( x_1, \ldots, x_m \) are the variables that need to be determined. Three steps need to be taken to solve
the linear programming problems. First, constraints and the objective function need to be listed. After that, it will be possible to find the feasible optimization area based on constraints. The final step will be finding the global minimum or maximum value of the function which is located in the feasible region.

The linear programming method is very adept at handling inequality constraints. However, all constraints are linearized when applying the linear programming method, and this can lead to loss of accuracy in the optimization results.

3.2.4 The nonlinear programming method

Similarly to the linear programming method, the nonlinear programming method can be used to solve the optimal power flow and energy cost reduction problems [55, 56]. The mathematical expression of the nonlinear programming method is similar to the linear one, and the only difference is that constraints and the objective function do not necessarily need to be linear functions. The nonlinear programming has outstanding performance in solving the convex optimization problem. However, for a non-convex function, this method has trouble in distinguishing the local minimums and the global minimum. Therefore, for a non-convex optimization problem, the nonlinear programming method is not the best choice.

3.3 CHP sizing and system optimization

In the following parts, 3.3.1 demonstrates how to size CHP by the MR method according to different sizing criteria. After obtaining the best CHP capacities for different sizing criteria, 3.3.2 shows how to use the GA method to optimise the daily energy cost. Similar to 3.3.2, 3.3.3 uses the same methodology (GA) to optimize the daily energy cost for different types of CHP and find the theoretical best CHP capacities for different CHP. In 3.3.4, effective CHP energy efficiency and average CHP input power to rated power ratio will be defined to test CHP efficacy performance.

3.3.1. Sizing CHP by the MR method

To use the MR method to size CHP based on electricity loads, five steps need to be taken.
Firstly, recording every minute’s electricity demand in a year as sampling points is necessary. Secondly, the minimum and the maximum electricity demands in a year need to be found, and then equally divided into 10-20 intervals between maximum and minimum electricity demands. Because too many intervals (greater than 20) will cause the load distribution curve fluctuates, and this will give trouble to formulate load distribution curve. On the other hand, few intervals (less than 10) will reduce the accuracy of curve fitting result. Therefore, 10-20 intervals between maximum and minimum electricity demands are needed. Thirdly, all sampling points need to be placed into related intervals and the number of sampling points in each interval must be calculated. The fourth step is to plot the load distribution curve as shown in Figure 3.1. Finally, based on the load distribution curve, sufficient rectangles need to be drawn as shown in Figure 3.1, and a rectangle which has the maximum area can be found. The demand (width) of this rectangle should be the capacity of CHP rated electricity output. At this step, the more rectangles that are plotted, the more accurate a result will be acquired.

3.3.2 Daily energy costs optimization by the GA method

By applying the Energy Hub model and the Genetic Algorithm to the domestic building that was proposed in Chapter 2, the objective function can be written as:

\[ F(t) = \sum_{t=1}^{1440} P_{Ein}(t) \times C_e(t) + P_{Gin}(t) \times C_g(t) + P_{CHPin}(t) \times C_g(t) \] (3.2)

In equation (3.2), \( F(t) \) is the daily energy cost, \( C_e(t) \) and \( C_g(t) \) are the electricity price and gas price in each minute in a day respectively, and \( P_{Ein}(t) \), \( P_{Gin}(t) \) and \( P_{CHPin}(t) \) are the imported average electrical energy from the grid, imported gas to supply the boiler and imported gas to supply the CHP in each minute respectively. To meet the electricity demand and heat demand in the building, the equality constraints can be generated as:

\[ P_E(t) = P_{Ein}(t) + \eta_{CHPE} \times P_{CHPin}(t) \] (3.3)

\[ P_H(t) = P_{Gin}(t) \times \eta_B + \eta_{CHPH} \times P_{CHPin}(t) \] (3.4)

In equation (3.3) and (3.4), \( P_E(t) \) and \( P_H(t) \) are the electrical energy demand and heat demand of the domestic building respectively in each minute. \( \eta_{CHPE} \) and \( \eta_{CHPH} \) are the
CHP output electricity and heat efficiency respectively. \( \eta_b \) is the boiler’s gas to heat conversion efficiency. In addition, system limitations give extra inequality constraints which can be listed as follows:

\[
\begin{align*}
\eta_{CHPE_{\text{min}}} & \leq \eta_{CHPE} \leq \eta_{CHPE_{\text{max}}} \\
\eta_{CHPH_{\text{min}}} & \leq \eta_{CHPH} \leq \eta_{CHPH_{\text{max}}} \\
P_{CHPin}(t) & = 0 \quad \text{or} \quad \zeta \times P_R \leq P_{CHPin}(t) \leq P_R \\
P_{Ein}(t) & \geq 0 \\
P_{Gin}(t) & \geq 0
\end{align*}
\] (3.5) (3.6) (3.7) (3.8) (3.9)

Equation (3.5) and (3.6) describe the CHP electricity and heat output efficiency limitation. Equation (3.7) shows that a CHP unit can either be switched off or work at its feasible operational conditions. In equation (3.7), \( P_R \) is rated/optimal power/capacity of CHP and \( \zeta \) is a scaling factor. In [29], CHP input power can vary from 10% to 100% to its rated power. In this work, \( \zeta \) is set as 10% and the optimal capacities acquired by the MR method will be used to find the daily optimal energy cost for each scenario. Equation (3.8) and (3.9) demonstrate that the electricity and heat can only be imported, not exported. In other words, they describe the direction of power flow.

As mentioned in the Introduction to this chapter, both CHP heat and electricity output efficiencies decrease if CHP is working at low input power situations. In this work, CHP output efficiencies are formulated to functions which relate to CHP input power. Table 3.1 shows the efficiencies of the CHP for different CHP inputs, obtained from [27].
Based on Table 3.1, the electricity and heat output efficiencies of a general CHP unit can be formulated with the MATLAB curve fitting toolbox as follows:

$$\eta_{CHPE} = \xi_E \times \left[ 11.67 \times \log \left( \frac{P_{CHP\text{in}(t)}}{P_R} \times 100 \right) - 0.06459 \times \left( \frac{P_{CHP\text{in}(t)}}{P_R} \times 100 \right) - 18.76 \right]$$  \hspace{1cm} (3.10)

$$\eta_{CHPH} = \xi_H \times \left[ 0.1256 \times \left( \frac{P_{CHP\text{in}(t)}}{P_R} \times 100 \right) + 82.32 \times \left( \frac{P_R}{P_{CHP\text{in}(t)}} \times 100 \right) + 28.73 \right]$$  \hspace{1cm} (3.11)

In (3.10) and (3.11), $\xi_E$ and $\xi_H$ are the CHP electricity and heat output efficiency coefficients, and these values only relate to the type of CHP, or in other words, the design of CHP. Table 3.2 summarizes the electricity and heat output efficiency coefficients of the gas engine and the fuel cell CHP used in this chapter.
Table 3.2 Summary of gas engine and fuel cell CHP electricity and heat output efficiency coefficients.

<table>
<thead>
<tr>
<th>Type of CHP</th>
<th>Electricity output efficiency coefficients (ξ_E)</th>
<th>Heat output efficiency coefficients (ξ_H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas Engine</td>
<td>0.783</td>
<td>1.610</td>
</tr>
<tr>
<td>Fuel Cell</td>
<td>1.298</td>
<td>1.187</td>
</tr>
</tbody>
</table>

3.3.3 Theoretical best capacity of CHP by the GA method

In this section, the GA method is used to optimise the daily energy costs for a system with different CHP installation capacities. Then, by comparing the daily energy costs for different CHP installation capacities, the theoretical best CHP capacity can be acquired. However, considering the fact that the GA method normally takes a long computation time to get the optimization results and that the output of commercial CHP are normally quantised to 100 watt, this work will calculate the best capacity of each type of CHP in hundred watt discrete increments.

The objective functions, constraints and equations of this work are similar to 3.3.2. However, compared to 3.3.2, \( P_R \) will be treated as another new variable. This work will first find the feasible CHP capacity region and then find the best capacity of both type of CHP. The CHP output power will first be assumed to be 1000 W, and there will be 500 W increase every time until the output power of CHP reaches a point after which the daily energy cost will always increase with the increase of CHP capacity. At this stage, the GA method will be used to calculate the average daily energy cost for each CHP capacity. By plotting the rated capacity and average yearly energy costs graph, a feasible CHP capacity region can be acquired. Then the maximum and minimum capacity of this region is divided into 5 equal intervals, which means that 4 more samples need to be tested. By using the GA method to optimise daily energy costs of these four points, the theoretical best CHP can be acquired. Figure 3.2 is a diagram to show this method.
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3.3.4 Effective CHP energy efficiency and average CHP input power to rated power ratio

As mentioned in the chapter introduction, CHP is a high output efficiency energy generator. However, system energy efficiency can be significantly reduced if an inappropriate capacity CHP unit is installed. Here, two parameters are defined to test the performance of CHP sizing results. First, the effective CHP energy efficiency is defined to calculate the average whole year CHP energy efficiency with different CHP capacities. Another parameter, average CHP input power to rated power ratio, is defined to illustrate whether the CHP is fully utilised. Equation (3.12) and (3.13) are the functions to show effective CHP energy efficiency and average CHP input power to rated power ratio.

\[
\overline{\eta}_{CHP} = \frac{\sum_{t=1}^{L'} (\eta_{CHPE}(t) + \eta_{CHPH}(t))}{L'}, \quad (\eta_{CHPE}(t) + \eta_{CHPH}(t)) > 0 \tag{3.12}
\]

\[
h_{CHP} = \frac{\sum_{t=1}^{L'} (P_{CHP_r}(t)/P_R)}{L'} \tag{3.13}
\]

In (3.12), \(\overline{\eta}_{CHP}\) is effective CHP energy efficiency, \(\eta_{CHPE}(t)\) and \(\eta_{CHPH}(t)\) are the CHP electricity and heat output efficiency in \(t^{th}\) minute respectively and \(L'\) is the number of samples. In (3.12), both \(\eta_{CHPE}(t)\) and \(\eta_{CHPH}(t)\) should be greater than zero, because to calculate the effective CHP energy efficiency, the CHP switch off state should not be considered. In (3.13), \(h_{CHP}\) is the average CHP input power to rated power ratio.
3.4 Optimization results

3.4.1 CHP sizing results

The electricity demand distribution curve for the terraced house which was built between 1984 and 1997 is shown in Figure 3.3. Figure 3.3 indicates that the electricity loads are less than 1 kW most of the time of during the year for this household.

![Figure 3.3 The electricity demand distribution curve for the terraced house which was built between 1984 and 1997.](image)

By using the curve fitting tool in MATLAB, it is straightforward to formulate the relationship between electricity demands and the number of sampling points (duration) as:

\[ y = a \times \frac{1}{x} + b \times x + c + d \times \log(x) \]  (3.14)

where \( a, b, c \) and \( d \) are coefficients and \( x \) is the electricity demand in Watts and \( y \) is the duration in hours. In this case, curve fitting results show that: \( a=8217; b=0.002193; c=117.3; d=-15.14 \). After obtaining the electricity demand distribution curve, the rectangles can be drawn in the diagram. In this work, the width of rectangles increase 1 W per increment and the width of rectangles start at 300 W, and end at 3000 W. This is because from Figure 3.3, domestic CHP electricity demand is normally greater than 300 W and less than 3 kW. Figure 3.4 shows the area of the rectangles against different CHP electrical output power.
Figure 3.4 The area of rectangles for different CHP electrical output power.

Figure 3.4 shows that when the electrical output of CHP is 1206 W, the rectangle will obtain the maximum area. Based on previous gas engine and fuel cell CHP heat and electricity efficiencies assumptions (shown in page 17), the heat output of gas engine and fuel cell CHP should be 3618 W and 1630 W, respectively. In other words, if the electricity load is used as a criterion to size CHP, the optimal rated capacity of gas engine and fuel cell CHP should be 5482 W and 3259 W respectively.

The optimization process is the same when the heat demand is used as a criterion to size the capacity of CHP. Figure 3.5 shows the heat demand distribution curve for the terraced house which was built between 1984 and 1997. From Figure 3.5, the domestic heat demand for a terraced house are less than 3 kW in most cases.

Figure 3.5 The heat demand distribution curve for the terraced house which was built between 1984 and 1997.
By using MATLAB curve fitting tool, the mathematic formulation of heat demands and the number of sampling points (duration) can be represented as:

\[ y = a + b \times x + c \times x^2 \]  

(3.15)

where \(a\), \(b\), and \(c\) are coefficients and \(x\) is the heat demand in Watts and \(y\) is the duration in hours. In this case, curve fitting results show that: \(a=59.58\); \(b=-0.02308\); \(c=2.226 \times 10^{-6}\). By applying the maximum rectangle method to the heat demand distribution curve, the area of rectangles for different CHP output power is plotted in Figure 3.6.

![Figure 3.6 The area of rectangles for different CHP heat output power.](image)

Figure 3.6 indicates that by setting the rated heat output power of CHP as 1717 W, most of the heat demands can be supplied by the CHP during the year. Based on previous gas engine and fuel cell CHP heat and electricity efficiencies assumptions (shown in page 17), the capacity of electricity power for fuel cell CHP and gas engine CHP should be set as 1271 W and 571 W, respectively. Thus, if the heat demand is used as the criterion to size CHP, the optimal capacity of fuel cell CHP and gas engine CHP should be 3434 W and 2602 W. Table 3.3 is a summary of optimal capacities of different types of CHP based on different optimizing criteria.
Table 3.3 Optimal capacities of different types of CHP based on different types of loads.

<table>
<thead>
<tr>
<th>Types of loads</th>
<th>Types of CHP</th>
<th>Optimal electrical output of CHP (W)</th>
<th>Optimal heat output of CHP (W)</th>
<th>Optimal rated power of CHP ($P_R$) (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity</td>
<td>Gas</td>
<td>1206</td>
<td>3618</td>
<td>5482</td>
</tr>
<tr>
<td></td>
<td>Cell</td>
<td></td>
<td>1630</td>
<td>3259</td>
</tr>
<tr>
<td>Heat</td>
<td>Gas</td>
<td>572</td>
<td>1717</td>
<td>2602</td>
</tr>
<tr>
<td></td>
<td>Cell</td>
<td>1271</td>
<td></td>
<td>3434</td>
</tr>
</tbody>
</table>

Table 3.3 shows that the optimal capacities of fuel cell CHP are nearly the same for this building, when either electricity loads or heat loads are chosen as optimizing criteria. However the optimal capacities of gas engine CHP can be significantly different when the heat load and the electricity load are used as optimizing criteria. The result from Table 3.3 shows that the optimal capacity of electricity dependant sizing gas engine CHP is twice the capacity of heat dependant sizing gas engine CHP.

As indicated in Chapter 2, physical factors, for example the age of buildings and type of buildings, have significant influence on the heat consumption pattern. Therefore, these factors need to be considered for different houses as further optimization criteria. On the other hand, behavioral factors, due to a households’ energy consumption patterns are different from each other and difficult to predict, so here these factors are not considered. Table 3.4 shows the general optimal capacities of CHP by choosing type of loads, type of CHP, the age of buildings and the type of buildings as optimizing criteria. In Table 3.4, all the heat loads are generated by the Strathclyde University heat model [21], and this model considers the types of buildings and the age of buildings.
Table 3.4 Optimal capacities of CHP based on different optimizing criteria.

<table>
<thead>
<tr>
<th>Types of loads</th>
<th>Types of buildings</th>
<th>The age of buildings</th>
<th>Types of CHP</th>
<th>Optimal electrical output of CHP (W)</th>
<th>Optimal heat output of CHP (W)</th>
<th>Optimal rated power of CHP (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Electricity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Does not matter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gas</td>
<td></td>
<td></td>
<td>1206</td>
<td>3618</td>
<td>5482</td>
</tr>
<tr>
<td></td>
<td>Cell</td>
<td></td>
<td></td>
<td>1630</td>
<td></td>
<td>3259</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>1945-1983</td>
<td>Gas</td>
<td>1005</td>
<td>3014</td>
<td>4567</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>2230</td>
<td></td>
<td>6028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1984-1997</td>
<td>Gas</td>
<td>749</td>
<td>2246</td>
<td>3403</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>1662</td>
<td></td>
<td>4492</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1998-2002</td>
<td>Gas</td>
<td>521</td>
<td>1563</td>
<td>2368</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>1157</td>
<td></td>
<td>3126</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1945-1983</td>
<td>Gas</td>
<td>932</td>
<td>2796</td>
<td>4236</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>2069</td>
<td></td>
<td>5592</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1984-1997</td>
<td>Gas</td>
<td>588</td>
<td>1763</td>
<td>2671</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>1035</td>
<td></td>
<td>3526</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1998-2002</td>
<td>Gas</td>
<td>508</td>
<td>1523</td>
<td>2308</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>1066</td>
<td></td>
<td>3046</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>1945-1983</td>
<td>Gas</td>
<td>767</td>
<td>2301</td>
<td>3486</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>1702</td>
<td></td>
<td>4602</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1984-1997</td>
<td>Gas</td>
<td>572</td>
<td>1717</td>
<td>2602</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>1271</td>
<td></td>
<td>3434</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1998-2002</td>
<td>Gas</td>
<td>504</td>
<td>1511</td>
<td>2289</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cell</td>
<td>1118</td>
<td></td>
<td>3022</td>
</tr>
</tbody>
</table>
Considering that the physical factors have less influence on the electricity demands in a domestic building compared to heat demands, so in the CREST model, the electricity consumption pattern is more significantly affected by households’ behaviours, rather than physical factors. This is the reason why electricity load based CHP sizing has the same optimal capacity for all domestic buildings in Table 3.4.

Another three conclusions can be acquired from Table 3.4. First, the capacity of CHP always increases as the age of buildings increases. Then, detached houses (shown as ‘D’ in Table 3.4.) consume more heat compared with semi-detached houses and terraced houses (shown as ‘SD’ and ‘T’, respectively in Table 3.4). Last, the optimal rated capacity for fuel cell CHP is always higher than gas engine CHP when the heat load is used as sizing criteria.

After obtaining the optimal size of CHP in all cases, the GA method was be used to optimise daily energy costs, and this process coherently considers the energy demands and energy tariff. In the following part, a terraced house, which was built between 1984 and 1997, will be used as an example to calculate daily energy costs for four different cases which were shown in Table 3.3. Similar work can be done to calculate other types of building’s daily energy costs by using the MATLAB codes which are shown in Appendix 1.

### 3.4.2 Daily energy costs optimization results

By using the proposed methods in 3.3.1 and 3.3.2, the optimization results (CHP output efficiencies and the average daily energy costs) of different seasons are shown in this section. Figure 3.7 a),b),c) and d) show the CHP output efficiencies (including heat, electricity and overall efficiencies) in each minute of a typical spring working day based on different optimizing criteria.
a) Spring, fuel cell CHP, heat dependant sizing CHP

b) Spring, fuel cell CHP, electricity dependant sizing CHP
The optimization results for summer, autumn and winter will be shown in the Appendix 2. Figure 3.8 is a graph to show daily energy costs in different seasons based on different sizing criteria.

**c) Spring, gas engine CHP, heat dependant sizing CHP**

**d) Spring, gas engine CHP, electricity dependant sizing CHP**

Figure 3.7 CHP output efficiencies in each minute of a spring day based on different sizing criteria.
Based on this research, five conclusions can be made. First, when either heat or electricity load is used as optimizing criteria, the daily energy costs are about the same for a house which installs fuel cell CHP. But the costs will be much different for a house which installs gas engine CHP. Because for a terraced house, the optimal capacities of fuel cell CHP are nearly the same when different load curves are used as sizing criteria; however, the optimal capacities for gas engine CHP are quite different.

Then, the fuel cell CHP saves more money compared with gas engine CHP in all cases, because fuel cell CHP has higher electricity output efficiencies compared with gas engine CHP and daily electricity price is much higher than gas price.

Next, even though the CHP can be operated at low output efficiency conditions, the optimization results show that to maximize daily benefit, CHP should always be operated at high output efficiency conditions. The overall output efficiencies are normally higher than 65% for both CHP.

The forth conclusion is oversizing CHP can increase daily energy costs and reduce energy efficiency. In addition, if the rated capacity of CHP is very high, CHP will be ‘switched off’ in the most of time in a day shown in (Appendix 2. Figure A2.1 d)).
Finally, choosing electricity load curve as sizing criteria for gas engine CHP needs to be approached carefully, because gas engine CHP has a high heat to electricity output ratio. By choosing electricity load as sizing criteria for gas engine CHP, the system will generate a lot of redundant heat.

3.4.3 Theoretical best CHP capacity

This part shows the theoretical best fuel cell and gas engine CHP capacities based on the algorithm proposed in 3.3.3.

Theoretical best fuel cell CHP capacity

Figure 3.9 is a graph to show the relationship between fuel cell CHP installation capacity and average daily energy costs. Figure 3.9 reveals that the average daily energy cost for a year decreases with the increase of fuel cell CHP capacity until the CHP capacity reaching 5000 W. From Figure 3.9, the theoretical best fuel cell CHP capacity should be located between 5000 W and 5500 W. Figure 3.10 shows the average daily energy cost for different CHP installation capacities which are located within the feasible region. From Figure 3.10, the daily energy cost is at a global minimum when the capacity of the fuel cell CHP is set as 5200 W.

![Figure 3.9 Average daily energy costs of a terraced house for installing different capacities fuel cell CHP.](image-url)
Compared with optimization results acquired by the MR method in section 3.4.2, the GA method gives 5 pence extra of average daily energy cost reduction. However, to get this reduction, the fuel cell CHP capacity needs to be increased by 50%.

![Figure 3.10 Average daily energy costs within theoretical best fuel cell CHP capacity region.](image)

**Theoretical best gas engine CHP capacity**

Figure 3.11 is a graph to show the relationship between gas engine CHP installation capacity and average daily energy costs. Figure 3.11 indicates that the average daily energy cost for a year decreases with the increase of gas engine CHP capacity until the CHP capacity reaches 3500 W. From Figure 3.11, the theoretical best gas engine CHP capacity should be located between 3000 W and 3500 W.
Figure 3.11 Average daily energy costs of a terraced house for installing different capacities gas engine CHP.

Figure 3.12 is plotted to show the average daily energy costs for different CHP installation capacities which are located within feasible region. From Figure 3.12, the theoretical best gas engine CHP capacity is 3500 W. Compared with the MR method, the GA method gives a further 1.25 pence daily energy cost reduction and a nearly the same optimal gas engine CHP capacity.

Figure 3.12 Average daily energy costs within theoretical best gas engine CHP capacity region.
The simulation results show that the fuel cell CHP and the gas engine CHP offer 13% and 8.4% of average daily energy cost reduction of a year compared to the base case defined in Chapter 2. This proves that fuel cell CHP has better performance in domestic energy cost reduction. However, to achieve the extra 4.6% energy cost reduction, the installation capacity of fuel cell CHP is 48.5% higher than gas engine CHP. Moreover, considering different manufacturing cost of two CHPs [39], the investment cost of fuel cell CHP will be 55.8% higher than gas engine CHP.

3.4.4 Effective CHP output efficiency and average input power to rated power ratio

Figure 3.13 and Figure 3.14 show the CHP installation capacity against effective CHP output efficiency and input power to rated power ratio, respectively. Both of graphs reveal that the effective CHP output efficiency and input power to rated power ratio reduce for both types of CHP when CHP installation capacity is increasing. In these two graphs, $P_1$ and $P_2$ are the theoretical best CHP capacity acquired by the MR method. The difference is that $P_1$ uses the heat demand as sizing criteria and $P_2$ uses the electricity demand as sizing criteria. $P_3$ is the theoretical best CHP capacity acquired by the GA method.

![Figure 3.13 Effective CHP energy efficiency against CHP installation capacity.](image)
Figure 3.13 shows that both CHP are operated at high output energy efficiency states for different CHP installation capacity. This is because that CHP is a kind of high energy efficiency generators. The graph also shows that gas engine CHP has higher effective energy efficiency compared to fuel cell CHP, the reasons being that heat demand is much higher than electricity demand in a domestic building and gas engine CHP rated energy efficiency is higher than fuel cell CHP.

Figure 3.14 indicates without an energy storage system, the capacity of CHP has not been fully utilised. For both CHP technologies, to get theoretical minimum daily energy cost, less than 30% of capacity is utilised.

3.5 Analysis and discussion

Table 3.5 is a summary of the work in this chapter. The average daily investment in this table is calculated based on the installation costs of gas engine and fuel cell CHP showing in [39]. However, the installation costs of gas engine and fuel cell CHP showing in [39] are higher than the present CHP installation costs. This is because [39]
shows CHP installation costs 7 years ago. With the development of the micro-CHP technology, the installation costs of micro-CHP have already been reduced (shown in Chapter 6.3.1). Therefore, the actual system investment should be lower than the value shown in this research and the system benefit to cost ratios obtained in Table 6.1 are conservative.

Table 3.5 A summary of the optimal results based on different CHP sizing criteria.

<table>
<thead>
<tr>
<th>Sizing criteria</th>
<th>Type of CHP</th>
<th>Optimal capacity (W)</th>
<th>Base case average daily energy cost (pence)</th>
<th>Optimal average daily savings (pence)</th>
<th>Effective energy efficiency (%)</th>
<th>Average CHP input power to rated power ratio (%)</th>
<th>Average daily investment * (pence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat</td>
<td>Fuel cell</td>
<td>3434</td>
<td>53</td>
<td>71.32</td>
<td>28.05</td>
<td>529</td>
<td></td>
</tr>
<tr>
<td>Electricity</td>
<td>3259</td>
<td>52</td>
<td>52</td>
<td>71.62</td>
<td>28.91</td>
<td>502</td>
<td></td>
</tr>
<tr>
<td>Theoretical best size</td>
<td>5200</td>
<td>58</td>
<td>58</td>
<td>68.73</td>
<td>21.39</td>
<td>801</td>
<td></td>
</tr>
<tr>
<td>Heat</td>
<td>Gas engine</td>
<td>2602</td>
<td>36</td>
<td>78.4</td>
<td>38.2</td>
<td>349</td>
<td></td>
</tr>
<tr>
<td>Electricity</td>
<td>5482</td>
<td>31</td>
<td>31</td>
<td>74.56</td>
<td>20.4</td>
<td>735</td>
<td></td>
</tr>
<tr>
<td>Theoretical best size</td>
<td>3500</td>
<td>37</td>
<td>37</td>
<td>77.34</td>
<td>30.47</td>
<td>469</td>
<td></td>
</tr>
</tbody>
</table>

\[
\text{Average daily investment } * \text{ (pence)} = \frac{\text{(Total investment } + \text{ maintenance fees)}}{\text{CHP life (in days)}}
\]

First, this work proves that using heat demand as optimization criteria can obtain better optimization results compared with electricity demand. This is because average heat demand in a year is much greater than the electricity demand. Only using the heat demand as sizing criteria to size fuel cell and gas engine CHP for a terraced house which was built between 1984 and 1997 is acceptable, because compared with the theoretical best size CHP, the average daily energy savings are over 90% of
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theoretical maximum savings. However using electricity as sizing criteria for gas engine CHP can cause problems, because the heat to power ratio of gas engine CHP is very high and this may cause the CHP to generate high levels of redundant heat.

Secondly, when using the MR method to size the CHP, the benefit to cost ratios are higher in most of cases compared to when the GA method is used to size the CHP. This is because the MR method tries to find the CHP capacity that can meet most of the demand in a year and this will make full use of CHP capacity. Consequently, even though the daily energy cost savings cannot achieve its theoretical maximum, the significant reduction of investment cost makes the ratio higher.

Thirdly, the optimization results show that it is difficult to deal with the conflict between operational cost, system investment and energy efficiency. The optimization results also show that to get higher daily energy savings, it is preferable to install large capacity CHP, however, this will significantly increase the investment cost and reduce energy efficiency. This is because by increasing the capacity of the CHP, more electrical demand occurring at the peak energy price time can be supplied by the CHP, and this will reduce energy costs. However, by increasing the capacity of the CHP, average CHP input power to rated power ratio is reduced, which means the CHP is always working at low input power and this will lead to energy efficiency reduction. Moreover, the low average CHP input power to rated power ratio indicates that most of CHP capacity has not been fully utilised. This is the reason why CHP investment cost is very high.

Fourthly, energy cost reduction is satisfactory in spring, autumn and especially winter. However, energy cost reduction in summer is disappointing. This is because the heat demand in summer is small compared with other seasons, therefore the electricity generated by the CHP is limited. To increase energy cost reduction in summer, CHP capacity must be reduced, however, this can reduce energy cost reduction in other seasons. In order not to reduce energy cost reduction in other seasons, extra electrical energy must be stored in advance to supply the load at peak electricity price times.

Finally, the results also show that the computation time of the MR method is much shorter than the GA method. The calculation time of the GA method normally depends on the scale of CHP capacity. Figure 3.9 and Figure 3.11 show that within the feasible
CHP capacity region, the average daily energy costs are very similar, therefore in the future work, the scale of CHP capacity in the GA method can be set as 500 W rather than 100 W and this will increase computation efficiency and reduce computation time.

### 3.6 Conclusion

In this Chapter, daily energy operational costs, investment costs and energy efficiency are all considered when using the MR and GA methods to size the CHP. The GA optimization results show that by installing a 5200 W fuel cell CHP, the daily energy costs can be minimized which is 13% reduction compared to base case. However, to achieve this reduction, there will be about 3% energy efficiency reduction and 7% input power to rated power ratio reduction compared to use the MR method and the heat demand to size CHP. Using the MR method and the heat demand to size the CHP is good enough because the MR method gives a higher benefit to cost ratio and energy efficiency. In addition, it makes more use of CHP capacity, even though it needs 5 pence extra to generate energy for a day. To deal with the conflict between energy efficiency, energy costs and system investments, energy storage systems may need to be installed. In the next chapter, an algorithm is proposed to size a hybrid energy storage system.
Chapter 4. Sizing hybrid energy storage systems

An important technology to improve energy efficiency and reduce energy costs for domestic buildings, hybrid energy storage systems (HESSs) are introduced in this chapter. This chapter first introduces different types of batteries and analyses all factors that can influence HESSs lifetime and improve its use. Secondly, this chapter proposes a new method to size the capacity of a battery-supercapacitor system, to design the maximum discharge current and to limit the state of charge (SOC) of the battery. At this stage, the entire problem is formulated as a function which is only related to battery capacity. This reduces the number of variables in the objective function and makes its global minimum more obvious. Then, a simple, practical control scheme is proposed to evaluate the results of formulating all variables in terms of the battery capacity. Finally, an operational region for HESSs is defined graphically, and this is very useful in avoiding battery capacity saturation, battery discharge current saturation and battery SOC saturation when sizing the battery. Regarding the domestic multi-energy system presented in Chapter 2, the daily benefit-cost ratio of the HESS is doubled compared to previous research [7].

4.1 Introduction

Battery-supercapacitor hybrid energy storage systems have an important role in increasing energy efficiency, and can help reduce the demand in electricity consumption. By reducing electricity demand, not only energy cost but also carbon emission can be reduced. Due to these reasons, HESSs are becoming a key component of future smart buildings.

Battery energy storage systems (BESSs) are an important part of HESSs and they are well suited to be installed on domestic buildings because of their relatively safe, silent, scalable, low maintenance, and efficient characteristics [7]. BESSs are widely used in domestic buildings to reduce electricity grid imports, to supply backup electric power in the form of uninterruptible power suppliers and to store redundant energy generated by any distributed energy generation system [8]. BESSs have excellent carbon emission reduction through increasing energy efficiency and can also benefit the
overall system economics [57]. In addition, BESSs improve the households’ energy self-sufficiency [58]. However, inappropriate battery sizing will reduce battery lifetime, decrease system benefit and increase carbon emission [59, 60]. Also, the inappropriate control strategy of a BESS will further reduce battery lifetime and result in sub-optimal system benefits [59]. Due to the potential environmental damage arising from the full battery’s life cycle, selecting the right types of battery for domestic buildings is crucial [57].

Even though inappropriate sizing, selecting and operating batteries will reduce system potential benefits, batteries are still one of the most economical ways of storing electricity [61], with the lead acid battery being the most mature battery technology. Currently, lead acid batteries are widely used in many fields, for example, in Uninterruptible Power Supply (UPS) systems and Electric Vehicle (EV) systems. For renewable power generation systems, lead acid batteries are also currently often used to store energy from PV systems [62]. On the other hand, there are many drawbacks to this type of battery, such as short lifetime, temperature limitations and current limitations [63]. Thus, many studies have analysed how to minimize the limitations of battery storage systems. The main emphasis of this research is to maximize the lifetime of battery systems without decreasing system stability and overall benefit.

Whilst the careful design of battery storage systems can increase overall energy storage system benefits, the design must also mitigate any shortcomings of the battery itself. For example, currently SOC and temperature are thought to be the two main factors that can influence the life time of batteries [62]. In this way, most battery storage systems try to avoid working at low SOC, low temperature and high temperature. In fact, there are many more factors that can influence the life time of battery storage systems, for example, irregular load and heavy discharge current are also harmful [64]. In [65], it is stated that the rated battery capacity can be reduced if the battery always discharges with heavy current. In [66], it is shown that the life span of two groups of batteries will be longer than one battery which has the same capacity as two groups of batteries. In other words, if two groups of batteries can be discharged at a suitable ratio, the life span of batteries can be further increased.

It is well known that batteries have high energy density (100 Wh/kg), but relatively low power density (<1000 W/kg) and their output cannot change rapidly. On the other hand,
supercapacitors have very high power density (<10000 W/kg), long life spans (>50000 charge cycle) and very low energy density (10 Wh/kg) [62]. Therefore it has often been proposed that a hybridised storage system could best harness the advantages of both storage technologies. With increasing interest in battery-supercapacitor hybrid energy storage systems (HESSs) at building level, the problem of how to minimise the cost (installation, maintenance and operation) without influencing the system performance becomes an important optimization issue.

Suitable energy storage equipment and an effective energy storage strategy have significant influence on a smart building’s energy performance. Therefore optimizing energy storage systems at building level is a crucial research area. To the best knowledge of the author, this chapter contains the first study to optimise daily the cost benefit ration of a HESS accounting for the three key factors (SOC, maximum discharge current and HESS capacity).

The main contributions of this chapter are: 1) three key factors (SOC, discharge current and HESS capacity) are comprehensively considered for the optimization, 2) the optimization problem is formulated to a function only relating to the battery capacity, greatly simplifying the objective function, 3) An optimal operating region is defined within this objective function, which achieves the best compromise between discharge current, state of charge and battery capacity, 4) Using this approach, the daily benefit-cost ratio of the HESS is shown, in an example case study multi-energy system, to be significantly increased by a factor of two compared to the previous work [1].

The optimization results acquired in this chapter will be used in next chapter as the rated capacity of the HESS. With the optimal size of the HESS and proposed rule-based control algorithm, daily energy cost savings will be calculated in Chapter 5. Then the optimal results will be compared with Chapter 3 (domestic buildings without HESS) to discuss in Chapter 6 whether it is suitable to install HESSs at domestic building level.

4.2 The characteristics and optimal choice of batteries

With the development of battery technology, more types of batteries have been produced by manufacturers, and the prices of many batteries have decreased very
rapidly, resulting in their widespread use. Generally speaking, although batteries have quite high energy density, they tend to have fairly low power density. However, due to different characteristics of different batteries, not all of the batteries are suitable for storing energy at building level.

Currently, at least five types of batteries are widely available, including the NiCd battery, Li-Ion battery, sodium-sulphur battery, flow battery and lead acid battery. The NiCd battery is normally used in power systems with output between the ranges of 1 kW-0.5 MW. However, the power density of the NiCd battery is quite low and due to materials used in its production, it has harmful environmental consequences. Moreover, the standby loss of this type of battery is quite high, thus it is not a good choice for building level energy storage. The Li-Ion battery possesses a low discharge rate, no memory effect and high energy density. The main disadvantage of this type of battery is that because internal resistance can cause it to overheat, it needs overcurrent and overvoltage protection. Another disadvantage of this battery is its high cost. The sodium-sulphur battery is normally used in systems with output power 0.8 MW-10 MW, and the operation temperature of this battery is between 300-350 °C. For safety reasons, it is not suitable for use in buildings. The vanadium redox battery (VRB) is a typical flow battery and it is widely used in systems with output power between 10 kW-10 MW. VRBs have very long lifetimes, in the order of ten years. However, the output voltage of this battery is quite low, at approximately 1.4 V, which is why in order to acquire higher output voltages, many batteries need to be used in series. Therefore, it is advisable not to use it in buildings. The lead acid battery is currently one of the most well-established batteries, though it cannot discharge deeply and the physical size of the battery is relatively large. The technology of lead acid battery is mature, the cost is relatively cheap and the output of this battery can vary from 1 kW-10 MW, which makes it suitable for use in buildings [61]. This thesis will therefore use a lead acid battery and supercapacitor as an example energy storage system. Table 4.1 is a brief summary of different types of batteries.
Table 4.1 A summary of different types of batteries.

<table>
<thead>
<tr>
<th>Type of batteries</th>
<th>Discharge power range</th>
<th>Main disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>NiCd</td>
<td>1 kW-0.5 MW</td>
<td>Low power density, Environmentally unfriendly; High standby loss</td>
</tr>
<tr>
<td>Li-Ion</td>
<td>1 kW-1 MW</td>
<td>Internal resistance can cause it to overheat; High cost</td>
</tr>
<tr>
<td>Sodium-sulphur</td>
<td>0.8 MW-10 MW</td>
<td>High operation temperature (300-350°C)</td>
</tr>
<tr>
<td>Flow battery- VRB</td>
<td>10 kW-10 MW</td>
<td>Low output voltages;</td>
</tr>
<tr>
<td>Lead acid</td>
<td>1 kW-10 MW</td>
<td>Low depth of discharge; large size</td>
</tr>
</tbody>
</table>

4.3 Factors potentially affecting battery use

4.3.1 State of Charge (SOC)

When talking about the parameters that can influence battery lifetime, SOC is definitely one of the most important factors. SOC is a parameter that needs to be recorded every minute because it may not only influence battery lifetime, but also battery charging/discharging efficiency.

Experiment results show that the influence of discharging 1 Ah electricity at different SOCs have different impacts on battery lifetime. For example, when SOC is 100%, then discharging 1 Ah electricity is equivalent to only discharging 0.55 Ah electricity over its whole lifetime. However, if SOC is 50%, then discharging 1 Ah electricity is equivalent to discharging 1.3 Ah electricity over its whole lifetime [67]. Figure 4.1 shows the relationship between the weighting factor and the SOC of battery and suggests that in order to extend their lifetime, batteries should work at higher SOCs.
By limiting the depth of SOC to approximately above 60%, the battery’s life cycle can be extended. Figure 4.2 is used to illustrate the life cycle of a Panasonic lead acid battery against different SOCs. By doing a simple calculation, it can be clearly shown that the accumulative battery lifetime is approximately equal to 360 to 390 times battery rated capacity when SOC is limited at 30%. However, when SOC is limited at 50%, the accumulative battery lifetime decreases to 212 to 225 times of battery rated
capacity. Thus, by limiting the depth of SOC, the accumulative lifetime of the battery can be significantly improved. Therefore, SOC will be considered when optimising the HESS in this work.

4.3.2 Battery capacity

The lifetime of the battery significantly decreases if an undersized, low capacity battery is installed in a large power system. Increasing the capacity of the battery can allow it to work at a higher SOC, which will increase battery lifetime. However, for a householder, an energy storage system is always limited by its physical size and installation capacity. Oversizing the capacity of the battery can increase the installation and maintenance cost of a storage system and increase the system standby loss. Thus careful consideration of these competing factors is necessary to maximise the lifetime of the battery and minimise the operational cost of the system. Battery capacity will be analysed later in this chapter.

4.3.3 Operating temperature

In [69], battery capacity is reduced as the operating temperature decreases and the level of reduction depends on the type of battery and on the discharge current. On the other hand, if the operating temperature (for a lead acid battery) is over 40 °C, the battery lifetime decreases and the standby loss will increase. However, in [70], it is stated that if the battery system is installed in a location where ambient temperature does not change significantly, the uncertainty of the load prediction has a stronger influence compared to the operating temperature. Thus, if the battery is installed in a ventilated room, and the ambient temperature is stable and suitable for battery operation, the influence caused by temperature can be ignored. In this work the temperature dependency of the battery is therefore excluded.

4.3.4 Maximum discharge current

Heavy discharge current has a negative effect on the effective battery capacity. In [70], the effective battery capacity is less than the rated battery capacity, if the discharging current is higher than one tenth of battery rated capacity. Also, in [65], if the battery is always operated with heavy discharge currents, the battery discharge efficiency will decrease, and the life span of battery will be reduced. Table 4.2 illustrates the relationship between discharge current and battery effective capacity, where $q$ is
battery rated capacity. This work will limit the maximum discharge current when sizing the capacity of HESSs.

Table 4.2 Maximum battery capacity for different discharge current [70].

<table>
<thead>
<tr>
<th>Discharge current (A)</th>
<th>Discharge time (h)</th>
<th>Maximum discharge capacity (Ah)</th>
<th>Maximum discharge capacity / Rated capacity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>250 ($q/10$)</td>
<td>10</td>
<td>2500</td>
<td>100</td>
</tr>
<tr>
<td>430($q/5.8$)</td>
<td>5</td>
<td>2150</td>
<td>86</td>
</tr>
<tr>
<td>625($q/4$)</td>
<td>3</td>
<td>1875</td>
<td>75</td>
</tr>
<tr>
<td>1300($q/1.9$)</td>
<td>1</td>
<td>1300</td>
<td>52</td>
</tr>
<tr>
<td>2050($q/1.2$)</td>
<td>0.5</td>
<td>1025</td>
<td>41</td>
</tr>
<tr>
<td>2700($q/0.9$)</td>
<td>0.33</td>
<td>900</td>
<td>36</td>
</tr>
<tr>
<td>3100($q/0.8$)</td>
<td>0.25</td>
<td>775</td>
<td>31</td>
</tr>
</tbody>
</table>

4.3.5 Battery output voltage imperfection

In many studies, the output voltage of the battery has been idealised. Firstly, it is always assumed that the output of the battery is a constant. Figure 4.3 is a diagram used to show the relationship between actual terminal voltage and discharge time. Secondly, even for the same type of battery, the internal resistance and output voltage of each individual battery have some variation [66], which will have a slight influence on the battery lifetime.

Mathematical models, physics models and circuit models have all been proposed in analysing battery discharge characteristics. In [71], the importance of the battery output I-V curve has been demonstrated. However, nowadays the battery output I-V curve is used to model a dynamic system, and is seldom used to analyse the economical operation of the energy storage system. Moreover, it is unrealistic to think that it is possible to build two batteries whose internal resistances and output voltages are exactly identical. Therefore, this factor is not analysed in this work.
4.3.6 Battery control strategies

Different battery discharging strategies can affect the economic operation of a battery. In [69], it is proven that choosing different discharge current schemes allows the size of the battery to be changed. However, different control strategies might require a change in user behaviour, and so in order not to inconvenience users in this work, this factor will be ignored.

Another battery control strategy is to use two groups of batteries instead of one battery to meet the demand. Though this will increase battery lifetime, it is not used in this work because the physical size and installation cost of energy storage systems at building level is strictly limited.

In conclusion, this work will ignore the influences of operating temperature, imperfections of battery output voltage and battery control strategies. The most significant factors have been shown to be SOC, discharge current and battery capacity and thus, these parameters will be considered in this work when optimizing the battery storage system.
4.4 The characteristics of supercapacitors

In contrast to batteries, supercapacitors have relatively low energy density, and high power density. Supercapacitors can be used to offer pulse power in hybrid energy storage systems. The discharge/charge current of a supercapacitor can be 7 times higher than the rated charge current of battery [63].

Because no chemical reaction takes place, the lifetime of supercapacitors compared to batteries is extremely long. The life cycle of supercapacitors can reach one million cycles [72, 73]. Thus in many industry applications, the life of supercapacitors is not limited by cycling stress [73].

In addition, supercapacitors can respond very quickly to sudden changes of demand. For this reason, they are often used to smooth the load curve and let the battery discharge current change slowly. They have the benefit to improve power quality and decrease the shock on the battery system, which can extend the life of batteries [62].

Finally, the installation cost of the supercapacitor is very high, but the maintenance fee is quite low (almost zero). Sizing the capacitor is quite important, in order to make full use of the supercapacitor capacity [63, 74].

4.5 Factors potentially affecting supercapacitor lifetime

The lifetime of the supercapacitor can be defined as the time period from first use to last use. During this period, two parameters need to be monitored, which are the supercapacitor capacity and the internal resistance. Normally, a supercapacitor needs to be replaced when the capacity of the cell reduces to 80% of its initial value, or the equivalent series internal resistance increases to 200% of its initial value. The lifetime of the supercapacitor is strongly affected by temperature and operating voltage. Other factors, such as duty cycle and power flow profiles, can have subtle influences [75]. In the following subsections, the impacts caused by operating temperature and voltage will be analysed.

4.5.1 Operating temperature

[73] and [76] indicate that the lifetime of a supercapacitor will be halved if the operating temperature increases by 10°C from the ambient. Furthermore, it has been proved in
[77] that the equivalent supercapacitor’s internal resistance will increase and the capacity of the supercapacitor will decrease at high temperatures.

Operating temperature encompasses ambient temperature and system temperature. In order to keep ambient temperature suitable and stable, the supercapacitor should be installed in a ventilated room. System temperature is mainly influenced by discharge current. The system temperature will be significantly increased if the supercapacitor discharges at a high current for a long time. However, in the hybrid system in this work, limiting the discharge current of battery systems will also limit the discharge current of supercapacitors. On the other hand, when the supercapacitor is used for smoothing the demand curve rather than offering high power, this also has the benefit of decreasing system temperature. Moreover, by adding a cooling system, for example small fans, the operating temperature can be limited within a suitable range, which is why this thesis will ignore the factor of operating temperature.

4.5.2 Operating voltage

If the maximum terminal voltage on the supercapacitor can be reduced by 0.2 V, the lifetime of the supercapacitor can be doubled [76]. Thus, the lifetime of the supercapacitor can be extended by adding converters to limit the operating voltage.

Previous analysis has shown that by limiting temperature and operating voltage, the life span of the supercapacitor will not be greatly influenced. Moreover, the life span of the supercapacitor is much longer than that of the battery. In this work, the lifetime of supercapacitor will not be considered. Instead, this work will focus on sizing the supercapacitor. By making full use of the supercapacitor, the average daily cost will be reduced. In this work, a supercapacitor BCAP1500 whose rated voltage and capacity are 2.7 V and 1500 F, is used as an example [78].

4.6 System control strategy

Clearly the choice of system control strategy has an effect on the daily energy cost saving. However this must be fixed in order to quantify the effect of battery capacity on daily benefit to cost ratio. This section therefore proposes a simple, practical control scheme to evaluate the results of formulating all variables in terms of the battery capacity.
4.6.1 Electricity system control strategy

As shown in Figure 2.7 in Chapter 2, in each season, there are two high electricity price periods and three low electricity price periods every day. These five time periods can be defined as: H1, H2, L1, L2 and L3, and are shown in Figure 4.4.

Electricity system control strategy for H1 and H2

There are two periods in a day (H1 & H2) where the electricity tariff is obviously higher than the rest of the day. In order to reduce system operational cost and maximize system benefit, there is no doubt that less electricity should be imported from the national grid at this time. So at H1 and H2, electricity should be supplied by the CHP and the HESS as much as possible. The output of the HESS can be limited by battery discharge current and minimum SOC during this time.

Electricity system control strategy for L1 and L2

On the other hand, the electricity price is quite low in L1 and L2, suggesting an ideal time to use the electricity from the grid to charge the HESS. However, in this work, instead of charging the HESS by electricity from the grid, the HESS is charged by the CHP during this time. There are two reasons for making this change. The first one is cost efficiency. Even though electricity price at L1 seems low, it is still high compared with the electricity price generated by the CHP. The second reason is to improve energy efficiency. In [79], the energy loss due to power transmission and distribution is 7%. If more energy can be generated locally by the CHP, energy loss due to power
transmission and distribution can be reduced. Moreover, the emission factor of gas is generally less than electricity in many countries due to the use of coal based generation, therefore there is also an environmental benefit. Thus, at L1 and L2, the CHP is switched on to supply the loads and charge the battery. During this period, if the demand is lower than the power generated by the CHP, the rest of energy generated by the CHP will be stored. However, if the demand is higher than the power generated by the CHP, the difference between the generated power and the demand will be supplied by the grid.

**Electricity system control strategy for L3**

As mentioned before, if the system’s electricity demand can be supplied by the CHP rather than the grid, the electricity cost can be reduced, and system transmission and distribution loss will also be reduced. However, in order to reduce redundant electricity generated by the CHP and to make the battery discharge to the initial value at the beginning of the day, the CHP should be turned off. Thus from the start of L3 to the 40 minutes before the end of the day, the electricity control strategy is the same as H1 and H2. For the last 40 minutes, the CHP will be switched off and the electricity demand will be supplied by the HESS. In this period, if the output of the HESS is limited by the discharge current and the minimum SOC of the battery, the difference between HESS output and demand will be supplied by the grid. Table 4.3 is used to show the daily electricity operation of the system.

<table>
<thead>
<tr>
<th>Time period</th>
<th>State of CHP</th>
<th>Possible state of the HESS</th>
<th>Electricity supplies’ priority list</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>ON</td>
<td>Charge/Standby</td>
<td>CHP $\rightarrow$ Grid</td>
</tr>
<tr>
<td>H1</td>
<td>ON</td>
<td>Charge/Discharge/Standby</td>
<td>CHP $\rightarrow$ HESS $\rightarrow$ Grid</td>
</tr>
<tr>
<td>L2</td>
<td>ON</td>
<td>Charge/Standby</td>
<td>CHP $\rightarrow$ Grid</td>
</tr>
<tr>
<td>H2</td>
<td>ON</td>
<td>Charge/Discharge/Standby</td>
<td>CHP $\rightarrow$ HESS $\rightarrow$ Grid</td>
</tr>
<tr>
<td>Start to last 40 minutes of L3</td>
<td>ON</td>
<td>Charge/Discharge/Standby</td>
<td>CHP $\rightarrow$ HESS $\rightarrow$ Grid</td>
</tr>
<tr>
<td>Last 40 minutes of L3</td>
<td>OFF</td>
<td>Discharge/Standby</td>
<td>HESS $\rightarrow$ Grid</td>
</tr>
</tbody>
</table>
4.6.2 Heat system control strategy

Heat is generated by gas in the building (no matter whether generated by CHP or boiler), and the gas price is relatively low and stable compared with the electricity price. In addition, heat storage overall efficiency is quite low and standby loss is much higher than in an electricity storage system. Thus it is preferable for the heating system to not store heat in advance. However, the CHP may generate redundant heat when it is used to generate electricity, therefore only this portion of heat will be stored. Considering the high standby loss of the heat storage system, the energy stored in the water tank should be utilized as soon as possible.

By following this system control strategy, the daily energy cost saving will be:

\[
E_s = \sum_{t=1}^{1440} (P_E(t) \times C_e(t) + P_H(t) \times C_g(t)/\eta_B) - \sum_{t=1}^{1440} (P_{Em}(t) \times C_e(t) + P_{Gin}(t) \times C_g(t)/\eta_B) - \sum_{t=1}^{1440} (P_{CHP} \times C_g(t) \times K(t))
\]

\[
K(t) = \begin{cases} 
1 & \text{If the CHP is operated at rated power} \\
0 & \text{If the CHP is switched OFF} 
\end{cases}
\]

In equation (4.1) and (4.2), \(E_s\) is total daily energy cost saving in pence, \(P_E(t)\) and \(P_H(t)\) are electricity energy demand and heat energy demand in each minute, \(C_e(t)\) and \(C_g(t)\) are the electricity price and gas price in each minute respectively. By applying the proposed system control strategy, \(P_{Em}(t)\) and \(P_{Gin}(t)\) are energy supplied by the grid and energy supplied by the boiler in each minute. \(\eta_B\) is boiler’s efficiency, and \(K(t)\) is the state of the CHP. As mentioned in chapter 3, when a CHP is working at low input power, the electricity output efficiency of this CHP is much less than its rated value. Thus, in the calculations of this chapter, the CHP can only work at ‘rated power’ or ‘switch off’.

4.7 Battery system optimization

4.7.1 Optimization function for battery systems

The battery’s installation cost and maintenance cost are directly proportional to the capacity of the battery and inversely proportional to the battery lifetime. The average daily cost of battery storage system can be written as:
In equation (4.3), $C_b$ is average daily cost of battery storage system, $C_{bi}$ is the unit price of the battery, which is 0.8 US$/ Wh (approximately 0.534 £/Wh) and $C_{bm}$ is the annual maintenance cost of battery, which is 0.2283 US$/ kWh (equals to 0.1522 £/kWh.) [63]. $Y$ is the life span of the HESS in years, and $q_b$ is the battery capacity in Ah. $T_L$ is the life span of the HESS in days.

In Chapter 4.3.1, it has been mentioned that the life span of battery can be greatly influenced by the battery’s minimum SOC and battery minimum SOC can be influenced by battery installation capacity. So the life span ($Y$ & $T_L$) will be a function of a function of battery installation capacity. On the other hand, with the increase of discharge current, the effective battery capacity will be reduced. In other words, the battery capacity $q_b$ will increase as well. Different constraints will lead to different optimization results.

### 4.7.2 Constraints

#### Discharge current

As shown in Table 4.2, when the discharge current is greater than one tenth of battery capacity, the ratio of maximum discharge capacity and rated capacity will be less than 100%. The relationship between installation battery capacity $q_b$ and effective battery capacity $q_{eb}$ can be summarised as:

$$q_b = q_{eb}/\alpha$$

(4.4)

$\alpha$ is a scaling factor of effective battery discharge capacity and battery rated capacity. The value of $\alpha$ can be acquired from Table 4.2 for different maximum discharge current. In this work, seven discrete maximum discharge currents (listed in Table 4.2) will be used to analyse how battery discharge currents affect battery system average daily cost.

#### SOC and battery capacity

Instead of influencing battery effective capacity, these two factors have an influence on the battery life span. Normally battery life span in days can be expressed as:
\[ T_L = \frac{q_a}{q_d} \quad (4.5) \]

where \( q_a \) is the accumulative capacity of batteries, \( q_d \) is the daily effective battery capacity consumption. SOC will affect \( q_a \) and battery capacity can have an influence on \( q_a \) and \( q_d \).

As mentioned in Chapter 4.3.1, the accumulative capacity of batteries can be significantly improved by limiting the depth of SOC. Thus \( q_a \) is a function of battery capacity and depth of SOC. Therefore,

\[ q_a = \beta \times q_b \quad (4.6) \]

In (4.6), \( \beta \) is a scaling factor of battery accumulative capacity and battery rated capacity. From Figure 4.2, the cycle numbers of a lead-acid battery are 200 to 225, 425 to 450 and 1200 to 1300 when the minimum SOC is limited as 0%, 50% and 70%, respectively. In this work, the number of cycles of a lead-acid battery for deep discharge (Minimum SOC=0), medium discharge (Minimum SOC=50%) and light discharge (Minimum SOC=70%) are set as: 225, 450 and 1300. The scaling factor \( \beta \) can be represented as:

\[ \beta = \int_{SOC=i\%}^{SOC=100\%} q(SOC)dSOC \times N \quad (4.7) \]

In (4.7), \( i \) is used to represent the type of discharge, for example, if \( i = 70 \), the battery is operated as a light discharge model and the minimum SOC of battery is 70%. Another variable \( N \), in (4.7), is the number of discharge cycles at given \( i \). \( q(SOC) \) is a function of the effective weighting factor of the battery at different SOC. From Figure 4.1, \( q(SOC) \) can be approximately modelled as:

\[ q(SOC) = \begin{cases} 
-1.5 \times SOC + 2.05 & \text{if } SOC > 50\% \\
1.3 & \text{if } SOC < 50\% 
\end{cases} \quad (4.8) \]

Similar to equation (4.6) and (4.7), the daily effective battery capacity consumption can be expressed as:

\[ q_d = \int_{SOC=i\%}^{SOC=peak\%} q(SOC)dSOC \times n \times q_b \quad (4.9) \]

In (4.9), \( n \) is the number of full discharge cycles in a day, and normally this is equal to 1, but in some extreme cases, \( n \) can be very large (for example, if the battery
installation capacity \( q_b \) is very small). This is not practical for HESSs in a building, so it will not be analysed. \( SOC = \text{peak}\% \) is the maximum SOC that the battery can reach. When the battery capacity increases beyond a certain point, the battery cannot be fully charged and will always work at a relatively low SOC, which will increase daily effective battery capacity consumption. Figure 4.5 demonstrates how battery capacity affects system operation.

![Figure 4.5 Daily battery SOC curves for different Battery Capacity Levels.](image)

By combining equation (4.3) to (4.9), the average daily cost of the battery storage system can be derived as:

\[
C_b = (C_{bi} + C_{bm}) \times \frac{N \times \int_{SOC=1\%}^{SOC=100\%} q(SOC) \, dSOC}{365 \times N \times \int_{SOC=1\%}^{SOC=100\%} \frac{q(SOC) \, dSOC}{SOC=1\%}} \times \frac{q_{eb}}{\alpha} \times \frac{N \times \int_{SOC=\text{peak}\%}^{SOC=1\%} q(SOC) \, dSOC}{N \times \int_{SOC=1\%}^{SOC=100\%} \frac{q(SOC) \, dSOC}{SOC=1\%}}
\]

(4.10)

Now, the average daily cost of the battery storage system can be formulated as a function of only the battery capacity for a given SOC and discharge current.
4.8 Supercapacitor system optimization

Like the battery storage system, the supercapacitor can be used to supply energy for electrical systems. However, the installation cost of the supercapacitor system for per unit energy is much higher than the battery system. Therefore, it is not suitable to store large amounts of energy using the supercapacitor. Instead, the supercapacitor can be used to smooth load curve and have a fast response to load changing.

To give a longer time for the battery to reach a new balance, the supercapacitor should have the ability to offer the same level of power as the battery for a short period of time. The maximum output power that the battery can offer is:

\[ P_{\text{max}} = V_b \times I_{\text{max}} \]  \hspace{1cm} (4.11)

where \( P_{\text{max}} \) is the maximum output power of the battery, \( V_b \) is the battery output voltage and \( I_{\text{max}} \) is the maximum discharge current of the battery. As mentioned in the previous section \( I_{\text{max}} \) is a function of battery installation capacity, which can be represented as:

\[ I_{\text{max}} = q_b / \mu \]  \hspace{1cm} (4.12)

In (4.12), \( \mu \) is a time scaling factor. Thus, the maximum output power of the supercapacitor should be equal to the maximum output power of the battery, which is:

\[ P_{\text{max}} = V_b \times q_b / \mu \]  \hspace{1cm} (4.13)

The capacitance of the supercapacitor \( (q_s) \) can be written as [78]:

\[ q_s = \frac{i}{dV} \times (dt + \tau) \]  \hspace{1cm} (4.14)

In (4.14), \( i \) is the average current, \( dV \) is the difference between maximum supercapacitor operation voltage and minimum supercapacitor operation voltage. \( dt \) is the discharge time and \( \tau \) is the time constant for the supercapacitor. For BCAP1500, \( \tau \) is 0.7 seconds [78]. To be more specific:

\[ i = \frac{i_{\text{max}} + i_{\text{min}}}{2} = \left( \frac{P_{\text{max}}}{V_{\text{min}}} + \frac{P_{\text{max}}}{V_{\text{max}}} \right) / 2 \]  \hspace{1cm} (4.15)

\[ dV = V_o - V_{\text{min}} \]  \hspace{1cm} (4.16)
In (4.15) and (4.16), $i_{\text{max}}$ and $i_{\text{min}}$ are the maximum output current of the supercapacitor and the minimum output current of the supercapacitor. $V_{\text{max}}$ and $V_{\text{min}}$ are the maximum output voltage and the minimum output voltage of the supercapacitor. $V_o$ is the HESS operation voltage.

When sizing the supercapacitor chosen in this HESS (BCAP1500), all the parameters will be constants except for the supercapacitor’s maximum output power. In this way, the size of the supercapacitor is directly proportional to its maximum output power. However, the maximum output power of the supercapacitor system can be influenced only by the battery installation capacity at the given maximum battery discharge current. Thus the size of the supercapacitor only depends on the battery installation capacity when the type of the supercapacitor, HESS and the maximum battery discharge current are given.

The average daily cost of the supercapacitor system is proportional to the total cost of the supercapacitor and inversely proportional to the lifetime of HESSs, so the average daily cost of supercapacitor ($C_s$) can be expressed as:

$$C_s = (C_{si} + C_{sm} \times Y) \times q_s / T_L$$

(4.17)

In (4.17), $C_{si}$ and $C_{sm}$ are the unit installation cost of the supercapacitor and the annual maintenance cost of the supercapacitor. At current exchange rates (£ against $), $C_{si}$ is 0.5 £/F and $C_{sm}$ is 0.007 £/F [63]. $Q_s$ is the supercapacitor installation capacity, which is proportional to the battery installation capacity. $Y$ and $T_L$ is life span of the HESS in years and in days. The values of $Y$ and $T_L$ depend on the life span of battery system, because the life span of the supercapacitor system is much longer than that of the battery. So the average daily cost of supercapacitor ($C_s$) only relates to battery capacity ($q_b$).

Therefore, finding the minimum average daily system cost ($\text{Min } C$) at the given total daily energy cost saving, $E_s$ becomes the whole system optimization problem. The objective function is:

$$\text{Min } C = C_s + C_b$$

(4.18)
The analyses above show that the minimum average daily cost will only be influenced by battery capacity if the type of supercapacitor, maximum battery discharge current and minimum battery SOC are given.

The battery output voltage and the maximum supercapacitor output voltage are set to be 24 V, which is equal to the HESS operation voltage. The minimum supercapacitor output voltage is set as 12 V. The maximum discharge time for the supercapacitor is 10 s. The type of supercapacitor is BCAP1500, with a time constant of 0.7 s. Twenty-one different scenarios (3 types of SOCs and 7 types of maximum discharge currents) are tested to show how SOC, discharge current and battery capacity affect the average daily cost of the HESS. The best system data setting can be acquired by comparing these different cases.

4.9 Results

4.9.1 Daily energy cost saving

Figures 4.6, 4.7 and 4.8 show the daily energy cost saving with the control strategy mentioned in Chapter 4.6. However, the depth of battery discharge is different in the three figures. Figures 4.6, 4.7 and 4.8 are used to model deep discharge (Minimum SOC=0%), medium discharge (Minimum SOC=50%) and light discharge scenarios (Minimum SOC=70%).

![Figure 4.6 Daily energy cost saving VS battery capacity at different discharge currents (Deep Discharge).](image-url)
Figure 4.7 Daily energy cost saving VS battery capacity at different discharge currents (Medium Discharge).

Figure 4.8 Daily energy cost saving VS battery capacity at different discharge currents (Light Discharge).
Capacity saturation

Figures 4.6-4.8 show that with the increase of the battery capacity the average daily energy saving will reach the saturation point. This saturation value, whereafter it is not influenced by the SOC and maximum discharge current, is the maximum daily energy saving. For the same system control strategy, the saturation value of daily energy saving will be the same. In this case, the maximum daily energy saving is 84.7 pence. In order to improve the daily energy saving saturation value, a more advanced control strategy should be applied to the system.

SOC saturation

By comparing Figures 4.6-4.8, the average daily saving curves are the same for different SOC tests, if the discharge current is set as one tenth of the battery capacity. However, with the increase of the discharge current, the average daily saving curve will be different. In order to solve the SOC saturation problem, the system needs to operate at a higher discharge current.

Discharge current saturation

In Figure 4.8, when the discharge currents are higher than $Q/1.9$ and the battery capacities are higher than 216 Ah, the average daily saving is the same at different discharge currents. At this time, the best way to solve discharge current saturation is to decrease system minimum SOC. If system minimum SOC is decreased to 50%, the saturation value of the discharge current becomes 259 Ah.

Figure 4.9 shows the limitation of HESS operation. To make optimal use of the battery, an effective HESS should work in the operation area but avoid the saturation area.
4.9.2 Average daily HESS cost

It is well known that because of the manufacturing of the current technology, the average daily cost of HESSs is much higher than the average daily saving. In [6] the average daily cost of HESSs is about 14.5 times higher than the average daily saving. Because HESSs can reduce the burden of the grid at peak demand time, and increase the allowable penetration of fluctuating renewable generation, governments are likely to increasingly subsidise building level storage, such as the domestic HESSs. Moreover, with the improvement of energy storage technology, the installation cost of the overall system will significantly decrease in the future, and with effective control schemes it is likely to go beyond breakeven point.

To balance maximum daily energy saving and the battery operation cost, this thesis will attempt to optimize the battery capacity when average daily energy saving is 95% of its maximum value, which is 80 pence. Table 4.4 shows the average daily cost of different discharge currents in the case of light discharge. In order to illustrate how SOC influences system operate, Table 4.5 shows the optimized HESS at different SOCs.
### Table 4.4 Average daily HESS cost for discharge currents (SOC=70).

<table>
<thead>
<tr>
<th>Discharge current (A)</th>
<th>q/10</th>
<th>q/5.8</th>
<th>q/4</th>
<th>q/1.9</th>
<th>q/1.2</th>
<th>q/0.9</th>
<th>q/0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average daily energy saving (£)</td>
<td></td>
<td></td>
<td></td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effective battery capacity (Ah)</td>
<td>1022</td>
<td>624</td>
<td>527</td>
<td>504</td>
<td>504</td>
<td>504</td>
<td>504</td>
</tr>
<tr>
<td>Installation battery capacity (Ah)</td>
<td>1022</td>
<td>726</td>
<td>703</td>
<td>969</td>
<td>1229</td>
<td>1400</td>
<td>1626</td>
</tr>
<tr>
<td>Average daily cost of battery system (£)</td>
<td>9.29</td>
<td>6.83</td>
<td>6.86</td>
<td>9.54</td>
<td>12.10</td>
<td>13.78</td>
<td>16.00</td>
</tr>
<tr>
<td>Supercapacitor capacity (F)</td>
<td>137</td>
<td>144</td>
<td>176</td>
<td>355</td>
<td>562</td>
<td>749</td>
<td>843</td>
</tr>
<tr>
<td>Average daily cost of supercapacitor (£)</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.14</td>
<td>0.23</td>
<td>0.30</td>
<td>0.34</td>
</tr>
<tr>
<td>Average daily cost of the HESS (£)</td>
<td>9.34</td>
<td>6.89</td>
<td>6.93</td>
<td>9.68</td>
<td>12.33</td>
<td>14.08</td>
<td>16.34</td>
</tr>
</tbody>
</table>

### Table 4.5 Optimized results of daily cost of the HESS at different SOCs.

<table>
<thead>
<tr>
<th>SOC (%)</th>
<th>0</th>
<th>50</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average daily energy saving (£)</td>
<td></td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Best discharge current (A)</td>
<td>q/1.9</td>
<td>q/4</td>
<td>q/5.8</td>
</tr>
<tr>
<td>Effective battery capacity (Ah)</td>
<td>199</td>
<td>416</td>
<td>624</td>
</tr>
<tr>
<td>Installation battery capacity (Ah)</td>
<td>382.7</td>
<td>555</td>
<td>726</td>
</tr>
<tr>
<td>Average daily cost of battery system (£)</td>
<td>18.25</td>
<td>15.12</td>
<td>6.83</td>
</tr>
<tr>
<td>Supercapacitor capacity (F)</td>
<td>141</td>
<td>136</td>
<td>144</td>
</tr>
<tr>
<td>Average daily cost of supercapacitor (£)</td>
<td>0.26</td>
<td>0.15</td>
<td>0.06</td>
</tr>
<tr>
<td>Average daily cost of the HESS (£)</td>
<td>18.51</td>
<td>15.27</td>
<td>6.89</td>
</tr>
</tbody>
</table>
Table 4.4 demonstrates that for the light discharge scenario, the minimum average daily cost of the HESS can be acquired when the maximum discharge current is set as $q/5.8$. At this time, the effective battery capacity is 624 Ah and installation battery capacity is 726 Ah. The Supercapacitor Capacity is 144 F. The average daily cost of the battery system and of the supercapacitor system are £6.83 and £0.06 per day. The average daily cost of the HESS mainly depends on the battery system. From Table 4.4, it is also obvious that when the discharge current is greater than $q/1.9$, the effective battery capacity is the same, which is due to discharge current saturation.

The results in Table 4.5 show that the best discharge current for the HESS is different for different SOCs. This means that in order to get the global minimum average daily cost for the HESS, both the discharge current and SOC should be adjusted. In this case, for a small building, the global minimum average daily cost of the HESS is £6.89. The depth of discharge of the battery is light and the best discharge current is $q/5.8$.

### 4.10 Conclusion

In this chapter, a hybrid energy storage system at building level has been investigated, the factors that can influence HESSs economical operation have been analyzed, and a battery SOC and discharge currents control model has been proposed. By applying this model, the daily investment of a HESS is reduced to 7.6 times (based on Table 4.5) of the HESS daily benefit, a twofold improvement on a smart building with battery storage system only and local energy generation. Even so, the daily cost of the system currently outweighs the benefits, by a factor of almost 8. However, when accounting for government subsidies and ongoing improvements in HESS technology, the economic case for storage at building level will rapidly become favourable.

The proposed optimization model for a HESS first shows three saturation factors that can influence system average daily saving. These three factors are battery capacity, maximum discharge current and SOC. To deal with battery capacity saturation, a more precise system control strategy is required. To deal with battery maximum discharge current saturation, the battery system needs to reduce the minimum SOC. To solve the SOC saturation, the battery system needs to increase the maximum discharge current. It has been concluded that a successful design should make full use of battery
capacity and attempt to make the battery system work in an operational area without saturation caused by capacity, discharge current or SOC.

The proposed HESS optimization model also shows that for a given daily energy cost saving, different depth of battery discharges will lead to different optimized system discharge currents and different average daily HESS costs. For a small building, the best HESS operation for the battery is light discharge and keeping the maximum discharge current at about one sixth of the battery capacity.

This chapter has proven that HESSs optimization can be used to balance maximum battery discharge current, minimum SOC and battery capacity. The maximum discharge current can have an influence on battery effective capacity, the minimum SOC and the capacity can have an influence on the battery’s lifetime. By optimizing the HESS, its average daily cost can be significantly reduced.
Chapter 5. Rule-based control algorithm operational cost optimization of domestic buildings

This chapter presents a novel control algorithm for optimising operational costs of a combined domestic micro-CHP, boiler, battery and heat storage system. In this chapter, a minute by minute basic time-step is used to predict the loads and then based on the predicted loads, a simple and computationally efficient rule is developed to control CHP in two binary states, which aims to maximise CHP efficiency, and give the algorithm increased real world feasibility. In addition, a novel application of a dual battery system is proposed to support the micro-CHP. Each battery supplies just one of the distinctive morning and evening electrical load peaks, and thus inherently improves overall battery system lifetime.

A case study is presented where the algorithm is shown to yield up to approximately 20% energy cost savings above the base case, which is similar to the previous research done by M.C. Bozchalui, and 98.3% of the theoretical minimum cost. The theoretical minimum cost is calculated with conservative assumptions of perfect load prediction and ideal CHP operation at rated efficiency. In general, the algorithm is shown to always yield better than 88% of the theoretical minimum cost (except for summer days). This is a ratio that will be considerably higher when real-world CHP limitations are factored into the theoretical minimum calculation.

5.1 Introduction

In order to reduce daily energy cost and carbon emissions, renewable energy has been deployed in an increasingly localised and decentralised manner, in the form of distributed generation (DG). Distributed generation has the added advantage of increasing system robustness and reducing transmission losses [80]. At building level this takes the form of micro-generation, reducing the reliance on the grid. Energy independence can be increased still further with appropriate energy storage at building level so that local renewably generated energy can be stored until it is required. Moreover, with increasing uptake of SG technologies (especially smart meter technology), electrical power in buildings can be consumed more efficiently compared
with conventional buildings, through change in user behaviour and automation of building services, such as lighting [18]. These technologies play important roles to optimize electricity consumption at building level, however they have less impact on other forms of energy use, such as gas space heating and domestic hot water.

Researchers have therefore recently begun to focus on synergies between various kinds of energy carriers such that a holistic treatment can minimise the total overall energy use. In this context, a concept which was described in Chapter 2 called ‘Energy Hub’ (EH), was proposed to model various forms of energy transformation, conversion and storage considered holistically in a single entity [17]. The EH model is commonly used in recent literature to model the aforementioned technologies in a domestic setting and thus solve household energy optimization problems.

In [81], an application of multi-agent systems for cyber-enabled energy management of building structures (CEBEMS) is investigated; the CEBEMS models the building cooling, heat and power zones and finally energy zones, coordinates local generation to optimise building energy usage. In [82], the Monte Carlo valuation method for Energy Hubs is proposed. Together with DSM, this method solves the system uncertainty problem and improves system flexibility. However, in [81, 82], system scheduling and optimization are only based on heat demand, and electricity demand is neglected.

A multi-time scale structure rule is built to optimize a micro-grid energy system in [83]. [83] also claims that rule-based optimizations for energy systems are preferable to algorithm-based optimizations, because they are computationally more efficient and easier to implement in real-world applications. The types and capacity of DG and storage devices are optimised in [84] using a number of hybridised techniques. By defining sensitive loads as loads that must always be met under any conditions and non-sensitive loads as loads that may be interrupted under some conditions, [84] also develops an operational energy management strategy in micro-grids. However in both approaches described in [83] and [84], the householder’s comfort may be compromised; due to requirements of DR in [83] and considering the non-sensitive load in [84].
In [11], a smart Energy Hub is modelled and multi-energy networks based on an integrated demand side management technique are proposed. Similar to [85, 86], the simulation time period for this work is one hour, which does not sufficiently consider dynamic changes of the EH modelled at domestic level.

For integrated energy systems, combined heat and power (CHP) can be used to couple the heat and electricity carriers. Residential buildings can benefit from Micro-CHP to simultaneously generate heat and power, and thus provide energy services at increased overall efficiency. Based on [87], the overall capacity for Micro-CHP is normally below 15kW. In some work, for example, [11] and [88], the heat efficiency and electricity efficiency of CHP are assumed to be constant. However, chapter 3 has clearly demonstrated that since the output of most micro-CHP may be varied, the efficiency also varies with any dynamic operation. Additionally, a CHP system requires some ramp up time to reach a steady state after it switched on or to match actual output after a set point is changed [89]. Finally micro-CHP presents the problem of whether to best schedule the output to meet electricity demand, heat demand or a compromise between the two.

In most work on building level Energy Hub optimisation, instead of attempting to predict load, it is assumed systems have perfect forecasts and so know energy demand in advance [5, 88]. However load prediction at building and micro-grid level can require long computation time and often performs poorly (an average error of 4.8% is given in [90] based on a number studies including [91-93]). It is therefore important to include improved load prediction in future work, and always take into account its performance and computation time in the context of overall optimisation.

In this chapter, a rule-based system optimization model will be proposed. Moreover, considering the difficulties to precisely predict heat and electricity load at building level, this chapter proposes a ‘CHP switch’ (CHPS) algorithm to control energy generation. This algorithm simultaneously considers the heat load and electricity load, which reduces the errors caused by energy prediction. The system time step is set as one minute, and thus will better track the true dynamic changes of the hybrid energy system. The optimization model presented here reduces energy cost, up to 19.8% compared to 20% in [18]. However, the proposed algorithm is more realistic and therefore more
straightforward to implement in a real world context. Moreover, the proposed algorithm will not affect household comfort level because loads are not constrained in any way.

The major contributions of this chapter are: 1) developing the rule-based control method; 2) reducing the simulation time step to one minute; 3) constructing a ‘CHP switch’ algorithm; 4) introducing dual battery operation in this context and 5) considering the re-start time of the CHP system and making CHP work in a more constraint aware way. The overall optimization algorithm for the Energy Hub at building level proposed in this thesis is summarised in Figure 5.1. In this Chapter, electricity load can be supplied by CHP, a HESS and electricity grid. Heat load can be supplied by CHP, a heat storage and boiler. Electricity grid and boiler are used as energy suppliers to meet to load when other energy suppliers cannot meet the demand.

![Figure 5.1 Rule-based Energy Hub optimization algorithm proposed in this chapter.](image)

5.2 Optimization methods

5.2.1 CHP switch (CHPS) algorithm

As mentioned in the Chapter 5.1, energy prediction at building level has an average error of approximately 5% [90] whilst the short-term prediction level has worse performance. This suggests that a more precise model should be proposed to control the power generation system (CHP system).

Close study of household electrical demand has revealed that it usually changes rapidly and after changing will remain in the same state for several minutes or longer. However, the heating demand fluctuates more smoothly and on slower time scales. After careful study of these two time series, [94] found that the electricity consumption
and heat consumption in every minute can thus be effectively predicted with the following simple equations:

\[ P_{pE}(t + 1) = P_E(t) \quad (5.1) \]

\[ P_{pH}(t + 1) = \frac{\sum_{i=t-9}^{i=t} P_H(t)}{10} \quad (5.2) \]

In Equation (5.1) and (5.2), \( P_{pE(t+1)} \) and \( P_{pH(t+1)} \) represent the predicted electricity demand and heat demand in \((t+1)^{th}\) minute, respectively. \( P_E(t) \) is the electricity consumption in the \(t^{th}\) minute and \( P_H(t) \) is the heat consumption in \(t^{th}\) minute. In order to evaluate the accuracy of this load prediction approach, more than a hundred sets of daily load time series were been tested. This data showed that on a minute by minute bases 90.5\% of the time the electrical demand is identical to the previous minute.

Clearly there will be some errors between the predicted demands and actual demands by using equation (5.1) and (5.2). This is shown in [94]. However, this has a very small influence if heat and electricity generation are considered together. Moreover, the main novelty of [94] is that this paper treats the predicted demands as a reference input just to control the CHP binary switch, whereas other studies, use more sophisticated statistical methods to predict demands. Then the predicted demands are used to deal with the whole system’s optimization. Used specifically to control the switching of CHP, equations (5.1) and (5.2) yield a very low error rate of 3\%, and have vastly reduced computation times and complexity compared to statistical methods.

After calculating the predicted demands, the benefit that CHP will give in the next minute can be expressed as:

\[ B_{CHP}(t) = H_{CHP}(t) \times \frac{C_g(t)}{\eta_B} + E_{CHP}(t) \times C_e(t) \quad (5.3) \]

In (5.3), \( B_{CHP} (t) \) is the benefit, in monetary terms that CHP can generate at the \(t^{th}\) minute if it is switched ‘on’. \( H_{CHP} (t) \) and \( E_{CHP} (t) \) are the effective value of heat and electrical power contribution due to CHP in the \(t^{th}\) minute. \( C_e (t) \) and \( C_g (t) \) represent the gas and electricity prices in the \(t^{th}\) minute, respectively. \( \eta_B \) is gas to heat transfer efficiency, which equals to boiler’s output efficiency. The cost to implement CHP in the next minute can be written as:

\[ C_{CHP}(t) = P_R \times C_g(t) \quad (5.4) \]
where $C_{CHP}(t)$ is the cost of implementing CHP in the $t^{th}$ minute and $P_R$ represents the rated power (including heat power, electrical power and losses) of the CHP system. By comparing with the benefit that CHP can generate and the cost of implementing CHP, the state of CHP can be decided.

This algorithm significantly reduces the error introduced by energy prediction. Because this algorithm uses the predicted heat demand and electricity demand together to control the ‘CHP switch’. The heat output of CHP is normally much greater than the electricity output (two to four times higher), and the errors of heat prediction are relatively small. This will reduce the error of ‘CHP switch’ model to some extent. Additionally, when the capacity of CHP is carefully designed and considering the fact that the domestic electricity price is usually much higher than the domestic gas price, the state of CHP is influenced by the benefit that CHP can yield. As long as the benefit of implementing CHP is greater than the operation cost of CHP, CHP will be switched on. This means, the CHP control system does not need to know the exact heat and electricity demand. Instead, it only needs to know whether the benefit of implementing CHP is greater than the cost, which further reduces the errors introduced by energy prediction. Finally, the short-term prediction is only used in CHP switch control and not for other parts of the system.

### 5.2.2 Modified ‘CHP switch’ algorithm

The CHPS algorithm offers a new way to control the ‘CHP switch’, however, the states of CHP may be changed very frequently in a short time period. Considering the fact that the state of CHP cannot be changed too frequently due to operational restrictions such as ramp up time, a modified ‘CHP switch’ algorithm is proposed in this part to reduce the switching frequency of CHP. This algorithm ideally requires the load to be recorded for at least a year beforehand. If this data is not available then the daily load can be approximated using heating degree days and total aggregated energy bills, or the load simulators such as those used in this thesis [21].

There are two ways to reduce CHP switching frequency. The first one is to keep CHP on when it should be off, defined in this chapter as ‘Fill gap’, and the second way is to keep CHP off when it should be on, defined in this chapter as ‘Remove glitch’.
Figure 5.2 shows the ‘Fill gap’ and ‘Remove glitch’ methods. The ‘Fill gap’ method is normally used when the CHP is switched off in a short time period and at that time the energy price is relatively high. On the contrary, the ‘Remove glitch’ is normally used when the CHP is switched on for a very short time period and the energy price is relatively low at that time. By using both the ‘Fill gap’ and the ‘Remove glitch’, the switching frequency can be reduced, which mitigates the cycling stress on the CHP unit and allows it to reach a steady state with maximum operating efficiency. However, for those short periods, the CHP will generate surplus energy in the ‘fill gap’ and fail to meet load in the ‘remove glitch’ mode. These models will decrease the energy efficiency slightly, but they can be mitigated with energy storage, and supplemented by the grid if necessary.

![Figure 5.2 ‘Fill gap’ and ‘Remove glitch’ method](image)

When using the ‘Fill gap’ or the ‘Remove glitch’ to reduce CHP switching frequency, it is necessary to have knowledge of the states of CHP in next few following minutes. To obtain states of the CHP in the next few more minutes, ‘probability of CHP switch on’ at each minute in a day is calculated based on historical data.

To get the ‘probability of CHP switch on’ in a day, four steps are required. First, select all the relevant recorded daily energy consumption data from the last year as sampling data i.e. data from the corresponding month of the previous year(s). Second, data that covers unusual events need to be removed from the sampling data (for example, days in which the occupants were absent or there was increased occupancy). When combined with occupancy data, for example from occupancy sensors, this process can be easily automated. If this leaves insufficient data to analyse, more data can be acquired from the year before last year or the load can be estimated, as mentioned before, through simulation and analysing historical weather data. The third step is to record the states of CHP switch in every minute for all sampling data. This is obtained using the previous year’s recorded demand and calculated using the basic control
described in chapter 5.2.1. The last step is to calculate the ‘probability of CHP switch on’ in each minute in a day using the following equation:

\[ P_{on}^t = \frac{N_{on}^t}{N} \]  

(5.5)

In (5.5), \( P_{on}^t \) is the ‘probability of CHP switch on’ in the \( t^{th} \) minute, \( N_{on}^t \) is the number of days that CHP is switched on in the \( t^{th} \) minute and \( N \) is total days in the sampling data.

After getting the ‘probability of CHP switch on’ in each minute in a day, CHPS algorithm can be modified as:

Step 1: Using Equation (5.1) and (5.2) to predict the next minute’s electricity demand and gas demand.

Step 2: Comparing the benefit and cost of CHP in the next minute. If the benefit is greater than the cost, the state of CHP is set as ‘possible on’ and if the benefit is less than the cost, the state of CHP is set as ‘possible off’.

Step 3: If the switch is ‘on’ at present and the state of CHP in the next minute is predicted as ‘possible on’, the CHP is kept ‘on’ in the next minute. On the other hand, if the switch is ‘on’ at present and the state of CHP in the next minute is predicted as ‘possible off’, the state of CHP in the next minute will depend on the possible state of CHP in the next few minutes (10 minutes are used here). If in the next ten minutes, ‘the probability of CHP switch on’ is less than 50% for every individual minute - CHP will be shut down; otherwise CHP will be kept ‘on’.

Step 4: If the switch is off at present and the state of CHP in the next minutes is predicted as ‘possible off’ the CHP will be kept ‘off’ in the next minute; however, if the state of CHP in the next minute is ‘possible on’; two situations should be taken into account. If the ‘probability of CHP switch on’ is less than 20% in all of the next ten individual minutes, this ‘possible on’ will be treated as a ‘glitch’ and will be held in the off state. Otherwise CHP will be switched on in the following minute. To attempt to make full use of CHP, in this case, ‘probability of CHP switch on’ is set as 20%, rather than 50% as in step 3.
It is important to note that for all cases, the CHP cannot be switched on, if ‘switch off’
time between two ‘switch on’ times is shorter than CHP re-start time. Figure 5.3 is a
flow diagram to show modified CHPS algorithm.

![Flow diagram of modified CHPS control model](image)

**Figure 5.3 Modified CHPS control model.**

### 5.2.3 Energy storage systems control rule

Storage systems play an increasingly important role in modern energy systems. By
regulating demand, they improve energy efficiency and thus reduce emissions. The
energy cost can be greatly reduced, provided energy storage systems can be operated
optimally. Moreover, storage technology has improved very quickly in recent years,
specifically, in terms of smaller and lighter physical footprints and reduced cost [61],
making them more practical in the domestic context. However, with the addition of a
storage system, the energy systems’ complexity is greatly increased. With the inclusion of storage, the EH model requires a time domain treatment such that the full charge cycle of storage is considered, greatly increasing computational complexity. Additionally, a storage system needs many converters, transformers and switches to connect energy storage systems to the main energy system, thus giving a more complex system topology.

**Electrical storage systems (ESSs) control rule**

The purpose of the ESS is to support the CHP by reducing the reliance on grid imports during peak price periods and storing the surplus energy from the CHP switching, thus reducing the overall running cost of meeting the loads. However, this requires a precise control rule. Two things need to be considered carefully in advance: the amount of energy required to meet each electrical peak demand and the exact time to begin charging.

An ESS normally consists of a group of batteries, but in an Energy Hub system at building level, it is desirable to have more than one group of batteries due to the high frequency of charge cycles required. Compared with large electrical systems, the electricity demand at building level has higher uncertainty, thus the states (charging and discharging) of ESSs may need to be changed very frequently. However, the life span of batteries will be significantly reduced if the states of batteries are changed too frequently. In [95], the authors describe that a simple two-battery system has a longer life span compared with a single battery system which has the same capacity.

In this chapter, the ESS consists of two groups of batteries, and two batteries are used separately to supply the electrical load at the two daytime peak demands (shown in Figure 5.4).
In Figure 5.4, the first battery is charged before the morning peak, TP1, and discharged to compensate energy shortage for the first peak demand time TP2. (The energy shortage in the first peak demand time is the difference between electrical energy generated by CHP and the building’s electrical demand.) The second battery is charged from very early in the morning to the beginning of the second peak, TP1 to TP3, and then discharged to compensate energy shortage for the second peak, TP4.
The electricity used to charge batteries is normally the surplus electricity generated by the CHP system. Very occasionally, electricity from the grid is used to charge the battery. The two-battery storage system control algorithm is shown in the flowchart in Figure 5.5 and is as follows:

![Flowchart of electrical energy storage system control rule](image)

**Figure 5.5 Electrical energy storage system control rule.**
Step 1: Find each of the two daily peak demand start and end times and calculate how much energy should be stored in advance for each peak. This can be done by analysing the historical data from the same month of the previous year and using the curve fitting algorithm described in [96].

Step 2: After finding the first peak demand start time \( t_{fs} \), and the amount of energy shortage for the first peak demand \( E_{fp} \), the amount of theoretical surplus electrical energy \( E_{Theo}^i \) in kilowatt hour generated in each minute before the first peak can be calculated.

\[
E_{Theo}^i = \frac{(P_R \times \eta_{CHPE} \times t - E_{his}^i)}{(1000 \times 60)} \tag{5.6}
\]

In equation (5.6), \( P_R \) is CHP rated power in Watts, \( \eta_{CHPE} \) is CHP electrical efficiency, \( t \) is time in minutes and \( E_{his}^i \) is the average historical electricity consumption in the \( i^{th} \) minute, in Joules. \( E_{Theo}^i \) is the theoretical surplus electrical energy that can be stored in the \( i^{th} \) minute.

Step 3: Then, the \( E_{Theo} \) vector needs to be modified to get the total surplus electrical energy \( E_{Total} \) in each minute generated by CHP before the beginning of the first peak. To be specific, this means changing all the values in the \( E_{Theo} \) vector whose value is less than zero to zero, and keeping other terms the same, producing a modified vector \( E_{Theo}' \). The formula of \( E_{Total} \) in the \( i^{th} \) minute can be written as:

\[
E_{Total}^i = \sum_{t=first \ peak \ start \ time}^{t_{first \ peak \ start \ time}} E_{Theo}^i \tag{5.7}
\]

Step 4: Comparing \( E_{Total}^i \) and \( E_{fp} \), to find the highest value of \( i \) that makes \( E_{Total}^i \) greater than \( E_{fp} \). Record the value of \( i \) which is the best time to charge the first battery \( (t_{bf}) \).

Step 5: Use the same method to calculate the total theoretical surplus electrical energy \( E_{Total}^i \) in each minute generated by the CHP between the start of the first peak and the start of the second peak. Compare \( E_{Total}^i \) with energy shortage for the second peak \( E_{sp} \), if \( E_{Total}^i \) is greater than \( E_{sp} \), record the value of \( i' \), which is the theoretical best time to charge the second battery. However, if \( E_{Total}^i \) is less than \( E_{sp} \), calculate the difference between the two values and record it as \( E_{sp}' \), and then calculate the total
theoretical surplus electrical energy $E^{il}_{total}$ in each minute generated by CHP before the best time to charge the first battery ($t_{bf}$). Comparing $E^{il}_{total}$ and the $E^{sp}_{sp}$, find the maximum value of $i''$ and that is the theoretical best time to charge the second battery.

Step 6: Set the initial energy of the two groups of batteries. By carefully choosing the battery initial energy, ESSs efficiency can be improved. On the one hand, if the initial energy in batteries is too high, the standby loss will be greater; on the other hand, if the initial energy is very low, the life span of battery will be reduced and less energy can be used as backup energy when the peak demand time extends or it comes earlier. This step is empirical and dependent on the particular system parameters, as shown in the example in Chapter 5.4.3.

Step 7: After the end of the second peak, both batteries need to be charged or discharged to the initial value. This usually involves charging both batteries since they have previously supplied the two load peaks. Therefore even if the CHP cannot be used to recharge the batteries, this approach uses cheaper grid electricity during the cheaper night time period.

Heat storage systems (HSSs) control rule

Compared with ESSs, the Heat Storage System (HSS) has lower overall efficiency (i.e. charging efficiency and discharging efficiency), and a higher standby loss as quantified in Chapter 2. In addition, gas price is likely to remain static on an hourly basis whereas domestic electricity price will soon become dynamic in most developed countries. Despite this, static gas price is likely to remain always cheaper for some time. Therefore, under these conditions, the use of a boiler to heat water in advance is not justified. For HSSs control, the HSS is only charged by the redundant heat generated by CHP and discharged when it is required. Heat is then dispatched when it is needed, from the supplies with the following priority order 1. CHP (if it is ‘ON’), 2. HSS, 3. Gas via the boiler.

5.2.4 Effective CHP energy efficiency and Average CHP input power to rated power ratio

As mentioned in Chapter 3, inappropriate CHP sizing and control will reduce system benefit to cost ratio and system energy efficiency. Two parameters, effective CHP energy efficiency and average CHP input power to rated power ratio, are defined in
Chapter 3 to test the performance of CHP, and these two parameters will be used in this chapter to show the CHP performance for the new CHP control algorithm. Equation (5.8), (5.9a) and (5.9b) are used to show effective CHP energy efficiency and average CHP input to rated power ratio.

\[
\hat{\eta}_{CHP} = \eta_{CHPR} \tag{5.8}
\]

\[
h_{CHP} = \frac{\sum_{t=1}^{L} (K(t))}{L'} \tag{5.9a}
\]

\[
K(t) = \begin{cases} 
1 & \text{If the CHP is operated at rated power} \\
0 & \text{If the CHP is switched OFF} 
\end{cases} \tag{5.9b}
\]

In (5.8), \( \hat{\eta}_{CHP} \) is effective CHP energy efficiency and \( \eta_{CHPR} \) is CHP rated overall output efficiency. In (5.9a) and (5.9b), \( h_{CHP} \) is the average CHP input power to rated power ratio, \( K(t) \) is the state of CHP in \( i^{th} \) minute and \( L' \) is the number of samples. Considering the fact that CHP can only be operated in two states: ON and OFF, the effective CHP output efficiency is equal to CHP rated overall output efficiency. Moreover, average CHP input power to rated power ratio is only related to the time that CHP is switched ON.

5.2.5 Theoretical minimum daily operation cost

To evaluate the performance of the proposed EH optimization, the following work will introduce a method to calculate the theoretical minimum daily operation cost for the EH shown in Chapter 2. This calculation assumes the system has perfect load predication, the CHP output can be varied from 0 to its maximum rated output, the efficiency at any output is its rated efficiency and there is no delay between the set point and actual output. Therefore it gives the most conservative base case against which to evaluate the efficacy of the algorithm proposed in this chapter.

This calculation consists of five steps. First, compare the electrical demand and maximum electrical output of CHP, to find the first and last time that the electrical demand is greater than CHP electrical output in each high/intermediate price time. The high/intermediate price time are H1 and H2/L2 and L3 which are shown in Figure 4.4, respectively. Calculate the amount of electrical energy shortage (EES) during each high price time and intermediate price time based on equation (5.10):

\[
E_{sn} = \sum_{t=n}^{n_e} P_E(t) \times t - P_R \times \eta_{CHPE} \times T \tag{5.10}
\]
In (5.10), \( E_{sn} \) is EES for \( n^{th} \) high/intermediate price time. \( \sum_{t=}^{t_{ne}} P_E(t) \times t \) is the sum of the electrical energy consumption calculated during the \( n^{th} \) high/intermediate price time when electrical energy generated by CHP is less than the demand and \( T \) is the total time that electrical energy generated by CHP is less than the demand during \( n^{th} \) high/intermediate price period. This assumes that the CHP capacity is rated such that at certain peak times of electrical demand it will not be able to meet the demand.

Second, calculate redundant electrical energy that can be stored during \( n^{th} \) high/intermediate price period if the CHP is working at rated power.

\[
E_{nstore} = (P_R \times \eta_{CHPE} \times T' - \sum_{t=}^{t_{ne}} P_E(t') \times t') \times \eta_b
\]  

(5.11)

where, \( E_{nstore} \) is total electrical energy that can be stored for \( n^{th} \) high/intermediate price time. \( \sum_{t=}^{t_{ne}} P_E(t') \times t' \) is the sum of the electrical energy consumption calculated during the \( n^{th} \) high/intermediate price time when electrical energy generated by CHP is greater than electrical demand and \( T \) is the total time that electrical energy generated by CHP is greater than demand during \( n^{th} \) high/intermediate price period. \( \eta_b \) is battery-supercapacitor system overall efficiency.

The third step is to find the differences between EES in step 1, and redundant energy that can be stored during \( n^{th} \) high/intermediate price period from step 2. Using the same method as proposed in the ‘electrical storage system control rule’ part, find the best time that CHP needs to work at rated power to charge the battery. Using the maximum CHP output here avoids storage standby losses as much as possible because charging occurs at the latest possible period before the energy is required.

After finding the time that CHP should work at rated power, the next step of this calculation is to control the output power of CHP at other times of day. At these times, if the electrical demand is greater than CHP electrical power generation, CHP must work at its rated power. If the electrical demand is less than the rated CHP electrical output, CHP output power should just meet the electrical demand. This step considers the relationship between energy tariff and battery-supercapacitor system overall efficiencies. Also at this step, redundant heat generated by CHP can be stored by the heat storage system and when the CHP output cannot meet the heat demand, the heat storage system will be prioritized to supply the heat load.
Finally, calculate the electricity and the gas bought from the grid. The gas price contains two components: gas used to supply the boiler and gas used to supply the CHP. The theoretical minimum operation cost of an Energy Hub can be written as:

\[ C_{\text{Theo}} = C_{\text{grid}} + C_{\text{chp}} + C_{\text{boiler}} \]  

In (4.12), \( C_{\text{Theo}} \), \( C_{\text{grid}} \), \( C_{\text{chp}} \) and \( C_{\text{boiler}} \) are the theoretical minimum operation cost, electricity costs bought from grid, CHP operation cost and boiler operation cost. In the following section a case study will be used to illustrate the aforementioned methodology and compare it against the minimum theoretical cost.

5.3 A case study

In this chapter, a terraced house built in the UK between 1984 and 1997, which was occupied by four people, will be used as an example to test the proposed optimization rules. The electricity loads and heat loads were generated by the CREST and Strathclyde model, which were mentioned in Chapter 2. In order to simulate statistically realistic historical data, 50 groups daily electricity demand data need to be generated in each month.

From Chapter 3, in a terraced house, gas engine CHP has a higher effective energy efficiency and average CHP input power to rated power ratio compared with fuel cell CHP, if their installation capacity is the same. Meanwhile, the installation cost of gas engine CHP is much lower compared with fuel cell CHP. The only weakness of the gas engine CHP is that it needs to cost more to supply daily heat and electricity demand. However, this can be compensated by adding an energy storage system.

Chapter 3 also shows that when the gas engine CHP capacity is set as 3500 W, the system can obtain theoretical daily minimum operation cost. Considering the fact that the energy storage system has the ability to shift the loads, in this chapter, a 3 kW gas engine CHP is installed in the domestic building.

In Chapter 4, a hybrid electrical energy storage system has been designed, and in this chapter, to test its performance, the optimal battery and supercapacitor capacity obtained in Chapter 4 will be tested. In this chapter, the total battery installation capacity is 726 Ah and 24 V, and the total supercapacitor capacity is 144 F. Other parameters can be found in Chapter 2, Table 2.1.
In the next section, a spring day’s energy data is used as an example to show how the proposed algorithm works. Figure 5.6 and 5.7 are the daily energy tariffs and demand in a typical spring (April) day.

Figure 5.6 Electricity and gas tariffs in spring.

Figure 5.7 An example of daily heat and electrical demand in spring [21, 23].
5.4 Optimization results

For a domestic building, the energy tariffs and demands which are shown in Figure 5.6 and Figure 5.7, yield a daily gas cost of 293 pence and a daily electricity cost of 308 pence. In this case, the daily operational cost for a domestic building is 601 pence without any optimization algorithm. The following section will show daily operational cost based on the CHP control algorithm.

5.4.1 CHP control algorithm optimization

To get a more precise CHP control result, load prediction plays a crucial role. Based on the simple load prediction rule proposed by equation (5.1) and (5.2), Figure 5.8 shows the differences between the actual demands and the predicted demands. Figure 5.8 reveals that the electrical demand prediction error can be very high compared to the heat demand prediction error. However, when using the predicted demands just to control binary CHP, as discussed in Chapter 5.2.1 and shown in [94], this approach gives a surprisingly low error rate, which is 2.9% in this particular case study. Figure 5.9 shows the times that the CHP control algorithm generates errors in the typical day.

![Figure 5.8 Heat and electrical demand prediction errors by using the proposed prediction algorithm.](image-url)
By applying the CHP control algorithm, the domestic building energy operational cost is reduced to 563 pence, which offers 38 pence saving a day. However, by applying this algorithm, the state of CHP changes very frequently, especially at night peak demand time. This is shown in Figure 5.11. In Figure 5.11, the dotted line shows the state of CHP in a day with the CHP control algorithm. To reduce dynamic ramp up times and cycling stress on the CHP, it is necessary to reduce CHP switching frequency.

5.4.2 Modified CHP control algorithm

To reduce CHP switching frequency, ‘Remove glitch’ and ‘Fill gap’ methods are used in this section, as described in Chapter 5.2.2. In order to distinguish a CHP state signal as ‘glitch’ or ‘gap’, the probability of CHP ‘switch on’ in each minute needs to be acquired in advance. Figure 5.10 shows the probability of CHP ‘switch on’ of all the days in April averaged. After getting the probability of CHP ‘switch on’, the modified CHP switch state can be acquired and it is shown in Figure 5.11, where the solid line shows the modified CHP state in that day.
Figure 5.10 The probability of CHP ‘switch ON’ in April.

Figure 5.11 The states of CHP by applying CHP control algorithm and modified CHP control algorithm.
Compared to the standard CHP control algorithm, the modified CHP switch algorithm has successfully reduced switching frequency through ‘Fill gap’ and ‘Remove glitch’. However, ‘Fill gap’ and ‘Remove glitch’ increase the system operational cost slightly to 566 pence, which is about 3 pence higher than the CHP control model. Simply using the CHP control model can reduce the energy cost for the domestic building; however, energy efficiency is reduced due to the redundant energy generated by the CHP. Figure 5.12 shows the total electrical energy and heat energy that can be stored if the energy storage system is available. After calculation, total redundant heat generated by the CHP is 0.197 kWh and the redundant electricity is 1.33 kWh.

![Figure 5.12 The accumulative redundant energy stored in the energy storage system by applying the modified CHP control algorithm.](image)

5.4.3 Energy storage system

The importance of using an energy storage system was mentioned previously. A robust and intelligent energy storage system can save the operational cost of an Energy Hub and reduce carbon dioxide emission. However, inappropriate design may waste more energy and cause system instability.

In Figure 5.13, the black points in the graph represent the average of the electricity used in each minute in April 2013 and the blue curve indicates the distribution of
electricity consumption in April 2013. Assuming that the pattern of the household’s energy consumption does not change much, the blue curve can offer some help when designing the energy storage system in April 2014. Figure 5.14 and Figure 5.15 show the two peaks in Figure 5.13 in more detail. Compared with Figure 5.14, Figure 5.16 has changed its matching factor to 1.0.

![Figure 5.13 Electricity consumption distribution in April 2013 (matching factor 0.85).](image1)

![Figure 5.14 Morning peak boundary condition.](image2)
By analysing Figures 5.13 to 5.16, some useful information may be identified as shown in Table 5.1.

Table 5.1 2013 April electricity consumption situation.

<table>
<thead>
<tr>
<th></th>
<th>Morning peak</th>
<th>Evening peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start:</td>
<td>06:37:00 am</td>
<td>4:15:00 pm</td>
</tr>
<tr>
<td>End:</td>
<td>10:30:00 am</td>
<td>10:13:00 pm</td>
</tr>
<tr>
<td>Duration:</td>
<td>3 hour 57 mins</td>
<td>5 hour 58 mins</td>
</tr>
<tr>
<td>Electricity to be stored</td>
<td>2.417 kWh</td>
<td>3.417 kWh</td>
</tr>
<tr>
<td>Getting up time</td>
<td>06:59:00 am</td>
<td>Bed time</td>
</tr>
<tr>
<td>Bed time</td>
<td>10:16:00 pm</td>
<td></td>
</tr>
<tr>
<td>Average use per minute</td>
<td>567.8 W</td>
<td>Total electricity consumption</td>
</tr>
</tbody>
</table>
Table 5.1 can be used to illustrate how much electricity should be stored in each month, the time to charge and discharge the batteries and the household’s living habits.

Similar work has been done by the author to show electricity consumption in other months of 2013 in the same house. By comparing all 12 months’ results, average electricity consumption per minute in 12 months can be shown in Figure 5.17 and the maximum energies that need to be stored in 12 months are shown in Figure 5.18.
Figure 5.17 shows that the maximum average electricity consumption is 1058 W/min in January and the minimum average electricity consumption is 431.4 W/min in August. Figure 5.17 demonstrates that large differences of average electricity consumption make it difficult to size the CHP. Also, Figure 5.18 shows a great differences of maximum energy to be stored in 12 months, which further complicates the process of sizing the energy storage equipment.

Aforementioned in Chapter 5.2.3, by carefully choosing the initial value of the energy storage system, the operational cost can be reduced to some extent. Considering the high standby loss of the heat storage system and the flat rate of gas price, it is preferable not to store heat in advance. Thus, the initial heat in HSS is set to 0 kWh. However, considering the fact that the electricity tariff can change significantly in a day and the standby loss for electrical storage system is relatively small, storing a reasonable amount of electrical energy in advance can improve overall system cost. Figure 5.19 shows the electricity cost of the domestic building against initial energy stored in the electrical storage system. This was produced using a fixed base case combining the overall management system shown in Figure 5.1 and the initial parameters in Chapter 2.

![Graph showing electricity cost against initial energy stored.](image)

**Figure 5.19** Battery initial energy in (kWh) vs domestic building daily electricity cost.

From Figure 5.19, there are two initial electricity values that can generate minimum daily electricity costs. Even though the global minimum cost can be acquired by setting
initial electricity as 2.7 kWh, this chapter will choose 0.6 kWh as initial electricity. This is because the battery charging power can reach 35 kW at the end of day if the initial electricity is set as 2.7 kWh. This has great influence on battery life time, therefore the initial electricity of the battery is set as 0.6 kWh. After setting the initial energy for the energy storage system and operating it as demonstrated in Chapter 5.2.3, the amount of imported gas, electricity and the state of CHP can be acquired. Figure 5.20 shows the state of CHP, the amount of imported gas and electricity in a day based on the proposed Energy Hub optimization rules in this thesis. Figure 5.21 shows the amount of energy which is stored in battery one, battery two and the hot water tank respectively.

![Figure 5.20](image1.png)

**Figure 5.20** The state of CHP and the amount of imported gas and electricity in a day.

![Figure 5.21](image2.png)

**Figure 5.21** Energy stored in hot water tank and batteries.
With the installation of the energy storage system, the daily energy cost can yield a further reduction. Based on the control algorithm, total operational cost now reduces to 482 pence, which saves £1.19 a day. Specifically, the cost of electricity imported from the grid is 96 pence, the gas used to supply heat demand is 62 pence and the remaining cost of 324 pence is used to import gas to supply the CHP. With the proposed optimization rules, the total cost reduction is 19.8%, which is very similar to the simulation result (reduces cost by 20%) shown in [18]. However, compared with [18], the proposed method will not affect the householder’s comfort.

5.4.4 Effective CHP energy efficiency and Average CHP input power to rated power ratio

As mentioned in Chapter 5.2.4, the CHP only has two states: ‘ON’ and ‘OFF’. Therefore, according to the function of the effective CHP energy efficiency, which is shown in equation (5.8), the effective CHP energy efficiency is equal to CHP rated capacity. Thus, the effective CHP energy efficiency equals to gas engine CHP rated capacity, which is 88%. In this case study, the CHP switch has been switched on for 1299 minutes in the test day, and according to equations (5.9a) and (5.9b), average CHP input power to rated power ratio equals 90.2%.

In the test day, effective CHP energy efficiency and average CHP input power to rated power ratio are both improved compared with the experiment results shown in Chapter 3. The binary CHP switch control rule proposed in this chapter plays an important role in improving effective CHP energy efficiency. Meanwhile, the energy storage system has a strong ability to shift the load which can reduce CHP installation capacity and increase average CHP input power to rated power ratio.

5.4.5 Theoretical minimum

As shown in Table 5.2, using the calculation in Chapter 5.2.5, the theoretical minimum operation cost for the sampling day is 474 pence. To get the theoretical minimum, the cost of electricity imported from the grid is 78 pence, the gas that is used to supply the heat demand is 36 pence and the remaining cost of 360 pence is used to import gas to supply the CHP. Comparing the optimization results with theoretical minimum, it is easy to find that the cost from the combined hub control algorithm is very close to the theoretical minimum, and the ratio of cost from the theoretical minimum to the combined hub control algorithm cost is approximately 98.3%. This ratio varied from
88.8% to 99% after testing the whole year’s data (except summer days) and clearly strongly depends on the daily load profile. If the daily average electrical load is very high, the CHP may need to operate at the rated power for the whole day, and this will reduce the difference between the proposed algorithm’s cost and theoretical minimum. Thus, in this case the ratio is very high and the proposed method is very effective. However, it is worth noting that the theoretical minimum is calculated using conservative assumptions such as perfect CHP efficiency and instantaneous output. Therefore the whole range of ratios will be somewhat improved when real world imperfections are accounted for. It can thus be stated with some confidence that the algorithm presented here always yields better than 88% of the theoretical minimum cost.

**Table 5.2 Energy cost in case study without algorithm, proposed algorithm and theoretical minimum**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Gas price (Pence)</th>
<th>Electricity price (pence)</th>
<th>Total price (pence)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gas used for CHP</td>
<td>Gas used for Heat</td>
<td></td>
</tr>
<tr>
<td>No algorithm</td>
<td>293</td>
<td>308</td>
<td>601</td>
</tr>
<tr>
<td>Proposed algorithm</td>
<td>324</td>
<td>62</td>
<td>482</td>
</tr>
<tr>
<td>Theoretical minimum</td>
<td>360</td>
<td>36</td>
<td>474</td>
</tr>
</tbody>
</table>

**5.4.6 Energy Hub optimization results in different seasons**

To evaluate the performance of the proposed algorithm in different seasons, Table 5.3 is used to summarize the optimization results of the proposed algorithm. Compared Table 5.3 with optimization results (theoretical best size for fuel cell CHP) shown in Chapter 3, the daily energy cost saving increases by 18.5 pence which is about 32 percent higher. Moreover, effective CHP efficiency and average CHP input power to rated power ratio have improved, especially the average CHP input power to rated power ratio which has tripled. However, to get these benefits, the average daily investment should be increased to 1091 pence which is about 36% higher.
The proposed algorithm successfully reduces average daily energy cost in spring, however, its performance in summer and winter is not as good. This is because energy demands are very low in summer, especially in terms of heat demand, which will reduce CHP operation time. During winter, however, system energy cost saving is mainly limited by the capacity of CHP.

Table 5.3 Different seasons’ system optimization results.

<table>
<thead>
<tr>
<th></th>
<th>No algorithm cost (pence)</th>
<th>Proposed algorithm cost (pence)</th>
<th>Effective CHP efficiency (%)</th>
<th>Average CHP input power to rated power ratio (%)</th>
<th>Average daily investment (pence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring</td>
<td>601</td>
<td>482</td>
<td></td>
<td>90.2</td>
<td></td>
</tr>
<tr>
<td>Summer</td>
<td>215</td>
<td>204</td>
<td></td>
<td>21.9</td>
<td>1091</td>
</tr>
<tr>
<td>Autumn</td>
<td>323</td>
<td>261</td>
<td>88%</td>
<td>71.8</td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>653</td>
<td>539</td>
<td></td>
<td>92.0</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>448</td>
<td>371.5</td>
<td></td>
<td>69.0</td>
<td></td>
</tr>
</tbody>
</table>

5.5 Conclusion

The proposed rule-based Energy Hub optimization algorithm reduces the complexity of computation, improves system dynamic performance (the time step in this work is one minute compared to previous work which is an hour or half an hour) and reduces system operational cost up to 19.8% a day in spring which is similar to previous work. However, the present work increases customers’ comfort level by removing the concept of non-sensitive loads (i.e. treating all load as critical). The optimization approach is more real world feasible, because it is assumed in this thesis that CHP has binary states of operation. This assumption reduces the time delay between set points and actual output arising from dynamic operation of CHP, therefore reducing inaccuracy in the optimization when deployed in the real world. Also, it maximizes the CHP efficiency, reducing energy loss since when in operation the plant operates for longer at full capacity. Finally, the modified CHP control algorithm reduces the cycling stress on the CHP, extending the plant’s lifetime. For the first time in the context of
domestic CHP, dual battery storage systems are deployed together to store surplus electricity thus extending the life time of each battery.

The average daily energy cost of a year from the combined hub control algorithm is 371.5 pence, which gives about 76.5 pence energy saving a day. In the present case study that uses conservative theoretical minimum assumptions, the ratio between the control algorithm’s savings and the theoretical minimum savings are always higher than 88% for a whole year’s data (except summer days). This clearly shows that this is a very powerful algorithm to optimize energy consumption in a domestic building.

To further increase daily energy cost saving, there are three suggested approaches. The first one is to increase cost from the combined hub control algorithm to theoretical minimum ratio. To increase this rate, a more precise ‘gaps’ and ‘glitches’ diagnostic system is required. However, this will significantly extend computation time and system complexity. The second way is to reduce the theoretical minimum cost itself which can be achieved by improving storage system efficiencies and by improving CHP generation efficiencies. This will happen as individual technologies improve. Finally, further reducing of summer energy costs is needed, because the energy cost reduction in this season is less than 6 percent. This is due to the fact that because heat and electricity demand is extremely low in summer, CHP cannot be fully utilised. To solve this problem, combining the rule based and the algorithm based control scheme in a reasonable way is necessary. Also, if a tap changing CHP can be designed, the daily operational cost can be further reduced. These are the most promising ways to reduce optimal operational cost and the further work to achieve this will be addressed in Chapter 7.
Chapter 6. Results and analysis

This chapter compares optimization results of Chapter 3 and Chapter 5 to show the monetary and efficacy performance of the houses only installed with CHP and the houses installed with CHP and HESSs. By analysing the daily energy cost saving, daily benefit to cost ratio, effective energy efficiency of CHP and average CHP input power to rated power ratio between two different houses, this chapter shows the importance of the HESSs and gives suggestions to households on selecting CHP and HESSs.

6.1 Monetary related optimization results

Table 6.1 summarizes monetary related optimization results which were acquired by methodology proposed in Chapter 3 and Chapter 5. From Table 6.1, it is obvious that the average daily energy cost can be further reduced if energy storage systems can be installed. Meanwhile, in most cases, CHP installation capacity can be reduced if energy storage systems can be installed. This is because energy storage systems can shift loads and store redundant energy generated by CHP, and by doing this CHP can be fully exploited.

Table 6.1 Monetary related optimization results between the houses only installed with CHP and the houses installed with CHP and HESSs.

<table>
<thead>
<tr>
<th>Type of CHP</th>
<th>Base case</th>
<th>Heat dependant sizing CHP</th>
<th>Electricity dependant sizing CHP</th>
<th>Theoretical best CHP size</th>
<th>Proposed control algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gas engine (Case 1)</td>
<td>Fuel cell (Case 2)</td>
<td>Gas engine (Case 3)</td>
<td>Fuel cell (Case 4)</td>
<td>Gas engine (Case 5)</td>
</tr>
<tr>
<td>Energy storage system installation</td>
<td>NO</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Type of CHP</th>
<th>NO  (Case 0)</th>
<th>Gas Engine (Case 1)</th>
<th>Fuel Cell (Case 2)</th>
<th>Gas Engine (Case 3)</th>
<th>Fuel Cell (Case 4)</th>
<th>Gas Engine (Case 5)</th>
<th>Fuel Cell (Case 6)</th>
<th>Gas Engine (Case 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHP installation capacity (kW)</td>
<td>0</td>
<td>2.602</td>
<td>3.434</td>
<td>5.482</td>
<td>3.259</td>
<td>3.5</td>
<td>5.2</td>
<td>3</td>
</tr>
<tr>
<td>Average daily investment (p)</td>
<td>0</td>
<td>349</td>
<td>529</td>
<td>735</td>
<td>502</td>
<td>469</td>
<td>801</td>
<td>1091</td>
</tr>
<tr>
<td>Average daily energy cost in spring (p)</td>
<td>601</td>
<td>551</td>
<td>524</td>
<td>549</td>
<td>526</td>
<td>545</td>
<td>505</td>
<td>482</td>
</tr>
<tr>
<td>Average daily energy cost in summer (p)</td>
<td>215</td>
<td>211</td>
<td>206</td>
<td>215</td>
<td>206</td>
<td>213</td>
<td>211</td>
<td>204</td>
</tr>
<tr>
<td>Average daily energy cost in autumn (p)</td>
<td>323</td>
<td>291</td>
<td>286</td>
<td>307</td>
<td>285</td>
<td>297</td>
<td>295</td>
<td>261</td>
</tr>
<tr>
<td>Average daily energy cost in winter (p)</td>
<td>653</td>
<td>593</td>
<td>565</td>
<td>596</td>
<td>568</td>
<td>588</td>
<td>549</td>
<td>539</td>
</tr>
<tr>
<td>Average daily energy cost saving of a year (p)</td>
<td>0</td>
<td>36</td>
<td>53</td>
<td>31</td>
<td>52</td>
<td>37</td>
<td>58</td>
<td>76.5</td>
</tr>
<tr>
<td>Average benefit to cost ratio</td>
<td>0</td>
<td>10.3%</td>
<td>10.0%</td>
<td>4.2%</td>
<td>10.4%</td>
<td>7.9%</td>
<td>7.2%</td>
<td>7.0%</td>
</tr>
</tbody>
</table>
6.1.1 Average daily energy cost saving

Without the HESS, the maximum average daily energy cost saving is 58 pence (case 6), which is approximately 12.7% of energy cost reduction compared with the base case. In this case, the daily installation cost of CHP system is 801 pence, which gives a 7.2% benefit to cost ratio. However, if HESSs are installed (case 7), the average daily energy cost saving can further increase to 76.5 pence, which yields another 4.4% energy cost reduction. In this case, the daily CHP installation cost reduces to 402 pence, which is nearly half of case 6. However, it needs additional 689 pence to install and maintain HESS on a daily basis. Therefore, the benefit to cost ratio in this case is 7%. Comparing case 7 with case 6, the daily energy cost reduction ratio has significantly improved without having great impact on the benefit to cost ratio. This proves HESSs and proposed rule base control algorithm have good performance on reducing average daily energy cost. In order to reduce energy cost, installing HESSs is a good option.

6.1.2 Average benefit to cost ratio

Without HESSs, the maximum average daily benefit to cost ratio is 10.4% (case 4), which is 3.4% higher than a terraced house which is installed with HESSs (case 7, benefit to cost ratio is 7%). The daily energy cost saving of case 7 is 47.1% higher than that in case 4, while the daily investment cost of case 7 is more than doubled compared with case 4. Considering the fact that the investment and maintenance costs of CHP in both cases are similar, (CHP installation and maintenance costs in case 7 and 4 are 402 and 502 pence respectively.), the increase of installation and maintenance costs of case 7 is mainly caused by the HESS. Therefore, the benefit to cost ratio of case 7 is heavily restricted by the installation and maintenance costs of HESSs if energy tariffs remain the same. To improve average benefit to cost ratio, one of the most effective ways is to reduce the manufacturing cost of HESSs. If this cost can be reduced, the advantages of installing HESSs and proposed control algorithm will be increased.

6.1.3 Energy cost saving in different seasons

Compared with other six cases (case 1 to 6), case 7 is more sensitive to seasonal change, showing that HESSs have excellent performance on shifting loads and reducing daily energy cost in spring and autumn, with energy cost reduction ratios
being over 19%. However, energy cost reduction ratios are less obvious in summer and winter. Energy cost reduction ratios in these two seasons are approximately 5.1% and 17.5%.

The key factors that can limit the summer energy cost reduction of the EH system are energy demands and the system control algorithm. Due to extremely low energy demands in summer, especially heat demand, CHP operation time reduces. Meanwhile, the proposed rule based control algorithm can reduce potential EH benefit by cutting CHP operation time when energy demands are low. To increase the daily energy cost saving in summer, it is more preferable to sell energy to neighbours, since this can increase CHP operation time, with more electricity and heat generated by the cheaper energy source.

The most important factor that constrains the winter energy cost reduction of the EH system is battery and CHP installation capacities. Considering the fact that energy demands in winter is much higher than other seasons, the CHP and HESS cannot meet the heat and electricity demand at high price time. Therefore, a small proportion of high price electricity is directly imported from the grid. However in summer, increase of CHP and HESSs installation capacities will significantly elevate investment costs and reduce the energy cost saving. For these reasons, to balance system benefits in different seasons and to improve the benefit to cost ratio, rather than increase CHP and HESSs installation capacities, it is more advisable to improve CHP and HESS efficiencies.

In conclusion, HESSs and the proposed rule base control algorithm have outstanding performance in reducing daily energy costs, and the benefit to cost ratio of HESSs is mainly limited by the manufacturing price of HESSs. In addition, HESSs are very sensitive to seasonal change. To reduce impacts caused by seasonal change for HESSs, CHP and HESSs efficiencies need to be improved, and energy sharing may be required in summer.

6.2 Efficacy related optimization results

Table 6.2 shows efficacy related optimization results which were acquired by Chapter 3 and Chapter 5. From Table 6.2, HESSs and the proposed rule base control algorithm
improve the effective energy efficiency and average CHP input to output ratio. By improving these two parameters, carbon emissions can be reduced and CHP can be more fully exploited. Meanwhile, seasonal impacts have been compensated by HESSs to some extent.

Table 6.2 Efficacy related optimization results between the houses only installed with CHP and the houses installed with CHP and HESSs.

<table>
<thead>
<tr>
<th>Type of CHP</th>
<th>Heat dependant sizing CHP</th>
<th>Electricity dependant sizing CHP</th>
<th>Theoretical best CHP size</th>
<th>Proposed control algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas Engine</td>
<td>Gas Engine</td>
<td>Gas Engine</td>
<td>Gas Engine</td>
<td>Gas Engine</td>
</tr>
<tr>
<td>(Case 1)</td>
<td>(Case 3)</td>
<td>(Case 4)</td>
<td>(Case 5)</td>
<td>(Case 6)</td>
</tr>
<tr>
<td>Fuel Cell</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Case 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Case 3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Case 4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Case 5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Case 6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Case 7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy storage system installation</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>CHP installation capacity (kW)</td>
<td>2.602</td>
<td>3.434</td>
<td>5.482</td>
<td>3.259</td>
</tr>
<tr>
<td>Spring</td>
<td>Effective CHP output efficiency</td>
<td>81.0%</td>
<td>74.2%</td>
<td>77.2%</td>
</tr>
<tr>
<td></td>
<td>Average CHP input to output ratio</td>
<td>44.9%</td>
<td>33.6%</td>
<td>26.8%</td>
</tr>
<tr>
<td>Summer</td>
<td>Effective CHP output efficiency</td>
<td>71.7%</td>
<td>65.8%</td>
<td>71.3%</td>
</tr>
<tr>
<td></td>
<td>Average CHP input to output ratio</td>
<td>14.5%</td>
<td>11.2%</td>
<td>1.1%</td>
</tr>
</tbody>
</table>
6.2.1 Effective CHP output efficiency

Because CHP is a kind of high energy efficiency generator, average effective CHP output efficiencies of a year are always higher than 68% for different optimization situations. With the proposed algorithm and HESSs (case 7), the average effective CHP output efficiency of a year can be maximized to 88% which is normally more than 10% higher than systems without installing HESSs, and compared with case 6, this value can be 20% higher. In this way, system energy efficiencies can be improved. From Table 6.2, it is also obvious that gas engine CHP has a higher effective output
efficiency compared with fuel cell CHP. The reasons are: gas engine CHP has higher rated output efficiency and the average yearly heat demand is much higher than electricity demand. For the same type of CHP, the effective CHP output efficiency is inversely proportional to the CHP installation capacity, if HESSs are not installed. Therefore, Table 6.2 reveals that the effective CHP energy efficiency of an EH system can be improved by installing HESSs and using the binary switch control algorithm.

6.2.2 Average CHP input to output ratio

Average CHP input to output ratio is defined to test to what extent the CHP capacity is fully exploited. From Table 6.2, without HESSs, the average CHP input to output ratios are less than 30% in most cases. However, with installing HESSs, this ratio is doubled. This is because HESSs can shift loads and reduce CHP installation capacity, making full use of CHP. Similar to the effective CHP output efficiency, the average CHP input to output ratio is inversely proportional to CHP installation capacity if HESSs are not installed. Moreover, this ratio is proportional to CHP operation time and input power of CHP. Therefore, to increase this ratio, it is necessary to reduce the CHP installation capacity, extend CHP operation time and operate CHP at its rated power, which may generate redundant energy. As a result, to store redundant energy generated by CHP and improve system energy efficiencies, HESSs are extremely important.

6.2.3 Seasonal impacts

From Table 6.2, both effective CHP output efficiency and average CHP input to output ratio can be affected by seasonal change. However, unlike monetary optimization results, efficacy optimization results show that HESSs can reduce seasonal impacts. Even though, seasonal impacts can be compensated by installing HESSs to some extent, the EH system efficacy (including energy efficiency and extent of CHP exploitation) differences among different seasons are still obvious. As demonstrated before, to improve the effective CHP output efficiency and to make full use of CHP, the best way is to reduce the CHP installation capacity and extend CHP operation time. To achieve these, HESSs need to be installed to shift loads and store redundant energy generated by CHP.

In conclusion, the proposed control algorithm and HESSs have outstanding performance in improving the effective CHP output efficiency and average CHP input
to output ratio by extending CHP operation time (shifting loads) and reducing CHP installation capacity. Moreover, efficiency optimization results show that seasonal impacts can be compensated by installing HESSs to some extent. These prove that installing HESSs is a useful way to improve energy efficiency and to make full use of CHP.

### 6.3 Suggestions on selecting CHP and HESSs

At present, system benefit to cost ratios of case studies are always lower than 11%. In other words, investment and maintenance costs are 10 times higher than benefits. As seen in Table 6.1, in most cases the addition of the HESS will decrease this ratio due to its high cost. In this situation, householders have less preference for installing CHP and HESSs in domestic buildings without subsidies from the governments. However, it is necessary to install CHP and HESSs in domestic buildings as they can improve energy efficiency and reduce carbon emissions.

With the development of CHP and HESSs technologies, the manufacturing and maintenance costs of CHP and HESSs will be significantly reduced. In addition, energy tariffs are likely to increase their present upward trend. Moreover, technology development can also improve HESSs overall efficiency and extend battery lifetime. Last, more research funding has been allocated to research committees to reduce energy costs in summer by energy sharing. All of these factors together may soon lead to a favourable benefit/cost ratio for CHP that is further improved by HESSs in domestic buildings.

#### 6.3.1 CHP manufacturing and maintenance costs reduction

In [36], it is predicted that by the end of 2015 the capital cost of a CHP system will be reduced to €374/kW. Similar to the prediction results shown in [36], the micro-CHP installation costs in 2016 is £300/kW [37]. In this case, the installation cost of CHP becomes one seventeenth of the value used in this simulation work. Therefore, without installing HESSs, the system benefit to cost ratio can be greater than 170% for the best case. In other words, without subsidies and HESSs, households can achieve over 70% benefit if fuel cell CHP is installed and the electricity load is used as CHP sizing criteria. In this situation, households are willing to install CHP to supply heat and electricity demands.
6.3.2 Energy tariffs increase

As it is predicted in [97], oil and gas tariffs in 2050 will be 2.5 times of present value. This means if other costs (CHP and HESSs’ installation and maintenance costs) have not changed significantly, the system energy cost saving can increase by 150%. In this case, the system benefit to cost ratio can increase to 26% in the best case. This suggests that without technology improvement (i.e. reducing CHP and HESSs manufacturing costs) only increasing energy tariffs will not produce a favourable case for household CHP and HESSs.

6.3.3 HESSs technology improvement

As shown in this thesis, the investment cost of EH system is restricted by HESSs, especially BESSs. The relatively high manufacturing price of BESSs reduces potential benefits of the overall system. However, as it is reported in [98], the battery market price reduced by 92% percent, between 1991 to 2005. Also, with the advance of technology, battery overall efficiency has been greatly improved. In addition, different types of batteries have been produced and some of them have relatively long lifetime, all of which suggest that, in future, lead acid batteries can be replaced by other cheaper, more efficient and longer-lasting batteries.

From the previous analysis, if the battery manufacturing prices can be further reduced to 90%, overall efficiencies can increase to 90% and lifetime can be doubled in next fifteen years, making it feasible to install HESSs in domestic buildings. Because with the proposed control algorithm, if battery overall efficiencies can be improved to 90%, system can acquire 3% extra benefit. Moreover, if the battery manufacturing price reduces to 10% of present value, and battery lifetime can be doubled, the installation and maintenance costs of battery system will reduce to 5% of present value, which is approximately 35 pence. In this case, the investment and maintenance costs of EH systems will be limited by CHP systems.

6.3.4 Algorithm development

As it is mentioned in Chapter 6.1.3, the daily energy cost reduction is 5.1% at present, which is extremely low compared to other seasons (19% in spring and autumn). In future, if this value can be improved to 19% by energy sharing, the average daily energy cost saving of a year can increase to 84 pence which is about 10% growth. But,
this is still very low compared to the average daily investment and maintenance costs, which is 1091 pence. Therefore, the most effective way to increase the system benefit to cost ratio is to reduce CHP and HESSs manufacturing price.

6.3.5 Technology improvement, energy tariffs increase and algorithm development

In the future, it is more likely that technology improvement, energy tariffs increase and algorithm development will take place in parallel. Therefore, based on aforementioned assumptions, the daily installation and maintenance costs of HESSs and CHP will reduce to 58 pence. In contrast, due to increasing tariffs and algorithm improvement average daily costs saving can increase to 216 pence. In this case, the benefit to cost ratio of overall system is 372%. Therefore, the author has confidence that the combination of domestic CHP, HESS and the proposed rule based control algorithm will soon yield a positive monetary benefit.

In conclusion, the proposed rule based control algorithm and the HESSs- CHP EH system have already improved energy efficiency. However, at present, the proposed rule based control algorithm and the HESSs- CHP EH system have not achieved monetary benefit due to high manufacturing CHP and HESS costs. It is difficult to precisely predict the energy price, HESS and CHP investment costs in future, but by analysing the factors that can potentially affect system benefit to cost ratio (shown in Chapter 6.3), the author has confidence that the benefit to cost ratio of overall system will rise to 300% in the middle of the century.
Chapter 7. Conclusions and further work

This chapter summarizes the work completed, with the main contributions and important results of this thesis firstly discussed, followed by limitations of the present work and recommended future work.

7.1 Thesis summary

This thesis attempts to optimize domestic building daily energy cost, and to identify ways of reducing the installation and maintenance costs of all domestic energy infrastructure. Considering general energy conversion, storage and transmission in domestic buildings, there are two key parts in this thesis. The first key part (Chapter 3) is to size a combined heat and power (CHP) unit based on the Maximum Rectangle (MR) method and use the Genetic Algorithm (GA) method to optimize daily energy cost for a building without an energy storage system. The second key part of the thesis (Chapter 4 and Chapter 5) is to size a hybrid energy storage system (HESS) and develop a new rule-based energy control rule to optimise energy costs for a building with an energy storage system.

In Chapter 3, daily energy operational costs, investment costs and energy efficiency are all considered when using the MR and GA methods to size the CHP. The GA optimization results show that by installing a 5200 W fuel cell CHP, the daily energy costs can be minimized which would lead to a 13% reduction compared to base case. However, to achieve this reduction, there would be about 3% energy efficiency reduction and 7% input power to rated power ratio reduction compared with using the MR method and the heat demand to size fuel cell CHP. Using the MR method and the heat demand to size the CHP is sufficient because the MR method gives a higher benefit to cost ratio and energy efficiency. In addition, it makes fuller use of CHP capacity, even though it needs 5 pence extra to generate energy for a day.

In Chapter 4, a hybrid energy storage system at building level has been investigated, the factors that can influence HESSs economical operation have been analyzed, and a battery SOC and discharge current control model has been proposed. By applying this model, the daily investment of the HESS reduces to 7.6 times as many as that in the HESS daily benefit, a twofold improvement on a smart building with only a battery
storage system and local energy generation. Even so, the daily cost of the system currently outweighs the benefits, by a factor of almost 8.

The proposed optimization model for a HESS firstly shows three saturation factors that can influence the system’s average daily saving. These three factors are battery capacity, maximum discharge current and SOC. To deal with battery capacity saturation, a more precise system control strategy is required. To deal with battery maximum discharge current saturation, the battery system needs to reduce the minimum SOC. To solve the SOC saturation, the battery system needs to increase the maximum discharge current. It has been concluded that a successful design should fully exploit battery capacity and attempt to make the battery system work in an operational area without saturation caused by capacity, discharge current or SOC. And this chapter is the fundamental work for the subsequent research of Chapter 5.

In Chapter 5, the proposed rule-based EH optimization algorithm reduces the complexity of computation, improves system dynamic performance (the time step in this work is one minute compared to previous work which was an hour or half an hour) and reduces system operational costs up to 19.8% a day in spring which is similar to previous work. However, the present work increases customers’ comfort level by removing the concept of non-sensitive loads. In other words, in this system all loads is deemed as critical and met at all times. The optimization approach is more real world feasible, because it is assumed in this thesis that CHP has binary states of operation. This assumption reduces the time delay between set points and actual output arising from dynamic operation of CHP, therefore reducing inaccuracy in the optimization when deployed in the real world. Also, it maximizes the CHP efficiency, reducing energy loss since when in operation the plant operates for longer at full capacity. Finally, the modified CHP control algorithm reduces the cycling stress on the CHP, extending the plant’s lifetime. For the first time in the context of domestic CHP, dual battery storage systems are deployed together to store surplus electricity thus extending the life time of each battery.

Compared to the GA and MR methods which are demonstrated in Chapter 3, the rule based EH optimization algorithm is more computationally efficient and more feasible. The reason for this is the proposed rule based control algorithm is not necessary for exact loads to be known in advance. In addition, by setting the binary control algorithm,
energy efficiencies can be improved and the CHP can be fully exploited. In addition, the proposed rule based control algorithm can reduce potential benefits of an EH system by reducing CHP operation time when energy demands are low, which is one of the most important reasons for its low energy cost reduction ratio.

In comparison with Chapter 5 and Chapter 3, the average daily energy cost has an extra 47% reduction, when the HESS is installed. From an economic perspective, it is also obvious HESSs and the proposed rule base control algorithm have outstanding performance in reducing daily energy costs. However, when the HESS is installed, the benefit to cost ratio of the HESS- CHP EH reduces to 7%. The key factor that currently limits the benefit to cost ratio of a HESS is its manufacturing price. In addition, HESSs are very sensitive to seasonal change. To reduce impacts caused by seasonal change for HESSs, CHP and HESSs efficiencies need to be increased, and energy sharing may be required in summer.

From an efficacy perspective, the proposed control algorithm and the HESS have outstanding performance in improving the effective CHP output efficiency and average CHP input to output ratio by extending CHP operation time (shifting loads) and reducing CHP installation capacity. Moreover, efficiency optimization results show that by installing HESSs, seasonal impacts can be reduced to some extent. These prove that installing HESSs is a useful way to improve energy efficiency and to make full use of CHP.

In conclusion, the proposed rule based control algorithm and the HESSs- CHP EH system have already improved energy efficacy. However, at present, system benefit to cost ratios of case studies are consistently lower than 11%, which reduces the possibility to widely install the HESSs-CHP EH system. But with technology improvement, energy tariffs increase and algorithm development in the near future, it is estimated that the benefit to cost ratio of the overall system will be higher than 300% in the middle of 21st century.

7.2 Limitations of the work

As described in previous chapters, system potential benefits can greatly increase by technology improvement, for example, HESSs and CHP manufacturing price reduction, battery overall energy efficiency improvement and tap changing CHP installation. But
in the following parts, the author has attempted to increase system benefits by analysing the limitations of the proposed rule based EH control algorithm. From the optimization results, three important factors that can reduce the potential benefits of the present work are: accuracy of energy prediction, maximum battery input and output power and the flexibility of the proposed rule based EH control algorithm.

7.2.1 Accuracy of energy prediction

As mentioned in Chapter 5, the proposed rule based control algorithm does not need exact loads in advance, which is one of most important contributions of this thesis. But in Chapter 3, it is assumed the loads can be perfectly predicted in advance. Therefore, in order to achieve optimization results shown in Chapter 3, load prediction algorithms need to be studied, especially short term load prediction. In addition, accurate load prediction models can be used to diagnose ‘gaps’ and ‘glitches’ for the proposed rule based EH algorithm, and this can further reduce system cost. However, to promote the accuracy of energy prediction, computation time and system complexity will be also increased.

7.2.2 Maximum battery input and output power

As shown in Chapter 5.4.3, if the initial energy of BESSs can be set as 2.7 kWh, system daily energy cost reduction can be improved. But in this case, the maximum input power of BESSs can reach 35 kW, which can significantly decrease BESSs lifetime, and increase the average daily investment cost of the HESS. Therefore, to reduce the maximum battery input power, the initial energy of BESSs is set as 0.6 kWh in Chapter 5. However, the simulation results show that by doing this, potential system benefits will reduce. Moreover, limiting the maximum output power (discharge current) of BESSs can also reduce the average daily system benefit, which has been clearly demonstrated in Chapter 4.

7.2.3 The flexibility of the proposed rule based EH control algorithm

The optimization results in Chapter 6 show that the rule based EH control algorithm has the potential to reduce system benefits by reducing CHP operation time when the energy demands are low. This proves that the proposed algorithm cannot adapt itself when the energy demands are low, and the main reason for this is that the flexibility of the rule based control algorithm reduces as opposed to algorithm based control
algorithm. This is because by using the rule based control algorithm to control an EH system, the system needs to be strictly followed by the proposed rule after the rule is set.

7.3 Further work

Perhaps the most important areas for the further work are to increase the accuracy of energy prediction, to improve maximum battery input and output power and to promote the flexibility of the proposed rule based EH control algorithm.

To increase accuracy of energy prediction, a short term load prediction model should be established. And this model should be simple, accurate and computationally efficient. To improve maximum battery input and output power, analysing the characteristics of other batteries or finding the substitutes of battery is quite useful. To deal with low flexibility of the proposed rule based EH control algorithm, two things can be done. The first one is to increase loads by sharing energy with neighbours, and establishing an integrated two-house EH model. While the other is to combine the rule based control algorithm with algorithm based control algorithms to promote the flexibility of EH systems and extend battery lifetime. Moreover, more types of domestic buildings may need to be used as examples to test the generality of the proposed algorithm.

Besides the aforementioned further work, uncertainty analysis of the proposed rule-based control algorithm is important. For the proposed rule-based control algorithm, the uncertainty can be energy tariffs, domestic buildings’ energy consumption patterns and energy generator efficiencies. As mentioned in Chapter 6.3.2, energy tariffs will increase rapidly in the next couple of decades and the electricity to gas tariff ratio will also be changed. Therefore, analysing energy tariffs uncertainty impacts on the operation of the proposed energy system is necessary. Also, the proposed rule-based control algorithm only considers two or less peak demand time in a day; the uncertainty analysis can be number of peak demand time in a day. Last, with the development of CHP, boiler and HESS technologies, it is worth to be considered the impacts caused by efficiency improvement of energy generators.
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Appendix

Appendix 1. Matlab code of the GA method to calculate daily energy costs

Constraint functions

function [c,ceq]=cons(x,k,eled,heatd)
nchpe=0.783*((11.67*log(x(3)*100/1000))-0.06459*x(3)*100/1000-18.76);
nchpg=1.610*((0.1256*x(3)*100/1000)+82.32*(1000/(x(3)*100))+28.73);
ceq(1)=x(1)+nchpe*x(3)/100-eled(k);
ceq(2)=x(2)*0.88+nchpg*x(3)/100-heatd(k);
c=[];

Objective functions

function f=object(x,k,elep,gasp)
pele=x(1);
pg=x(2);
pchp=x(3);
f=pele*elep(k)+(pg+pchp)*gasp(k);

The GA code

aa=zeros(1440,3);
bb=zeros(1440,1);
cc=zeros(1440,1);
for k=1:1440
[aa(k,:),bb(k,1),cc(k,1)]=ga(@(x)object(x,k,elep,gasp),3,[],[],[],[],[0,0,100],[inf,inf,1000],@(x)cons(x,k,eled,heatd));
End
Appendix 2. CHP output efficiencies in each minute of other seasons (Summer, autumn and winter) based on different sizing criteria.

Summer:

a) Summer, fuel cell CHP, heat dependant sizing CHP

b) Summer, fuel cell CHP, electricity dependant sizing CHP
c) Summer, gas engine CHP, heat dependant sizing CHP

Figure A2.1 CHP output efficiencies in each minute of a summer day based on different sizing criteria.
Autumn:

a) Autumn, fuel cell CHP, heat dependant sizing CHP

b) Autumn, fuel cell CHP, electricity dependant sizing CHP
c) Autumn, gas engine CHP, heat dependant sizing CHP

d) Autumn, gas engine CHP, electricity dependant sizing CHP

Figure A2.2 CHP output efficiencies in each minute of an autumn day based on different sizing criteria.
Winter

a) Winter, fuel cell CHP, heat dependent sizing CHP

b) Winter, fuel cell CHP, electricity dependent sizing CHP
c) Winter, gas engine CHP, heat dependant sizing CHP

d) Winter, gas engine CHP, electricity dependant sizing CHP

Figure A2.3 CHP output efficiencies in each minute of a winter day based on different sizing criteria.