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Abstract

Background. Psychologists are increasingly supporting the quest for performance enhancement in sport and there is a need to evaluate the evidence base underpinning their work.

Objectives. To synthesize the most rigorous available research that has evaluated psychological, social, and psychosocial interventions with sport performers on variables relating to their athletic performance, and to address some of the perplexing issues in the sport psychology intervention literature (e.g., do interventions have a lasting effect on sport performance?).

Methods. Randomized controlled trials were identified through electronic databases, hand-searching volumes of pertinent journals, scrutinizing reference lists of previous reviews, and contacting experts in the evaluation of interventions in this field. Included studies were required to evaluate the effects of psychological, social, or psychosocial interventions on sport performance in athletes when compared to a no-treatment or placebo-controlled treatment comparison group. A random effects meta-analysis calculating the standardized mean difference (Hedges’ g), meta-regressions, and trim and fill analyses were conducted. Data were analyzed at posttest and follow-up (ranging from one to four weeks after the intervention finished) assessments.

Results. Psychological and psychosocial interventions were shown to enhance sport performance at posttest \((k = 35, n = 997, \text{Hedges’ } g = 0.57, 95\% \text{ CI} = 0.22, 0.92)\) and follow-up assessments \((k = 8, n = 189, \text{Hedges’ } g = 1.16, \text{CI} = 0.25, 2.08)\); no social interventions were included or evaluated. Larger effects were found for psychosocial interventions and there was some evidence that effects were greatest in coach-delivered interventions and in samples with a greater proportion of male participants.

Conclusions. Psychological and psychosocial interventions have a moderate positive effect
on sport performance, and this effect may last at least a month following the end of the intervention. Future research would benefit from following guidelines for intervention reporting.

Key Points

- A meta-analysis was conducted to evaluate the effects of psychological, social, and psychosocial interventions on sport performance.
- High-quality studies show that psychological and psychosocial interventions can improve the sport performances of athletes.
- Improved reporting standards of intervention research will enable greater exploration of the differences in treatment effects.
1 Introduction

With psychologists increasingly supporting the quest for performance enhancement in sport [1-8], there is a need to evaluate the evidence base underpinning their work.

Interventions developed and implemented by psychologists can be broadly categorized as psychological, social, or psychosocial in nature, which we describe as any actions or processes that alter functioning and/or performance through changes in an individual’s thought and behavior, through social factors, or through a combination of both individual thought and behavior and social factors, respectively. To establish an evidence base for these treatments it is necessary for researchers to embark on a rigorous and iterative process of conceptualization, development, and testing conducted in both controlled clinical contexts and real-world settings [9-11]. The purpose of this review was to synthesize the most rigorous research that has evaluated the effects of psychological, social, or psychosocial interventions with sport performers on variables related to their athletic performance (viz., components of fitness, overall/competitive sport performance, and technical tasks).

Previous reviews of interventions in sport have typically focused solely on psychological techniques, and one of the earliest attempts to synthesize studies examining the effects of these interventions with athletes in competitive situations was conducted by Greenspan and Feltz [12]. Their seminal paper was the first review in this area to explicitly restrict inclusion to studies sampling athlete participants (i.e., those competing on a regular and organized basis) and reporting performance outcomes assessed in non-contrived competitive situations in the sport in which the participants regularly competed. Follow-up papers using similar criteria were published by Vealey [13] and Weinberg and Comar [14] with the former reviewing sport psychology intervention studies published between 1988 and 1991, and the latter reviewing studies published in 1992 and 1993. Collectively, these three reviews found that 45 studies had employed psychological interventions in competitive sport
settings and that 38 (85%) had found positive performance effects, although this
interpretation was largely based on the direction of observed effects and causality could only
be inferred in 20 of these studies [14]. Since the turn of the century, reviews in sport have
focused on studies that have evaluated interventions using single-subject [15], experimental
[16], and single-case designs [17]. Regarding the review of the more rigorous experimental
designs, Martin et al. [16] interpreted that 14 of the 15 interventions had a positive effect on
sport performance. These findings should, however, be treated with a degree of caution
because the search strategy was restricted since they, like the authors of the single-subject
and single-case reviews, did not use electronic database searches and they excluded sports
science and general psychology journals. Such incomplete paper retrieval can lead to the
unsystematic identification of available literature, the introduction of publication biases, and
to inaccurate treatment effects being concluded [18, 19].

As the number of intervention studies has increased, reviewers of sport research have
tended to focus on specific types of psychological or social interventions, including mental
practice [20-22], goal setting [23], team building [24, 25], self-talk [26, 27], and stress
management [28]. These reviews all identified positive performance effects using either
vote-counting procedures or effect size interpretation. A notable strength of this body of
work is that it employed systematic procedures, typically including meta-analytic techniques.
However, these reviews are limited by several methodological issues. First, the majority of
the reviews in this area included studies that evaluated the effects of interventions on
exercise-based or general motor tasks [21, 23]. Second, some of the reviews included studies
that sampled nonathletes, typically students [20, 26]. The main limitation of these task and
sampling issues is that they limit the generalizability and external validity of the findings for
sport performance [11, 29]. Third, some of the reviews included studies with a wide range of
research designs [24, 28]. The main limitation of this design issue is that it introduces
uncertainty about whether the intervention caused the observed effects, thus compromising
the inference of causality and internal validity [30, 31]. Thus, to overcome the limitations of
previous reviews, only studies that had high internal (i.e., conducted with a randomized,
controlled, experimental design) and external (i.e., sample sport performers and evaluate the
intervention effect on variables relating to athletic performance) validity were included in the
current review.

In addition to providing an overall evaluation on the effects of interventions on sport
performance, the purpose of the current review was to address some of the perplexing issues
in the sport psychology intervention literature. These issues include: whether interventions
are effective for both sexes and across all competitive standards [3, 12, 16, 17], whether
characteristics of the intervention provider influence treatment effectiveness [3, 14], whether
effects vary based on the type of intervention and if single interventions are more or less
effective than multicomponent interventions [3, 12, 13, 15-17], whether comparable effects
are found across objective performance outcomes [3, 17], and whether interventions have
lasting effects on sport performance [3, 12-14, 16, 17]. It is hoped that these supplementary
analyses will provide practitioners with greater insight into who will benefit from
interventions, which types of intervention are most effective, and how best to evaluate the
impact of the treatments they provide.

2 Methods

2.1 Inclusion Criteria

Studies were required to meet the following inclusion criteria:

1) Evaluate the effects of an intervention that involved any action or process that used
individual thought and behavior (e.g., hypnosis), social factors (e.g., teambuilding), or
both individual thought and behavior and social factors (e.g., coach providing
performance feedback) to alter functioning and/or performance.
2) Examine performance on an outcome that was either (a) a technical task required by athletes in their sport (e.g., golf putting), (b) a component of fitness required by athletes in their sport (e.g., strength), or (c) an overall performance or competition outcome (e.g., competition shooting performance).

3) Sample participants of any age who were competing in sport at local, regional, national, or international levels.

4) Constitute a parallel or cross-over randomized experimental design, with a no-treatment control or placebo-treatment comparison group that involved contact with the researcher but without an intervention being delivered\(^1\). Studies with a parallel randomized experimental design have two or more distinct conditions and participants only experience one condition; these have also previously been described as pretest-posttest control group designs and posttest-only control group designs [32]. Cross-over trials are those where participants receive all treatments in a random order.

5) Report sufficient statistical data to calculate effect sizes (i.e., sample sizes, means, and standard deviation for the groups, or information from other statistical tests that allowed for the computation of effect sizes with less exact estimation procedures such as an \(F\) test). If a study design was cluster-randomized (e.g., randomly allocated by team or training group), rather than individual participant-randomized, it was also necessary for the intracluster correlation coefficient to be reported.

6) Be available as a full-text in the English language or as a full-text translation prior to the end of the data collection period (viz. March 2015).

2.2 Search Strategies

To ensure comprehensive coverage of the available literature, four search strategies

---

\(^1\) This inclusion criterion was established because sole treatments or comparisons between active treatments lack a meaningful comparison, particularly in view of the aforementioned limitations of previous reviews in this area of sport psychology research.
were used to retrieve relevant papers. First, electronic searches were conducted in on-line databases (viz., Applied Social Sciences Index and Abstracts, Biological Sciences, Physical Education Index, PsycARTICLES, PsycINFO, SCOPUS, SPORTDiscus, and Web of Science). A collection of search terms was used to encompass the psychological, social or psychosocial nature of treatments; the use of an athletic sample; a performance outcome; and an appropriate study design (the full search string can be viewed in Electronic Supplementary Material Appendix S1). The second search strategy involved hand-searching volumes of the pertinent journals\(^2\). In the third search strategy, the reference lists of previous meta-analytic, systematic, and narrative reviews papers were scrutinized for any unidentified studies that may have been relevant (see Electronic Supplementary Material Appendix S1 for a list of reviews). For the fourth search strategy, 27 researchers who were noted experts in the evaluation of psychological, social, or psychosocial interventions on sport performance\(^3\) were contacted to retrieve any published or unpublished studies that they were aware of. The papers retrieved from the search strategies were evaluated by title, abstract, and full text. At each stage of the evaluation, studies were excluded from the winnowing process if the inclusion criteria were not satisfied.

The first author was responsible for screening titles, abstracts, and full text articles and for determining study eligibility. The second author reviewed a random sample (10%) of the papers at each stage of the winnowing process to ascertain if any studies had been erroneously included or excluded. Inter-coder reliability was calculated by dividing the

---


\(^3\) Researchers were selected based on having published four or more sport-related intervention studies.
number of agreed studies by the total number of studies reviewed by both authors. For example, the authors agreed on the eligibility of 141 of 147 studies at the abstract stage (95.9% agreement). Overall, the percentage of agreement ranged from 92.7% to 96.1%. Any disagreements between the authors were resolved through discussion and debate until a consensus was reached. Where insufficient information was available to warrant study exclusion during the title and abstract stages of the evaluation, studies were retained in the sample. If information necessary for determining study eligibility was not reported at the full text stage of the evaluation, the study authors were contacted via email and requested to provide clarification. Detailed notes were recorded outlining the reasons for study inclusion/exclusion and the number of studies included and excluded at each stage. A visual summary of the study selection process is presented in Figure 1.

2.3 Study Coding Procedures

Studies that were suitable for inclusion in the review were coded independently by the authors using a standardized form for study characteristics and intervention characteristics. Any discrepancies in the coding process were resolved through discussion until an agreement was reached. Inter-coder agreement was 96.9%. Data were extracted for study design (i.e., parallel or cross-over design, matched or unmatched participants), participant characteristics (age, sex, competitive standard, matching variables (where appropriate), total sample size, type of sport), performance outcome details (i.e., component of fitness, overall performance or competition outcome, technical task), intervention characteristics (provider, setting, type), and descriptive information pertaining treatment integrity [33-35]. Regarding the latter, treatment/intervention integrity is akin to program integrity as described by Dane and Schneider [33] and has five aspects: adherence (the extent to which intervention components were delivered as prescribed), exposure (number, length and frequency of implementation of intervention components), quality of delivery (qualitative aspects of intervention delivery that
are not directly related to implementation, e.g., training of implementers), participant
responsiveness (measures of participant response to the intervention, e.g., satisfaction), and
program differentiation (safeguard checks against the diffusion of treatments).

In addition to study and intervention characteristics, studies were also coded for study
quality using the risk of bias method which involves the assessment of the impact of
systematic error on the results and conclusions of a study [36, 37]. The Cochrane
Collaboration’s tool for assessing risk of bias [36] was used to assess the sources of bias
which included selection bias, performance bias, attrition bias, detection bias, reporting bias,
and other biases. This strategy involved writing descriptive accounts of a paper’s method\textsuperscript{d}
(e.g., whether they used blinding of participants) and judging the risk of bias as low, high, or
unclear. Additional considerations for studies that included multiple intervention groups were
whether data were presented for each of the groups to which participants were randomized
and whether the study was free of suggestion of selective reporting of comparisons. A
detailed description of risk of bias variables and criteria for judgment is provided in
Electronic Supplementary Material Appendix S2.

2.4 Statistical Procedures

Effect size estimates were computed for each study at posttest and, where data were
provided, any follow-up assessment. To ensure that the parallel-groups and cross-over
studies could be included within the same analysis, effect sizes in cross-over trials were
computed using data from the initial treatment condition. This approach was also used to
reduce the potential variability in risk of bias across, and the uncertain compatibility between,
study designs [38].

Three steps were followed to calculate the effect size estimates and were conducted

\textsuperscript{d} Descriptive accounts are available from the first author on request.
using the Comprehensive Meta-Analysis software package Version 3 (CMA) [39]. First, data
were extracted from studies and imputed into the computer program. Second, standardized
mean difference values were computed using one of four sets of formulae (see Electronic
Supplementary Material Appendix S3) depending on the information available within the
paper and irrespective of the initial study design. The first set of formulae (equations 1-4)
calculated the standardized mean difference based on the means, standard deviations, and
number of participants for each group. The difference in means was standardized by the
standard deviation at the second time-point (i.e., posttest, follow-up). The second set of
formulae (equations 5-9) calculated the standardized mean difference using data from
independent groups at one time-point and the option for pooled variance. The third set of
formulae (equations 1, 10-14) were used when studies provided within groups change scores
for \( t \), and the mean difference was standardized by the standard deviation of the change score.
The fourth set of formulae (equations 1, 12-14) were used when study authors reported the
within group change means and standard deviations, and the difference in means was
standardized using the change score standard deviation. Where studies contained multiple
performance outcomes, the mean effect on the outcomes was computed to create a single,
averaged effect for the intervention. Furthermore, for studies which included different
variations of the same type of psychological, social, or psychosocial intervention (e.g.,
instructional self-talk, motivational self-talk), an averaged effect was calculated. Hence, to
ensure that the independent samples assumption [40, 41] was not violated, analysis was
conducted on aggregated effect sizes at a study level. The third step in the effect size
computation involved converting the standardized mean difference scores into Hedges’
(adjusted) \( g \) values [42] (hereafter Hedges’ \( g \)), by multiplying the standardized mean
difference with a correction factor, \( J \) (equations 15-18). Hedges’ \( g \) was selected as the effect
size measure because it accounts for variation in sample size and sample variance [43]. The
magnitude of these effect sizes can be interpreted as small (0.2), moderate (0.5), and large (0.8) using Cohen’s [44] anchors.

A random-effects (method of moments) computational model with Knapp-Hartung [45] modification was used to calculate the mean intervention effects. A random-effects model assumes that variability exists between studies and in the underlying effect for each study [46], and was thus selected to control for the systematic differences between studies (e.g., different practitioners). When using a random-effects model, there are three approaches that can be used to estimate the between-study variance ($T^2$): method of moments (MM), unrestricted maximum likelihood (ML), and restricted maximum likelihood (REML). The MM method was selected in the current study because it does not make any assumptions about the distribution of the random effects and thus offers a more robust analysis than the other two approaches [47]. The Knapp-Hartung [45] method was used to calculate the standard error for the random effects model. This approach calculates error based on the $t$-distribution (rather than the Z-distribution) to account for estimating the dispersion between studies as well as the variation within studies; the Z-distribution only accounts for the within study error [47]. The 95 percent confidence interval (95% CI) was calculated for each effect and an effect was deemed significant if the 95% CI did not include zero [48]. Furthermore, following the recommendation of Borenstein [49] to interpret the effect size in context, the mean intervention effect was compared to the effects reported in previous reviews of psychological, social, and psychosocial interventions in sport.

The data were checked for clinical and statistical heterogeneity. First, to protect against the potential impact of the variety in interventions and outcome variables between studies, each study was carefully re-examined against the inclusion criteria. Second, to assess statistical heterogeneity, five statistics were used: $Q$, $p$, tau squared ($T^2$), tau ($T$), and $I^2$. The $Q$ statistic is a measure of weighted squared deviations and quantifies the total variance in a
meta-analysis. The significance ($p$-value) of $Q$ provides evidence that the true effects between studies vary. $T^2$ and $T$ are computed from $Q$ and provide measures of the variance and standard deviation of true effects, respectively. Also computed from $Q$ is the $I^2$ statistic which is used to determine the proportion of the observed variance that is real (i.e., that is explained by between-study differences). $T^2$ and $I^2$ provide measures of the magnitude of heterogeneity and their 95% CIs provide support for whether any apparent heterogeneity is genuine. For example, if the lower limit of $I^2$ exceeds zero, then $I^2$ should be statistically significant and the between-study differences real. $T$ was used to calculate the predictive intervals (PI) of the mean effect and enabled interpretation of the dispersion of true effects.

Statistical heterogeneity was also examined graphically using a Galbraith plot [50] which enabled the identification of outliers.

A series of sensitivity analyses were then conducted to examine how robust the mean effect was to the influence of potential outlier studies, missing data, and the threat of publication bias. To investigate the effects of potential outliers, analyses were conducted with outlier studies included and excluded, and the results were compared to establish whether the conclusions drawn were substantially different. In relation to missing data, all studies were coded for incomplete or selective outcome reporting using the aforementioned Cochrane Collaboration risk of bias tool [36]. If the authors failed to provide data on some, or all, of the expected outcomes, or reported data incompletely so that they could not be entered into a meta-analysis, studies were deemed to be at a high risk of reporting bias [37]. To assess the impact of this missing data on the mean effect, a separate analysis was conducted with high-risk studies excluded. To determine how robust the effect size estimate was to the threat of publication bias, Duval and Tweedie’s [51] trim and fill procedure was used. Displayed graphically on a funnel plot, this procedure involves systematic removal (i.e., trimming) of extreme small studies on the positive side of the plot until the plot is
symmetric about a new effect size. The algorithm then adds (i.e., filling) the studies back to
the plot with imputed mirror image studies, thus creating an unbiased estimate of the effect
size. An effect size estimate is likely to be robust to the effect of publication bias if the
unbiased estimate is not > 0.05 above or below the original value.

To assess the relationships between potential covariates (moderators) and the effect
size estimate, a series of exploratory post-hoc analyses were conducted using the meta-
regression analysis module within the CMA software [39]. The decision to use meta-
regression techniques instead of more common subgroup procedures was made to enable the
consistent use of the Knapp-Hartung [45] modification across all analyses. Through these
exploratory analyses, the effects of six potential moderator variables were considered: sex
(proportion of male participants in the sample), participants’ competitive standard (local,
regional, national, international), intervention provider (e.g., coach, practitioner, researcher),
type of intervention (psychological, psychosocial, social), whether the intervention was uni-
or multi-modal, and the type of outcome characteristic (component of fitness, overall
performance or competitive outcomes, technical task). In view of the need to maintain an
appropriately large ratio of studies to covariates and for studies to provide data on the
treatment effect, variance, and covariate values [52], separate meta-regressions were
conducted on each of the moderators. It is acknowledged, however, that this may have
hidden potential confounding effects between covariates and thus the correlation matrices
between moderating variables were studied to ensure that the variables were unrelated. The
test of model statistic (F-ratio) was used to assess whether the covariate (continuous or
categorical) coefficients were significantly different from zero and if the variable was likely
to have a moderation effect. Changes in the goodness of fit statistics ($T^2$, $Q$) between the
original and covariate models were used to assess whether the covariates accounted for any of
the unexplained variance in the model.
3 Results

3.1 Search Results and Study Characteristics

Systematic retrieval identified 3,174 potentially relevant papers. Searches of electronic databases returned 2,104 papers (1,366 after duplicates removed), 550 (496) were retrieved from hand searching journal volumes, 514 (450) from the reference lists of previous narrative, systematic, and meta-analytic reviews, and 6 (6) from contacting potential study authors. Retrieved papers included published journal articles, books, book sections, conference proceedings, unpublished manuscripts, and theses. Figure 1 depicts the winnowing process, provides explanations for the exclusion of papers, and shows that 35 full-texts (35 studies) met all of the inclusion criteria; all of these were published journal articles.

Eligibility could not be determined for 21 papers because insufficient information was provided (e.g., a lack of information about the allocation of participants to condition). Furthermore, 41 studies were identified that met the majority of the review criteria but failed to report or provide the descriptive statistics necessary for the computation of an effect size and inclusion in a random-effects meta-analysis. After examining the nature of the interventions included within the studies, one study [53] was excluded because the ego depletion intervention delivered was designed to negatively impact performance and was therefore considered clinically heterogeneous.

The descriptive information for the studies eligible for inclusion in the review are provided in Table 1 (and more detailed study specific information can be found in the three additional tables (Tables S1-S3) presented in the Electronic Supplementary Material Appendix S4). Of the 35 studies suitable, 34 were categorized as parallel individual randomized controlled trials (RCT) and one as cross-over individual randomized controlled trials (RXCT). No identified cluster randomized trials were suitable for inclusion. Matching of participants prior to random allocation was used in six of the 35 studies. In terms of the
risk of bias and the impact of systematic error, the majority of studies were classified at low
risk for random sequence generation (91.4%), blinding of outcome assessment (88.6%),
incomplete outcome data (91.4%), and selective outcome reporting (91.4%). However,
94.3% of studies failed to report sufficient information to determine the risk of bias
pertaining to allocation concealment and 100% of studies were classified as either high or
unknown risk of bias for the effect of blinding of participants and personnel.

Turning to participant characteristics, the largest number of studies (48.6%) recruited
a male only sample and the age of participants included in the studies ranged from 14 years to
over 62 years. Sport performers’ competitive standard ranged through local (42.9%),
regional (5.7%), national (17.1%), and international (2.9%) levels and performers were
recruited from 16 different sports (e.g., basketball, golf, soccer). In total, 58 interventions
were delivered across the 35 studies (see Table 1 for a summary of intervention types and
Electronic Supplementary Material Appendix S4 Table S2 for a detailed description of each
intervention delivered), including 46 psychological interventions and 12 psychosocial
interventions; no social interventions were identified. The most frequent types of
interventions were perceptual training (i.e., techniques designed to alter performers’ visual
strategies; 15.5%) and multi-modal pre-performance routines (i.e., combinations of two or
more techniques to be implemented prior to a performance commencing; 13.8%) and, within
the various types of intervention, different subtypes were identified. For example, feedback-
based interventions included biofeedback and visual feedback. A combination of uni-
(60.3%) and multi-modal (39.7%) interventions was delivered, with the main provider being
a researcher (62.1%). Nineteen of the interventions were designed or delivered individually
and the remaining 39 were provided in a group setting. Each of the three different types of
performance outcome were assessed across the studies with performance assessed most
frequently using technical tasks (56.9%) such as golf putting and basketball free-throw
shooting. The components of fitness (5.6%) assessed included speed and strength, and the overall performance or competitive outcomes (37.5%) assessed included the number of correct in-match decisions, judges’ score of a karate performance, and competitive shooting performance.

3.2 Meta-Analytic Results

Prior to calculating a mean effect, studies were checked for clinical heterogeneity. In addition to the one excluded study described in section 3.1, two further interventions were deemed clinically heterogeneous to the other treatments because they were designed to negatively disrupt or impair performance, and were therefore removed from subsequent analyses. Specifically, these were an inaccurate biofeedback intervention [54] and a dual attentional focus manipulation [55]. Effect size calculations were computed for the remaining comparisons at posttest and follow-up assessments (see Table 2).

Thirty-five studies [54-88] (n = 997) were then combined in a random-effects (MM) model with Knapp-Hartung [45] modification. The standardized mean difference (Hedges’ g) was 0.57 with a 95% CI of 0.22 to 0.92 and a PI of -0.68 to 1.82 (see Table 3, model 1). This moderate mean effect was larger than the majority of effects observed in previous reviews of interventions in sport (e.g., 0.26, Driskell et al., [20]; 0.34, Kyllo & Landers, [23]; 0.48, Hatzigeorgiadis et al., [26]). However, the 95% CI was wide suggesting that the observed mean effect estimate lacked precision and substantial uncertainty existed.

Furthermore, the PI was very large suggesting that an intervention in a future study may have a positive, null, or negative effect. Interpretation of the heterogeneity statistics suggested that differences existed in the true effects observed in the studies. To elaborate, the magnitude of heterogeneity was illustrated by the variance predicted in true effect sizes ($T^2 = 0.35$) and by the high proportion of variance explained by between-study differences ($I^2 = 69.91\%$).

Additionally, the $p$-value ($< 0.001$) for $Q = 113.00$ with $df' = 34$, and the 95% CIs for $T^2$ [0.20,
0.55] and \( \hat{F} \) [57.70%, 78.60%] supported the presence of statistical heterogeneity.

To determine how robust the pooled effect was to the influence of potential outlier studies, systematic error resulting from reporting bias, and publication bias, a series of sensitivity analyses were conducted. The first analysis identified two studies [59, 68] that may be considered outliers. More specifically, the Hedges’ \( g \) values for Caserta et al. [59] \( (n = 18, \text{Hedges’ } g = 6.94, 95\% \text{ CI 4.43, 9.45}) \) and Lorains et al. [68] \( (n = 30, \text{Hedges’ } g = 6.00, 95\% \text{ CI 4.32, 7.69}) \) were substantially larger than the effect sizes computed for the other studies (range -0.97 to 1.35), which was also apparent visually in Figure 2. When these studies were removed from the combined analysis (see Table 3, model 2, \( n = 950 \)), the standardized mean difference (Hedges’ \( g \)) was 0.43 with a 95% CI of 0.26 to 0.59 and a PI of -0.10 to 0.95. Therefore, although greater precision in the estimate was apparent in model 2 when compared to model 1, the effect size estimates remained comparable and the conclusions drawn from both models were not substantially different. However, the heterogeneity reduced in model 2 and the amount of total variance was non-significant \( (Q = 45.48, df = 32, p\text{-value} = 0.058) \), suggesting that some of the true difference in the study effect sizes in model 1 may have been due to the two outlier studies. Second, to assess the potential effect of reporting bias, an analysis was conducted with studies excluded if they were deemed to be at high risk (i.e., studies that had incomplete reporting or selective reporting of statistical results). Three studies [61, 66, 88] met this exclusion criterion. The results obtained from the revised analysis (see Table 3, model 3, \( n = 915 \)) were comparable to those found in model 1, which therefore suggested that the original analysis was not influenced by selective outcome reporting. The final sensitivity analysis involved the assessment of publication bias on the estimate from model 1. To assess publication bias, Duval and Tweedie’s [51] trim and fill procedure was implemented and resulted in zero additional studies being imputed (see Figure 3, \( k = 35, g = 0.57 \)). This analysis therefore
suggested that the summary mean effect was also robust to the threat of publication bias.

Eight studies included follow-up assessments to determine the enduring effect of the interventions (see Table 2). The reported length of time between pretest and follow-up assessment ranged from two to six weeks. In order to provide a meaningful comparison for these effects it was necessary to determine the combined effect of these eight studies at posttest. Computed using a random-effects (MM) model with Knapp-Hartung [45] modification, the standardized mean difference (Hedges’ $g$) for the eight studies ($n = 189$) at posttest was 1.02 with a 95% CI of -0.37 to 2.41 and a PI of -1.72 to 3.77 (see Table 3, model 4). The standardized mean difference (Hedges’ $g$) for the eight studies ($n = 189$) at follow-up was 1.16 with a 95% CI of 0.25 to 2.08 and a PI of -1.12 to 3.45 (see Table 3, model 5). These findings showed that the interventions had a large positive effect on sport performance when assessed at follow-up; however, these effects varied considerably and readers should be cautious when interpreting the magnitude of the effect. Similar to the posttest analysis of the heterogeneity for these studies, the follow-up heterogeneity statistics suggested that differences existed in the true effects observed in the studies ($Q = 31.61$, $df = 7$, $p < 0.001$, $T = 0.85$). Sensitivity analysis suggested that the pooled effect may have been influenced by an outlier study [68] (see Table 3, model 6 and Figure 4), but was robust to the threat of reporting bias (see Table 3, model 7) and publication bias (see Figure 5).

3.3 Moderator Analysis Results

Exploratory meta-regression procedures were conducted to investigate the between-study variance apparent in the posttest model. Specifically, analyses were run to examine the potential moderating effects of six variables: two participant characteristics (competitive standard, sex), three intervention characteristics (provider, single or multiple component, type), and one outcome characteristic (type of performance assessment). The test of model and goodness of fit statistics for these six analyses are shown in Table 4 and the estimated
mean effects across the participant, intervention, and outcome characteristics are displayed graphically in figures 6-8, respectively. It is important to note that these moderator analyses should be interpreted cautiously given their exploratory nature and the reduced statistical power inherent in meta-regression procedures.

3.3.1 Participant Characteristics

The first meta-regression assessed the effect of participant sex (% male participants) and excluded studies [57, 74, 79] which did not report sex; the standardized mean difference (Hedges’ g) for the remaining 32 studies \((n = 950)\) in the intercept model was 0.60 with a 95% CI of 0.24 to 0.97 and a PI of -0.64 to 1.85. The goodness of fit statistics for this revised intercept model (see Table 4, model 8, \(T^2 = 0.34, Q = 104.77, df = 31, p < 0.001\)) were comparable to those found in the full posttest model (see Table 4, model 1, \(T^2 = 0.35, Q = 113.00, df = 34, p < 0.001\)). A covariate model (see Table 4, model 9) containing sex was then assessed in comparison to the revised intercept model. The test of model statistics for the covariate model \((F(1, 30) = 0.86, p = 0.360)\) suggested that the proportion of males in the sample was not likely to influence the effect size estimate. Furthermore, the goodness of fit statistics suggested that a significant level of heterogeneity remained in the model following the introduction of the covariate \((Q_{model 9} = 98.37, df = 30, p < 0.001)\). However, the variance of true effect sizes \(T^2\) was marginally reduced in the covariate model when compared to the intercept model (0.33 and 0.34, respectively) with \(R^2 = 0.04\). The proportion of males in the sample therefore accounted for 4% of the unexplained variance in the intercept model.

In the second analysis examining performers’ competitive standard, studies that included mixed competitive standards [54, 55, 59, 65, 67, 71, 72, 76, 79-81] were excluded; the standardized mean difference (Hedges’ g) for the remaining 24 studies \((n = 783)\) was 0.56 with a 95% CI of 0.21 to 0.90 and a PI of -0.49 to 1.60. Table 4 displays the goodness of fit test statistics and suggests that the variance in true effects between the studies included in this
analysis (model 10, $T^2 = 0.23$) was smaller than that found in the full posttest model (model 1, $T^2 = 0.35$). A meta-regression was then conducted with participants’ competitive standard entered as covariate (see Table 4, model 11). The test of model statistics ($F(3, 20) = 0.33, p = 0.802$) suggested that the competitive standard was unlikely to influence the effect size estimate. Furthermore, the goodness of fit statistics from this analysis suggested that the covariate model failed to explain any additional variance within the data with between-study variance greater in the covariate model ($T^2 = 0.26, Q_{model 11} = 60.73, df = 20, p < 0.001$) compared to the intercept model ($T^2 = 0.23, Q_{model 10} = 63.52, df = 23, p < 0.001$). Thus, the intervention effect did not differ across competitive standards.

### 3.3.2 Intervention Characteristics

Three intervention characteristics were assessed: provider, single or multiple components, and type. One study involving assessments of interventions from different providers [60] was excluded from the meta-regression on intervention provider; the standardized mean difference (Hedges’ $g$) for the remaining 34 studies ($n = 937$) was 0.59 (95% CI = 0.23, 0.95; PI = -0.69, 1.87). The goodness of fit statistics for this model (see Table 4, model 12) showed that $T^2$ was comparable in this intercept model (0.36) to the full model. A covariate model (see Table 4, model 13) containing intervention provider was then assessed in comparison to the revised intercept model. The test of model statistics for the covariate model ($F(4, 29) = 1.45, p = 0.244$) suggested that the provider of the intervention was not likely to influence the effect size estimate. Furthermore, the goodness of fit statistics suggested that a significant level of heterogeneity remained in the model following the introduction of the covariate ($Q_{model 13} = 91.99, df = 29, p < 0.001$). However, the variance of true effect sizes ($T^2$) was marginally reduced in the covariate model when compared to the intercept model (0.34 and 0.36, respectively) with $R^2 = 0.05$. The intervention provider therefore accounted for 5% of the unexplained variance in the intercept model.
A meta-regression was conducted to establish if whether the intervention included single or multiple components influenced the intervention effect. The intercept model for this meta-regression \((k = 29, n = 840, \text{studies excluded } [60, 73, 74, 80, 81, 87], \text{see Table 4, model 14})\) showed an increase in \(T^2 (0.41)\) compared to the full model. Furthermore, when intervention components were entered into the model as a covariate (see Table 4, model 15), the level of between-study variance increased further \(T^2 = 0.42)\) suggesting that the covariate did not explain any of the variance in the observed effect and that intervention with single or multiple components were comparable.

Studies involving assessments of different types of intervention (i.e., psychological and psychosocial) were excluded from the meta-regression on intervention type \([60, 74, 80, 81]\); the standardized mean difference (Hedges’ \(g\)) for the remaining 31 studies \((n = 880)\) was 0.59 \((95\% \text{ CI} = 0.19, 0.99; \text{PI} = -0.75, 1.93)\). The goodness of fit statistics for this model (see Table 4, model 16) showed that \(T^2\) was marginally greater in this intercept model \(0.39)\) compared to the full model. A covariate model (see Table 4, model 17) containing type of intervention was assessed in comparison to the revised intercept model. The test of model statistics for the covariate model \((F(1, 29) = 9.08, p = 0.005)\) suggested that the type of intervention was likely to influence the effect size estimate. Furthermore, the variance of true effect sizes \(T^2)\) was reduced in the covariate model when compared to the intercept model \((0.32 \text{ and } 0.39, \text{respectively})\) with \(R^2 = 0.20\). The intervention type therefore accounted for 20% of the unexplained variance in the intercept model. However, the goodness of fit statistics suggested that a significant level of heterogeneity remained in the covariate model \((Q_{\text{model 19}} = 90.62, df = 29, p < 0.001)\).

### 3.3.3 Outcome Characteristics

A meta-regression assessed the potential moderating role of type of performance outcome on intervention effect. One study involving different types of performance
outcomes [69] was excluded from this analysis; the standardized mean difference (Hedges’ g) for the remaining 34 studies ($n = 980$) was 0.58 with a 95% CI of 0.23 to 0.94 and a PI of -0.68 to 1.85. The goodness of fit statistics for this intercept model (see Table 4, model 18) demonstrated that the studies included in this meta-regression were comparable to those used in the full posttest model (model 1). The introduction of type of performance outcome as a covariate in this analysis did not reduce the level of unexplained variance in the model ($R^2_{model 19} = 0.38; R^2_{model 18} = 0.36$). This finding was supported by the test of model statistics ($F(2,31) = 0.15, p = 0.862$), which showed that the coefficients were not significantly different from zero. Thus, the intervention effect did not vary across the three types of performance outcome (i.e., components of fitness, overall/competition performance, technical task).

### 3.3.4 Combined Model

The last meta-regression assessed the collective impact of the moderators that had been found to explain some of the unexplained variance in intervention effects when considered independently. Correlations between participant sex, intervention provider, and type of intervention suggested that relationships were apparent between the variables. The three variables were then included simultaneously in a meta-regression with studies excluded if they failed to provide information on participant sex, included multiple types of intervention provider, or included different types of interventions. This resulted in six studies being excluded [57, 60, 74, 79-81]; the standardized mean difference (Hedges’ g) for the remaining 29 studies ($n = 850$) was 0.62 (95% CI = 0.21, 1.02; PI = -0.71, 1.94). The goodness of fit statistics for this model (see Table 4, model 20) showed that $R^2$ was comparable in this intercept model (0.38) to the full model. The test of model statistics for the covariate model (see Table 4, model 21; $F(6, 22) = 2.96, p = 0.028$) suggested that

---

5 Correlation matrix available from the first author on request.
participant sex, the provider of the intervention, and the intervention type were likely to influence the effect size estimate. Furthermore, the variance of true effect sizes ($T^2$) was substantially reduced in the covariate model when compared to the intercept model (0.27 and 0.38, respectively) with $R^2 = 0.28$. The combined effect of the three variables therefore accounted for 28% of the unexplained variance in the intercept model. However, the goodness of fit statistics suggested that a significant level of heterogeneity remained in the model following the introduction of the covariates ($Q_{\text{model } 2} = 62.49, df = 22, p < 0.001$) and that other factors may still exist.

4 Discussion

4.1 Discussion of Findings

The purposes of this study were to systematically review research that evaluated the effects of psychological, social, or psychosocial interventions with sport performers on variables relating to their athletic performance, and to address some of the perplexing issues in the sport psychology intervention literature (e.g., do interventions have a lasting effect on sport performance?). From an initial sample of 3174 potentially relevant papers, 35 met the inclusion criteria for the review. The findings from the posttest analysis showed that interventions had a moderate positive effect on sport performance; however, this conclusion was restricted to psychological and psychosocial techniques because no suitable studies evaluating social interventions were identified. Notwithstanding this overall positive finding, it is important to highlight that the large confidence interval indicated a lack of precision in the mean effect and that the prediction interval displayed a high level of dispersion in effect sizes. The effect found in the current review was generally larger than the positive conclusions drawn in previous general reviews [12, 14, 16] and reviews that have focused on specific types of psychological or social interventions. To elaborate, the effect size estimate was 0.57 compared to 0.26, 0.48 and 0.68 for mental practice [20-22], 0.34 for goal setting...
[23], 0.43 for team building [24], and 0.48 for self-talk [26]. The more rigorous inclusion
criteria and sampling of studies with high internal and external validity in this review,
supported by a convergence of other published evidence, indicate that psychological and
psychosocial interventions can enhance sport performance.

The findings from the follow-up analysis showed that interventions had an overall
large positive effect on sport performance at least a month after the intervention had finished.
Indeed, for studies included in this analysis, the effect of interventions became statistically
significant when assessed at follow-up, compared to a non-significant finding when measured
immediately following the delivery of the intervention. The lasting effect of interventions
was possibly due to the participants either receiving a continued residual benefit from the
intervention or continuing (whole or part) implementation of the intervention, or that the
intervention group’s decrement in performance after the intervention finished was less than
that observed in the control group. Another explanation might be that the interventions have
been delivered to alter intermediary psychological variables (e.g., self-efficacy) that act as
mechanisms through which treatments influence performance [56], and it may be the case
that a certain length of time is necessary for these changes to manifest and result in
performance enhancement. Although all of these explanations suggest a favorable learning
effect, the findings of the follow-up analysis should be interpreted cautiously for a number of
reasons. First, only eight studies reported follow-up assessments, which mean that nearly 80
percent of the studies reviewed failed to examine the enduring effect of interventions.
Second, the observed effect was imprecise and anticipated to range substantially. Third, the
predictive interval suggests that the intervention effect in future studies may range from
highly negative to highly positive.

The results suggested that a high level of imprecision existed in the posttest mean
effect and substantial variability was apparent between studies. To explore these findings and
to address the questions posed in the introduction, a series of sensitivity and moderator analyses were conducted. Sensitivity analyses showed that the mean effect was at greatest risk to outlier studies (in comparison to reporting and publication biases), with a smaller, more precise mean effect and a considerable reduction in heterogeneity found for the model with outliers removed; however, the differences between the models were not substantially different. Moderator analyses were conducted to explore the high level of between-study difference and to examine the relationships between participant, intervention, and outcome variables and the treatment effect. Specifically, these explored whether participant sex, participant competitive standard, intervention provider, multi-component nature of interventions, intervention type, and performance outcome characteristic reduced the variance in true effects and accounted for any of the unexplained variance in the model. Three of the moderators (participant sex, intervention provider, intervention type) were found to explain a portion of the variance when considered independently, and collectively accounted for 28% of the unexplained variance in the intervention effect. However, the level of heterogeneity remained significant suggesting that other factors not examined in the current review (e.g., psychological determinants, quality of therapeutic relationship), may provide further explanation for the effect of interventions on performance.

In-line with extant intervention research in sport psychology, the most abundant type of interventions included in this review were psychological in nature; that is, they were designed to alter functioning and/or performance through changes in an individual’s thought and behavior. In total, 26 studies were identified that exclusively examined the effects of psychological interventions with the remaining five studies in this analysis testing psychosocial techniques. The lack of suitable studies evaluating the effects of social interventions highlights a notable gap in the literature needing to be addressed by future research. Figure 7 displays the estimated mean effects of psychological and psychosocial
intervention types and shows that psychosocial interventions may be more effective than psychological interventions for enhancing sport performance. Based on the definition presented in section 1, psychosocial interventions attempt to bring about change through alterations in an individual’s thought and behavior, and through social factors, and it may be the case that the added social component in these techniques supports and reinforces the changes occurring in the individual. More specifically, four of the five psychosocial interventions supported psychological components (e.g., personal performance footage) with guidance and questioning from a coach or researcher and, thus, the two separate components may interact to facilitate performer learning and accelerate the change needed to enhance performance. The remaining psychosocial intervention attempted to alter a performer’s decision-making through the provision of concurrent performance feedback. When interpreting the findings from the intervention type analysis, it is important to consider that the moderation effect may have been amplified by the presence of two potential outlier studies [59, 68] in the psychosocial intervention category.

The finding that participant sex accounted for some of the unexplained variance in the intervention effect warrants further consideration. This review found that interventions were marginally more effective for samples containing a greater proportion of males. In addition, it was observed that male athletes were included in the majority of the participant samples (at least 32 of 35), with females sampled in approximately half (at most 18 of 35). From these two observations, it may be speculated that existing interventions have been developed, tested, and refined on male athletes more readily than on female athletes, and that a sex bias has resulted in the development of interventions that are effective for males, but not necessary females. One potential avenue for exploration relevant to sex would be whether interventions delivered in sex concordant dyads (i.e., same sex practitioner and performer) were more effective than those delivered in non-concordant dyads. Interestingly, previous
research within the healthcare domain has found that the sex of the patient and practitioner affects the level of communication, the quality of the therapeutic relationship, and the level of treatment satisfaction, with results generally most favorable in sex concordant dyads [89, 90].

Although an examination of the effect of intervention provider sex was not conducted in the current review, a moderator analysis was run on the type of provider (i.e., coach, equipment, practitioner, researcher, self). The results for this analysis suggested that, despite intervention provider not representing a significant moderator, it did account for some of the variation in the observed effect. Perusal of Figure 7 shows that the coach and practitioner provider types introduced variability for this moderator with the estimated mean effects highest for coach delivered interventions and lowest for those delivered by qualified practitioners. The limited number of studies in these two categories and the inclusion of a potential outlier study in one of these precludes a reliable interpretation of this variability, but the former point raises the question why so few sport psychology interventions appear to have been developed and delivered by qualified professionals. The answer may lie in the typically poor standards of reporting apparent in the extant intervention literature. More specifically, we anticipate that some of the researchers in the included studies were also accredited practitioners; however, this information was not included in the published studies and, without it, the providers’ qualifications cannot be assumed.

The remaining moderator analyses for participant competitive standard, intervention components, and type of performance outcome showed that these variables were unrelated to the intervention effect. Taken in turn, included studies recruited participants across a range of competitive standards and these samples suggested a movement away from a reliance on college athletes [12, 17]. Furthermore, the results provided initial evidence to suggest that athletic ability does not moderate intervention effects [3]. Numerous reviews of intervention research in sport [3, 12, 13, 15, 17] have queried whether single component interventions
were more or less effective than multi-model interventions and have encouraged the analysis of the component parts of the latter. The moderator analysis in this review compared single and multiple part interventions and found no difference in the observed effects. However, results from the type of intervention analysis suggested that psychosocial interventions were more effective than psychological treatments, and it may therefore be the case that multiple part interventions are more effective, but only if they include both psychological and social components. The final moderator analysis examined whether the effect of interventions was consistent across different types of performance outcome [3, 17]. No moderation effect was found suggesting that intervention effects established on overall performance in competition or aspects of performance assessed in competition were similar to those found on technical tasks and components of fitness assessed away from a competition setting.

4.2 Applied Implications

The collective findings from this review have a number of implications for applied practice. First, the overall significant positive effect of interventions on sport performance provides a robust evidence base for the use of these techniques and affords credibility for the profession. Indeed, psychological and psychosocial interventions appear to have a substantial effect on performance and may therefore provide the critical, marginal gain often sought after in sport. Second, psychosocial interventions (i.e., those that included social factors alongside attempts to change thought and behavior) were found to be most effective, which suggests that supporting psychological techniques (e.g., goal setting, imagery) with an active social agent (e.g., coach), have a greater effect than simply providing the technique alone. Third, initial evidence appears to suggest that coaches are the most effective provider of interventions, potentially as a result of the performer and his or her coach possessing a more matured relationship and established rapport [91]. When delivering interventions, it may therefore be beneficial for practitioners to engage athletes’ coaches to elicit greatest effects.
Fourth, the marginally greater effects for male performers compared to female performers may highlight one of the many small nuances that underpin the provider-performer relationship. We have discussed the potential influence of sex concordance in section 4.1; however, this may also extend to concordance in age, ethnicity, and sporting experience, for example. It would be beneficial for practitioners to have an awareness of these factors and how they could affect the interpersonal bond between the provider of the intervention and the athlete. Fifth, interventions were found to have comparable effects across performers’ competitive standards and irrespective of the performance outcome used, which suggest that these techniques can have positive performance effects for a range of athletes and that any effects should be apparent in training and in competition.

4.3 Limitations and Suggestions for Future Research

Intervention review papers can be limited by variables at a study level and/or a review level [92]. Within this review, the main limiting factor at study level was the poor standard of reporting which resulted in 62 studies failing to meet the inclusion criteria for the review and included studies failing to provide descriptive information pertaining treatment integrity. To elaborate on the failure of studies to meet the inclusion criteria, 41 studies were excluded because they failed to report or study authors were subsequently unable to provide statistical data to calculate effect sizes estimates. This was particularly problematic for our review because we used a random effects model; if a fixed effects model had been used then advanced techniques for combining effect size estimates and vote-counts could have been implemented [93, 94]. An additional 21 studies were omitted because insufficient information was available to determine eligibility for inclusion. Turning to the issue of treatment integrity, we attempted to follow Dane and Schneider’s [33] recommendations and, in so doing, provide readers with information pertaining to adherence, exposure, quality of delivery, participant responsiveness, and program differentiation for all of the interventions
delivered in the included studies. However, many studies failed to provide information for one or more of these areas (see Electronic Supplementary Material Appendix S4 for details of each study). To prevent reporting shortcomings occurring in future intervention research, researchers are encouraged to prepare their work in accordance with established guidelines such as the CONSORT statement [95] or the American Psychological Association journal article reporting standards [96]. It is acknowledged that journal page restrictions make comprehensive reporting of the desired information for evaluating interventions difficult; however, to overcome this challenge, researchers should better exploit the expanding provision of on-line supplementary materials. Achieving higher standards of reporting for program integrity would enable the examination of variables pertinent to the delivery of the intervention that cannot currently be assessed (e.g., quality of the therapeutic relationship), and which may influence the observed intervention effect [97].

An additional study level limiting factor was risk to performance and selection biases. Susceptibility to performance bias was problematic owing to the unclear or high risk of bias from a lack of blinding of participants and researchers. However, the nature of psychological, psychosocial, and social interventions makes it very difficult, and in some circumstances impossible, to blind the participants to the intervention they are receiving and to blind the researchers to the intervention they are delivering and, therefore, although being classified as high or unclear risk of bias, this represents a somewhat severe critique. Uncertainty around selection bias was introduced as a result of the lack of information on the method of randomization used and, subsequently, how the allocation sequence was concealed. Although the latter criterion can be overcome through the adoption of the above suggested reporting standards, the former critique on performance bias would support the development of a study quality assessment tool specific to the demands of sport science or psychology research [3]. A meta-analysis may also be limited by biases arising through the
search process. The decision was made in this review to retrieve both published and
unpublished studies but the inaccessible nature of much of the unpublished literature meant
that it was important to assess whether the overall intervention effects were robust to the
threat of publication bias. Positively, both analyses were found to be robust to this threat.
The findings of a review are limited by the scope and retrieval of the studies included
within it. To this end, the current review is limited to the examination of interventions
delivered at an individual level because no cluster randomized trials at either the team or
organizational level reported adequate statistics to be included. Furthermore, no studies were
found that rigorously assessed the impact of social interventions on sport performance. More
intervention research is therefore required to provide an evidence-base for team- and
organizational-level interventions and, as this literature builds, it may also be of benefit for
scientific inquiry to investigate whether intervention effects differ when delivered in a one-to-
one context or as part of a group. An additional limitation of the included studies was the
limited use of follow-up assessment. Only eight of the 35 studies meeting the inclusion
criteria for the review provided data from a follow-up assessment. More studies are required
that utilize follow-up assessments and that longitudinally track the intervention effect because
this could help to identify the sources of variation, assess the fluctuations in the intervention
effect over time, and determine the impact of the timing of an intervention. In relation to
participant characteristics, there were only a small number of studies which sampled female
only participants, international level participants, and athletes with a disability. Intervention
researchers should attempt to sample more participants within these categories to increase the
generalizability of the body of literature. One approach that could be used to achieve this
greater breadth of sample would be to use study designs (e.g., single-case experimental
designs) that enable the assessment of treatment effects across performer groups who may not
be numerous enough to participate in a groups-research design (e.g., high achieving outliers).
It must be emphasized, however, that this approach should not compromise the drive for rigorous intervention research and neither will it prove successful without a coherent, systematic, and progressive approach.

Finally, the current review is limited to the study of the effects of interventions on sport performance. We acknowledge that interventions are often delivered to simultaneously target psychological, psychosocial, or social variables that may act as independent outcomes or as mechanisms for the performance effect; thus, it would be of benefit if future research examined the effect of interventions on these additional outcomes. Systematic scientific inquiry in this area, conducted with sport performers, has the potential to elicit a better understanding of how these interventions work and highlight if some techniques are effective as remedial treatments when performers wish to overcome a mental health or wellbeing issue in addition to achieving performance gains.

5 Conclusion

A meta-analysis was conducted to examine the effects of psychological, psychosocial, and social interventions on sport performance. Data from 35 randomized controlled trials were synthesized and results indicated that psychological and psychosocial interventions had a moderate performance effect, and that this positive effect may last up to a month following the end of the intervention. Furthermore, moderator analyses showed relationships between the intervention effect and intervention type, intervention provider, and performer sex. More specifically, intervention effects were greatest for psychosocial interventions, and marginally better when delivered by the coach and to male athletes. The findings from this review therefore provide an evidence base for the use of psychological and psychosocial techniques with sport performers and offer insight into the variables that may influence this effect. That said, the results suggested that a high level of imprecision existed in the posttest mean effect and that there was substantial heterogeneity between studies, which means that some level of
caution is necessary when interpreting the findings. To improve understanding in this area, it is recommended that intervention research is published in accordance with reporting guidelines to ensure that greater detail on salient variables (e.g., quality of therapeutic relationship, randomization method) is provided.
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Table 1

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Frequency (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of studies</td>
<td>35</td>
</tr>
<tr>
<td>Study design</td>
<td></td>
</tr>
<tr>
<td>RCT</td>
<td>34</td>
</tr>
<tr>
<td>RXCT</td>
<td>1</td>
</tr>
<tr>
<td>Matching</td>
<td></td>
</tr>
<tr>
<td>Unmatched</td>
<td>29</td>
</tr>
<tr>
<td>Matched</td>
<td>6</td>
</tr>
<tr>
<td>Risk of bias</td>
<td></td>
</tr>
<tr>
<td>Random sequence generation</td>
<td></td>
</tr>
<tr>
<td>No (high risk)</td>
<td>3</td>
</tr>
<tr>
<td>Unclear</td>
<td>0</td>
</tr>
<tr>
<td>Yes (low risk)</td>
<td>32</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td></td>
</tr>
<tr>
<td>No (high risk)</td>
<td>0</td>
</tr>
<tr>
<td>Unclear</td>
<td>33</td>
</tr>
<tr>
<td>Yes (low risk)</td>
<td>2</td>
</tr>
<tr>
<td>Blinding of participants and personnel</td>
<td></td>
</tr>
<tr>
<td>No (high risk)</td>
<td>33</td>
</tr>
<tr>
<td>Unclear</td>
<td>2</td>
</tr>
<tr>
<td>Yes (low risk)</td>
<td>0</td>
</tr>
<tr>
<td>Blinding of outcome assessment</td>
<td></td>
</tr>
<tr>
<td>No (high risk)</td>
<td>3</td>
</tr>
<tr>
<td>Unclear</td>
<td>1</td>
</tr>
<tr>
<td>Yes (low risk)</td>
<td>31</td>
</tr>
<tr>
<td>Incomplete outcome data adequately addressed</td>
<td></td>
</tr>
<tr>
<td>No (high risk)</td>
<td>3</td>
</tr>
<tr>
<td>Unclear</td>
<td>0</td>
</tr>
<tr>
<td>Yes (low risk)</td>
<td>32</td>
</tr>
<tr>
<td>Free from suggestion of selective outcome reporting</td>
<td></td>
</tr>
<tr>
<td>No (high risk)</td>
<td>3</td>
</tr>
<tr>
<td>Unclear</td>
<td>0</td>
</tr>
<tr>
<td>Yes (low risk)</td>
<td>32</td>
</tr>
<tr>
<td>Participant characteristics</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female only</td>
<td>3</td>
</tr>
<tr>
<td>Male only</td>
<td>17</td>
</tr>
<tr>
<td>Mixed</td>
<td>12</td>
</tr>
<tr>
<td>Not reported</td>
<td>3</td>
</tr>
<tr>
<td>Competitive standard</td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>15</td>
</tr>
<tr>
<td>Regional</td>
<td>2</td>
</tr>
<tr>
<td>National</td>
<td>6</td>
</tr>
<tr>
<td>International</td>
<td>1</td>
</tr>
</tbody>
</table>
Mixed 11

Type of sport
Archery 1
Australian Football 2
Baseball 1
Basketball & wheelchair basketball 5
Cycling 2
Field hockey 1
Golf 2
Gymnastics 1
Martial arts (karate) 1
Shooting 2
Soccer 7
Tennis 3
Ten-pin bowling 2
Track and field 3
Volleyball 1
Weightlifting 1

Intervention characteristics
Intervention typea
Activation (P) 2
Attentional focus manipulation (P) 5
External statements (P) 1
Feedback (P, PS) 5
Goal setting (P) 3
Hypnosis (P) 1
Imagery (P) 5
Motivational video footage (PS) 2
Multi-intervention (P, PS) 4
Multimodal pre-performance routine (P) 8
Perceptual training (P, PS) 9
Post-performance questioning 1
Relaxation (P) 5
Self-talk (P, PS) 6
Stress inoculation (P) 1

Intervention components
Single 35
Multiple 23

Intervention provider
Self 6
Coach 6
Researcher 36
Practitioner 4
Equipment 6

Intervention setting
Individual 19
Group 39

Performance outcome characteristic
Component of fitness
Muscular strength 1
<table>
<thead>
<tr>
<th>Event</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed and power</td>
<td>3</td>
</tr>
<tr>
<td>Overall/competition outcome</td>
<td></td>
</tr>
<tr>
<td>Bowling performance</td>
<td>4</td>
</tr>
<tr>
<td>Endurance performance</td>
<td>4</td>
</tr>
<tr>
<td>High jump performance</td>
<td>4</td>
</tr>
<tr>
<td>Karate fight performance</td>
<td>3</td>
</tr>
<tr>
<td>On-pitch decision making</td>
<td>3</td>
</tr>
<tr>
<td>Target shooting</td>
<td>4</td>
</tr>
<tr>
<td>Tennis service return</td>
<td>3</td>
</tr>
<tr>
<td>Volleyball in-game service accuracy</td>
<td>2</td>
</tr>
<tr>
<td>Technical task</td>
<td></td>
</tr>
<tr>
<td>Australian Football set shot drill</td>
<td>1</td>
</tr>
<tr>
<td>Basketball drill</td>
<td>8</td>
</tr>
<tr>
<td>Off-pitch decision making (e.g., goalkeeper shot location prediction)</td>
<td>7</td>
</tr>
<tr>
<td>Field hockey penalty stroke drill</td>
<td>6</td>
</tr>
<tr>
<td>Golf shot drill</td>
<td>4</td>
</tr>
<tr>
<td>Gymnastics skill</td>
<td>4</td>
</tr>
<tr>
<td>Soccer drill</td>
<td>7</td>
</tr>
<tr>
<td>Tennis serve drill</td>
<td>3</td>
</tr>
<tr>
<td>Volleyball pass drill</td>
<td>1</td>
</tr>
</tbody>
</table>

*Note. RCT = parallel individual randomized controlled trial; RXCT = cross-over individual randomized controlled trial; P = psychological intervention; PS = psychosocial intervention; aNo suitable social interventions were identified in the literature search. Some intervention types included variations that met both psychological and psychosocial classifications. bTechnical tasks performed under low and high pressure were considered distinct tasks and are included individually.*
Table 2

Study effect size statistics

<table>
<thead>
<tr>
<th>Analysis</th>
<th>n</th>
<th>Hedges’ g</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barker et al. [56]</td>
<td>59</td>
<td>0.48</td>
<td>0.26</td>
<td>[-0.03, 0.99]</td>
</tr>
<tr>
<td>Baudry et al. [57]</td>
<td>16</td>
<td>1.08</td>
<td>0.51</td>
<td>[0.08, 2.08]</td>
</tr>
<tr>
<td>Burroughs [58] Experiment 1</td>
<td>23</td>
<td>0.95</td>
<td>0.43</td>
<td>[0.12, 1.79]</td>
</tr>
<tr>
<td>Caserta et al. [59]</td>
<td>18</td>
<td>6.94</td>
<td>1.28</td>
<td>[4.43, 9.45]</td>
</tr>
<tr>
<td>Donohue et al. [60]</td>
<td>60</td>
<td>0.07</td>
<td>0.26</td>
<td>[-0.43, 0.57]</td>
</tr>
<tr>
<td>Gabbett et al. [61]</td>
<td>16</td>
<td>0.26</td>
<td>0.48</td>
<td>[-0.67, 1.20]</td>
</tr>
<tr>
<td>Hazell et al. [62]</td>
<td>20</td>
<td>1.00</td>
<td>0.46</td>
<td>[0.11, 1.90]</td>
</tr>
<tr>
<td>Hill &amp; Borden [63]</td>
<td>31</td>
<td>0.51</td>
<td>0.36</td>
<td>[-0.19, 1.21]</td>
</tr>
<tr>
<td>Kachanathu et al. [64]</td>
<td>99</td>
<td>0.66</td>
<td>0.21</td>
<td>[0.26, 1.06]</td>
</tr>
<tr>
<td>Kress et al. [65]</td>
<td>11</td>
<td>0.47</td>
<td>0.56</td>
<td>[-0.63, 1.58]</td>
</tr>
<tr>
<td>Landers et al. [54]</td>
<td>16</td>
<td>0.02</td>
<td>0.47</td>
<td>[-0.90, 0.95]</td>
</tr>
<tr>
<td>Lane &amp; Streeter [66]</td>
<td>36</td>
<td>0.20</td>
<td>0.33</td>
<td>[-0.44, 0.84]</td>
</tr>
<tr>
<td>Lautenbach et al. [67]</td>
<td>29</td>
<td>-0.53</td>
<td>0.37</td>
<td>[-1.26, 0.19]</td>
</tr>
<tr>
<td>Lorains et al. [68]</td>
<td>30</td>
<td>6.00</td>
<td>0.86</td>
<td>[4.32, 7.69]</td>
</tr>
<tr>
<td>Madden &amp; McGown [69]</td>
<td>17</td>
<td>0.15</td>
<td>0.46</td>
<td>[-0.75, 1.06]</td>
</tr>
<tr>
<td>Malouff et al. [70]</td>
<td>76</td>
<td>0.57</td>
<td>0.23</td>
<td>[0.11, 1.02]</td>
</tr>
<tr>
<td>Mauger et al. [71]</td>
<td>18</td>
<td>1.13</td>
<td>0.49</td>
<td>[0.18, 2.08]</td>
</tr>
<tr>
<td>McCann et al. [72]</td>
<td>18</td>
<td>0.90</td>
<td>0.48</td>
<td>[-0.05, 1.85]</td>
</tr>
<tr>
<td>Mesagno et al. [74]</td>
<td>17</td>
<td>0.23</td>
<td>0.47</td>
<td>[-0.69, 1.15]</td>
</tr>
<tr>
<td>Mesagno &amp; Mullane-Grant [73]</td>
<td>24</td>
<td>1.13</td>
<td>0.43</td>
<td>[0.29, 1.97]</td>
</tr>
<tr>
<td>Miller &amp; Donohue [75]</td>
<td>60</td>
<td>0.07</td>
<td>0.26</td>
<td>[-0.43, 0.57]</td>
</tr>
<tr>
<td>Murgia et al. [76]</td>
<td>25</td>
<td>1.02</td>
<td>0.41</td>
<td>[0.21, 1.83]</td>
</tr>
<tr>
<td>Olsson et al. [77]</td>
<td>19</td>
<td>0.13</td>
<td>0.44</td>
<td>[-0.74, 0.99]</td>
</tr>
<tr>
<td>Oudejans et al. [78]</td>
<td>12</td>
<td>0.96</td>
<td>0.58</td>
<td>[-0.17, 2.08]</td>
</tr>
<tr>
<td>Panchuk et al. [79]</td>
<td>14</td>
<td>-0.97</td>
<td>0.56</td>
<td>[-2.07, 0.14]</td>
</tr>
<tr>
<td>Paul &amp; Garg [80]</td>
<td>20</td>
<td>1.08</td>
<td>0.48</td>
<td>[0.13, 2.03]</td>
</tr>
<tr>
<td>Paul et al. [81]</td>
<td>20</td>
<td>0.74</td>
<td>0.46</td>
<td>[-0.16, 1.63]</td>
</tr>
<tr>
<td>Predebon &amp; Docker [82]</td>
<td>20</td>
<td>0.31</td>
<td>0.43</td>
<td>[-0.54, 1.16]</td>
</tr>
<tr>
<td>Ramsey et al. [83]</td>
<td>22</td>
<td>1.35</td>
<td>0.46</td>
<td>[0.45, 2.26]</td>
</tr>
<tr>
<td>Reeves et al. [55]</td>
<td>25</td>
<td>-0.19</td>
<td>0.40</td>
<td>[-0.97, 0.59]</td>
</tr>
<tr>
<td>Shafizadeh &amp; Platt [84]</td>
<td>28</td>
<td>0.31</td>
<td>0.37</td>
<td>[-0.42, 1.03]</td>
</tr>
<tr>
<td>Shelton &amp; Mahoney [85]</td>
<td>28</td>
<td>0.39</td>
<td>0.37</td>
<td>[-0.34, 1.12]</td>
</tr>
<tr>
<td>Solberg et al. [86]</td>
<td>25</td>
<td>-0.04</td>
<td>0.41</td>
<td>[-0.83, 0.76]</td>
</tr>
<tr>
<td>Weinberg et al. [87]</td>
<td>16</td>
<td>0.46</td>
<td>0.48</td>
<td>[-0.48, 1.41]</td>
</tr>
<tr>
<td>Wrisberg &amp; Anshel [88]</td>
<td>30</td>
<td>0.06</td>
<td>0.36</td>
<td>[-0.64, 0.77]</td>
</tr>
</tbody>
</table>

First Follow-up"
<table>
<thead>
<tr>
<th>Study</th>
<th>Sample Size</th>
<th>Effect Size</th>
<th>Standard Error</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barker et al. [56]</td>
<td>28</td>
<td>0.67</td>
<td>0.38</td>
<td>[-0.07, 1.41]</td>
</tr>
<tr>
<td>Lane &amp; Streeter [66]</td>
<td>36</td>
<td>0.22</td>
<td>0.33</td>
<td>[-0.43, 0.87]</td>
</tr>
<tr>
<td>Lorains et al. [68]</td>
<td>30</td>
<td>3.72</td>
<td>0.61</td>
<td>[2.51, 4.92]</td>
</tr>
<tr>
<td>McCann et al. [72]</td>
<td>18</td>
<td>0.48</td>
<td>0.47</td>
<td>[-0.43, 1.39]</td>
</tr>
<tr>
<td>Mesagno et al. [74]</td>
<td>17</td>
<td>0.47</td>
<td>0.47</td>
<td>[-0.45, 1.39]</td>
</tr>
<tr>
<td>Paul &amp; Garg [80]</td>
<td>20</td>
<td>1.74</td>
<td>0.58</td>
<td>[0.61, 2.87]</td>
</tr>
<tr>
<td>Paul et al. [81]</td>
<td>20</td>
<td>1.58</td>
<td>0.55</td>
<td>[0.51, 2.65]</td>
</tr>
<tr>
<td>Predebon &amp; Docker [82]</td>
<td>20</td>
<td>1.07</td>
<td>0.46</td>
<td>[0.16, 1.97]</td>
</tr>
</tbody>
</table>

**Second Follow-up**

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample Size</th>
<th>Effect Size</th>
<th>Standard Error</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lane &amp; Streeter [66]</td>
<td>36</td>
<td>-0.13</td>
<td>0.33</td>
<td>[-0.77, 0.51]</td>
</tr>
<tr>
<td>Predebon &amp; Docker [82]</td>
<td>20</td>
<td>0.50</td>
<td>0.44</td>
<td>[-0.36, 1.35]</td>
</tr>
</tbody>
</table>

*Note. SE = standard error; CI = confidence interval.*

*Follow-up assessments ranged from two to six weeks after pre-test (one to four weeks after the intervention finished).*

*Follow-up assessments ranged from three to six weeks after pre-test (two to four weeks after the intervention finished).*
### Table 3

Model summary statistics

<table>
<thead>
<tr>
<th>Model</th>
<th>k</th>
<th>Hedges’ g</th>
<th>95% CI</th>
<th>95% PI</th>
<th>Q</th>
<th>p-value</th>
<th>$T^2$</th>
<th>95% CI $r^2$</th>
<th>$T$</th>
<th>95% CI $r$</th>
<th>$I^2$</th>
<th>95% CI $I^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35</td>
<td>0.57</td>
<td>[0.22, 0.92]</td>
<td>[-0.68, 1.82]</td>
<td>113.00</td>
<td>&lt; 0.001</td>
<td>0.35</td>
<td>[0.20, 0.55]</td>
<td>0.59</td>
<td>[0.45, 0.74]</td>
<td>69.91</td>
<td>[57.70, 78.60]</td>
</tr>
<tr>
<td>2</td>
<td>33</td>
<td>0.43</td>
<td>[0.26, 0.59]</td>
<td>[-0.10, 0.95]</td>
<td>45.48</td>
<td>0.058</td>
<td>0.06</td>
<td>[0.00, 0.16]</td>
<td>0.24</td>
<td>[0.00, 0.42]</td>
<td>29.64</td>
<td>[0.00, 53.50]</td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>0.62</td>
<td>[0.23, 1.00]</td>
<td>[-0.71, 1.94]</td>
<td>110.69</td>
<td>&lt; 0.001</td>
<td>0.39</td>
<td>[0.23, 0.61]</td>
<td>0.62</td>
<td>[0.48, 0.78]</td>
<td>71.99</td>
<td>[60.27, 80.26]</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>1.02</td>
<td>[-0.37, 2.41]</td>
<td>[-1.72, 3.77]</td>
<td>43.59</td>
<td>&lt; 0.001</td>
<td>0.91</td>
<td>[0.42, 1.83]</td>
<td>0.96</td>
<td>[0.64, 1.35]</td>
<td>83.94</td>
<td>[70.44, 91.28]</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>1.16</td>
<td>[0.25, 2.08]</td>
<td>[-1.12, 3.45]</td>
<td>31.61</td>
<td>&lt; 0.001</td>
<td>0.72</td>
<td>[0.27, 1.59]</td>
<td>0.85</td>
<td>[0.52, 1.26]</td>
<td>77.45</td>
<td>[57.21, 88.54]</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.78</td>
<td>[0.27, 1.30]</td>
<td>[-0.19, 1.76]</td>
<td>9.02</td>
<td>0.173</td>
<td>0.10</td>
<td>[0.00, 0.42]</td>
<td>0.31</td>
<td>[0.00, 0.65]</td>
<td>33.45</td>
<td>[0.00, 68.13]</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>1.32</td>
<td>[0.30, 2.35]</td>
<td>[-1.15, 3.80]</td>
<td>24.96</td>
<td>&lt; 0.001</td>
<td>0.75</td>
<td>[0.25, 1.79]</td>
<td>0.87</td>
<td>[0.50, 1.34]</td>
<td>75.96</td>
<td>[50.82, 88.25]</td>
</tr>
</tbody>
</table>

Note. Lower limits for 95% CI $r^2$, 95% CI $r$, and 95% CI $I^2$ set at zero where returned values were negative. Model 1 = posttest comparisons, all studies included; Model 2 = posttest comparisons, potential outlier studies [59, 68] excluded; Model 3 = posttest comparisons, high-risk to reporting bias studies [61, 66, 88] excluded; Model 4 = posttest comparisons, only studies with follow-up comparisons included; Model 5 = follow-up comparisons, all studies included; Model 6 = follow-up comparisons, potential outlier studies [68] excluded; Model 7 = follow-up comparisons, high-risk to reporting bias studies [66] excluded. k = number of studies, CI = confidence interval; PI = predictive interval; $Q$ = total variance in model; $T$ = estimate of tau based on observed effects; $I^2$ = proportion of the observed variance that is explained by the between-study differences.

Table 4

Meta-regression model summaries

<table>
<thead>
<tr>
<th>Model</th>
<th>$T^2$</th>
<th>$R^2$</th>
<th>Test of model statistics</th>
<th>Goodness of fit statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td></td>
<td></td>
<td>$F$</td>
<td>$df1$</td>
</tr>
<tr>
<td>1: Full posttest model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8: Intercept only</td>
<td>0.34</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9: Covariate</td>
<td>0.33</td>
<td>0.04</td>
<td>0.86</td>
<td>1</td>
</tr>
<tr>
<td>10: Intercept only</td>
<td>0.23</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11: Covariate</td>
<td>0.26</td>
<td>0.00</td>
<td>0.33</td>
<td>3</td>
</tr>
<tr>
<td>Competitive standard</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12: Intercept only</td>
<td>0.36</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13: Covariate</td>
<td>0.34</td>
<td>0.05</td>
<td>1.45</td>
<td>4</td>
</tr>
<tr>
<td>Intervention components</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14: Intercept only</td>
<td>0.41</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15: Covariate</td>
<td>0.42</td>
<td>0.00</td>
<td>1.41</td>
<td>1</td>
</tr>
<tr>
<td>Type of intervention</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16: Intercept only</td>
<td>0.39</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17: Covariate</td>
<td>0.32</td>
<td>0.20</td>
<td>9.08</td>
<td>1</td>
</tr>
<tr>
<td>Outcome characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18: Intercept only</td>
<td>0.36</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19: Covariate</td>
<td>0.38</td>
<td>0.00</td>
<td>0.15</td>
<td>2</td>
</tr>
<tr>
<td>Combined (sex, intervention provider, type of intervention)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20: Intercept only</td>
<td>0.38</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21: Covariate</td>
<td>0.27</td>
<td>0.28</td>
<td>2.96</td>
<td>6</td>
</tr>
</tbody>
</table>

Note. Random effects (method of moments) computational model with Knapp-Hartung [45] modification, Hedges’ $g$ effect size estimate. $T^2$ = measure of variance of true effects; $R^2$ = proportion of total between-study variance explained by the model; $F$ = F-ratio; $Q$ = total variance in model. $k = 35$, $n = 997$, $k = 32$, $n = 950$, studies not reporting sex were excluded. Covariate = % male participants in sample. $k = 24$, $n = 783$, studies containing mixed or not reported competitive standard were excluded. Covariate = competitive standard (local, regional, national, international) with local level set as the comparison group. $k = 34$, $n = 937$, studies including different types of provider were excluded. Covariate = intervention provider, with self-delivered interventions set as the comparison group. $k = 29$, $n = 840$, studies involving both single and multiple component interventions were excluded.
component set as the comparison group. $k = 31, n = 880$, studies including different types of interventions were excluded. Covariates = type of intervention, with psychological interventions set as the comparison group. $k = 34, n = 980$, studies including multiple types of outcome characteristic were excluded. Covariates = type of outcome characteristic, with component of fitness outcomes set as the comparison group. $k = 29, n = 850$, studies not reporting sex, including multiple providers and/or including multiple types of intervention were excluded. Covariates = % male participants in sample, intervention provider, and type of intervention, with self and psychological set as the comparison groups.
Fig. 1 Study flow diagram following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines [98]. $n = \text{number of papers}; \ k = \text{number of individual studies}.$

Fig. 2 Galbraith diagram of randomized controlled trial studies assessed at posttest. Each study effect estimate divided by its standard error (SE) is plotted against the reciprocal of its standard error (weight).

Fig. 3 Funnel plot of randomized controlled trial studies at posttest displaying observed data points and adjusted values based on Duval and Tweedie’s trim and fill procedure. Observed data are shown by the clear shapes and the imputed data are shown by the filled shapes; no imputed data were added in this analysis. The clear diamond displays the mean summary effect for observed data and the filled diamond displays the estimated mean summary effect after imputed data added. Inverse of standard error (SE) for each study was plotted against Hedges’ $g$ using values from a random effects model.

Fig. 4 Galbraith diagram of randomized controlled trial studies assessed at follow-up. Each study effect estimate divided by its standard error (SE) is plotted against the reciprocal of its standard error (weight).

Fig. 5 Funnel plot of randomized controlled trial studies at follow-up displaying observed data points and adjusted values based on Duval and Tweedie’s trim and fill procedure. Observed data are shown by the clear shapes and the imputed data are shown by the filled shapes; no imputed data were added in this analysis. The clear diamond displays the mean summary effect for observed data and the filled diamond displays the estimated mean summary effect after imputed data added. Inverse of standard error (SE) for each study was plotted against Hedges’ $g$ using values from a random effects model.

Fig. 6 Plot of Hedges’ $g$ for participant characteristics: (a) sex (% of males in sample); (b) competitive standard. Lines indicate predicted effect size and 95% confidence interval using a random effects model, and circles represent studies with circle size proportionate to the
study weight.

Fig. 7 Plot of Hedges’ $g$ for interventions characteristics: (a) main provider of intervention; (b) intervention components; (c) type of intervention. Lines indicate predicted effect size and 95% confidence interval using a random effects model, and circles represent studies with circle size proportionate to the study weight.

Fig. 8 Plot of Hedges’ $g$ for outcome characteristic (type of performance outcome). Lines indicate predicted effect size and 95% confidence interval using a random effects model, and circles represent studies with circle size proportionate to the study weight.