Three-dimensional modeling of high-latitude scintillation observations
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Abstract Global Navigation Satellite System signals exhibit rapid fluctuations at high and low latitudes as a consequence of propagation through drifting ionospheric irregularities. We focus on the high-latitude scintillation problem, taking advantage of a conjunction of European Incoherent Scatter Radar (EISCAT) observations and a GPS scintillation monitor viewing the same line of sight. Just after 20:00 UT on 17 October 2013, an auroral E region ionization enhancement occurred with associated phase scintillations. This investigation uses the scintillation observations to estimate the ionospheric electron density distribution beyond the spatial resolution of EISCAT (5–15 km along the line of sight in this case). Following the approach of Deshpande et al. (2014), signal propagation is modeled through a specified density distribution. A multiple phase screen propagation algorithm is applied to irregularities conforming to the description of Costa and Kelley (1977) and constrained to match the macroscopic conditions observed by EISCAT. A 50-member ensemble of modeled outputs is approximately consistent with the observations according to the standard deviation of the phase (σₚ). The observations have σₚ = 0.23 rad, while the ensemble of modeled realizations has σₚ = 0.23 ± 0.04–0.04. By comparison of the model output with the scintillation observations, we show that the density fluctuations cannot be a constant fraction of the mean density. The model indicates that E region density fluctuations whose standard deviation varies temporally between 5 and 25% of the mean (EISCAT-observed) density are required to explain the observed phase scintillations.

1. Introduction

Scintillation is the phenomenon of random phase and intensity fluctuations in received radio signals. Scintillation is seen in transionospheric signals in the frequency range of 100 MHz to 4 GHz [Basu et al., 1988; Aarons and Basu, 1994]. At high latitudes, scintillation caused by E region auroral events can be strong enough to cause loss of lock by GPS L-band receivers [Skone and De Jong, 2000; Smith et al., 2008]. Physically, scintillation is caused by diffractive scattering and refractive lensing of signals by ionospheric electron density structures. At GPS frequencies (L1: 1575 MHz, L2: 1228 MHz), intermediate-scale irregularities (approximately 0.1–10 km) are responsible for diffractive scattering.

1.1. Signal Propagation

At high latitudes, phase scintillation is frequently observed without accompanying intensity scintillation [Aarons, 1997; Skone et al., 2008; Azeem et al., 2013]. The phenomenon has been addressed theoretically by Booker et al. [1950], Rino [1979], Yeh and Liu [1982], Kintner et al. [2007], and others. Signal phase and intensity can behave differently because they respond to different irregularity scale sizes. The Fresnel radius defines the most effective irregularity scale for intensity scintillation. The Fresnel radius is ~270 m for L1 signals when the irregularity layer is at a range of 150 km from the receiver. In principle, the signal phase responds to irregularities of all scale sizes. In practice, however, an artificial outer scale is imposed beyond which electron density variations have practically no effect [Forte and Radicella, 2004]. This outer scale occurs because observational data are detrended to remove long-period fluctuations. In the case of a 0.1 Hz filter and a 300 m/s effective velocity there is an artificial outer scale of 3000 m for the phase.

1.2. Auroral Scintillation

Evidence of scintillation on L-band GPS signals in conjunction with auroral structures has been provided by Skone et al. [2001], Prikryl et al. [2011], and Kinrade et al. [2013]. Currently, there are no E region electron...
density observations of sufficiently high spatial resolution to determine the irregularity distributions responsible for these scintillations.

The aim of this investigation is to determine the irregularity distribution characteristics using a constrained modeling approach to match the scintillation observations. Despite the unprecedented conjunction of data available in this case, some model parameters remain unconstrained by observations. These are the effective irregularity drift velocity, the fractional density fluctuation ($\Delta N/N$), and the axial ratio of the irregularities. Choices of these parameters are informed by the parameter space search performed by Deshpande et al. [2014], by prior observational studies and by the observed scintillation signal.

2. Observations

The present study is based on an experiment where the European Incoherent Scatter Radar (EISCAT) is operated along the line of sight of GPS satellites, by tracking their motion across the sky. In the selected case study phase scintillation is observed at Tromsø, Norway, just after 20:00 UT on 17 October 2013. The $K_p$ index of 1 between 18:00 and 21:00 UT indicates quiet geomagnetic conditions during the experiment. Similar scintillation cases are not especially rare in themselves, but we are not aware of another case with direct supporting observations from EISCAT along the GPS line of sight.

The EISCAT UHF antenna tracked the location of GPS satellite PRN 23, making ionospheric electron density observations along the line of sight using the calibrated backscattered power from its 931 MHz transmissions. The dish changed position every 5 min, with the satellite moving across it in that period. Five 60 s integrations are made at each location, from which electron density, ion and electron temperature, and beam-parallel ion drifts can be calculated. This EISCAT experiment was monostatic, so no estimate of cross-track drifts can be made. At the time of interest (~20:05 UT), the angle between the beam and the magnetic field is around 25°. The azimuth and elevation of the beam are shown in Figure 1.

A collocated Novatel GSV4004 GPS ionospheric scintillation monitor receives transmissions from the same satellite (PRN 23). The scintillation monitor outputs scintillation indices, TEC and TEC rate of change at 1 min intervals, together with 50 Hz signal intensity and phase [Van Dierendonck et al., 1993]. The 50 Hz intensity and phase are used for this study.

EISCAT electron densities and GPS scintillation observations are shown in Figure 2. Scintillation data are detrended using a third-order polynomial followed by a sixth-order 0.1 Hz high-pass Butterworth filter. At 20:05:20 UT, a phase scintillation spike of over 3 rad peak to peak is observed that corresponds with enhanced $E$ region electron densities that peak at $4.17 \times 10^{11}$ el/m$^3$ at 132 km. Smaller phase scintillations occur from 20:04:30 to 20:07:00 UT. No corresponding spike in the observed signal intensity is observed above the noise floor.

Power spectral densities are calculated on the unfiltered signal phase and intensity during the same period to determine the characteristics of the ionospheric irregularities responsible for the scintillation. The region $>0.1$ Hz is directly comparable with the filtered signal of Figure 2. Welch’s power spectral density method is used with a Hamming window, eight segments, and a 50% overlap. The time interval considered is
20:03 to 20:07 UT. These spectra are shown in Figure 3. The signal phase has a clear linear slope of $-4.2$ down to a noise floor above 1 Hz. The signal power does not have a single clear slope, although an increase above the noise floor is evident at lower frequencies.

3. Modeling

Given the supporting information available from EISCAT, it is possible to model GPS signal propagation through the ionosphere in this case. The comparison between modeled and observed results is used to understand what combination of parameters drives this particular event. The SIGMA scintillation model developed by Deshpande et al. [2014] is used here. SIGMA is a three-dimensional, multiple phase screen scintillation model that accounts for satellite and irregularity motion and allows for anisotropic irregularity modeling. For this study, EISCAT electron density data are ingested to specify the macroscale ionospheric electron densities. The geometry of the electron density representation is modified from the approach of Deshpande et al. [2014], but the signal propagation algorithm and the irregularity spectrum generator (based on the formulation of Costa and Kelley [1977]) remain unchanged. The spectrum $P$, shown in equation (1), depicts a Gaussian density distribution along the magnetic field direction $k_z$ and a power law variation perpendicular to it (in the plane of $k_x$ and $k_y$):

$$P(k) = \frac{a}{4\pi^2 k_0^3} \Delta N^2 \left\{ \left( 1 + \frac{k_x^2 + k_y^2 + a^2 k_z^2}{k_0^2} \right)^{-\gamma/2} \right\}^{-1}$$

Here $k = (k_x, k_y, k_z)$ is the spatial wave number vector, $\gamma$ is the spectral index, $a$ is the axial ratio, $\Delta N$ is the root-mean-square density fluctuation, and $k_0$ is the wave number associated with the outer scale of the irregularity spectrum.

3.1. Electron Density Representation

A geometry change is introduced to SIGMA for this study in order to drastically reduce computation times. Instead of using a static horizontal/vertical grid large enough to capture all raypaths throughout the experiment, we align our grid along the satellite-receiver line of sight at each time step (see Figure 4). The result is that the representation volume must only extend a few Fresnel radii in the perpendicular directions to capture weak scatter effects, and so computation times are reduced down to faster than real time for short (5 min) simulation periods (depending on resolution). This approximation is valid only in weak scatter cases, such as the case addressed here. A larger perpendicular extent would be required to capture the effects of strong scatter.

To understand the scintillation that results from signal propagation through a given ionospheric irregularity distribution, the altitude and thickness of the irregularity layer and the apparent velocity perpendicular to the...
A line of sight must be known. We do not have direct observations of these parameters, so it is necessary to make some assumptions. Given the electron density enhancements observed by EISCAT and shown in Figure 2, we assume that associated irregularities are formed in the region ~95–175 km altitude (110–200 km range). The gradients associated with the irregularities ($JN$) are assumed to be a varying proportion of the background density, so that the mean-squared fractional fluctuation density $\frac{(JN)^2}{N}$ is allowed to vary in time. In this case EISCAT is operated in monostatic mode and so observes only the component of bulk plasma velocity in a single line of sight between the GPS satellite and receiver, so it is not possible to deduce the effective drift velocity of the irregularities. A velocity of 300 m/s is found to be the lowest that produces an accurate match to both the phase and intensity spectra shown in Figure 3. This is below the ion acoustic velocity (~500 m/s at 150 km altitude increasing to ~1000 m/s at 220 km, using EISCAT temperatures and assuming ion molar mass of 28) and well within the normal range of ion drift velocities seen at auroral latitudes, which can be as high as 1000 m/s or more [e.g., Chisham et al., 2007]. The slope of the power spectral density is set to −4.2, and there is effectively no outer scale (lengths beyond 3 km are removed by the 0.1 Hz high-pass filter). The axial ratio is set to 1 in this case. This is necessary because, in this case, values larger than 1 cause the modeled intensity fluctuations to rise above what is observed. It is worth noting that this value is much lower than what Gola et al. [1992] found to fit most auroral cases (values between 6 and 15), so this event may be seen as unusual.

It is not possible to match the time domain phase signal (Figure 2) with $\frac{(JN)^2}{N}$ set to a constant, so it is necessary to vary $JN$ between 5 and 25% of $N$. Even with this, the large (>3 rad) spike observed at 20:05:25 cannot be reproduced, so a kilometer-scale enhancement is added to the irregularity spectrum at that time. This transient spike has no appreciable effect on the modeled spectra. The resulting modeled electron density distribution is shown in Figure 5.

The electron density representation shown in Figure 5 is moved along the $Y$ direction, across the direction of signal propagation ($Z$), at an effective drift velocity of 300 m/s. This is the lowest velocity that could be used that matched the observed
phase scintillation without changing parameters that would enhance the modeled signal intensity above what was observed. A sliding box is applied so that the X extent is always 3000 m (equivalent to 0.1 Hz at 300 m/s effective drift velocity), the same as the Y extent. A larger X/Y extent would have no effect on the result because a 0.1 Hz high-pass filter is applied to the results (described below).

3.2. Signal Propagation

The signal propagation algorithm developed by Deshpande et al. [2014] remains unchanged here. This is a modified version of Rino’s [1979] algorithm, so the electron density distribution in a layer is used to calculate a phase screen that is applied to the signal. Following Knepp [1983], multiple phase screens (three in this case) are used so that rescattering of the signal can be modeled. This is potentially an important feature at high latitudes where the irregularity region can extend for tens of kilometers or more due to the near-vertical orientation of the magnetic field.

The model configuration used for these simulations is set out in Table 1.

Fifty realizations of the model are produced using this configuration with different random number seeds for the irregularities. Figure 6 shows that the model reproduces the major features of the observed phase scintillation pattern in the time domain. Low-level (<0.25 rad peak-to-peak) phase fluctuations are observed before 20:04:30. Fluctuations increase to a moderate level (~1 rad peak-to-peak) between 20:04:30 and 20:05:55, with a large (>3 rad peak-to-peak) spike at about 20:05:25. There is a second low-level phase between 20:05:55 and 20:06:20, followed by a slightly more intense period (~1.5 rad peak-to-peak) thereafter. Both the modeled and the observed intensity fluctuations are small at all times. Slight enhancements seen in the modeled intensity fluctuations appear to be within the receiver noise of the observed intensity fluctuations (model values are shifted up 1 dB, so they can be seen clearly).

The standard deviation is used to provide a quantitative performance metric here. This is calculated as shown in equation (2):

$$\sigma_p = \sqrt{\langle \phi^2 \rangle - \langle \phi \rangle^2}$$  \hspace{1cm} (2)

where $\phi$ is the detrended L1 carrier phase in radians and means are calculated over the time series shown in Figure 6. The observations have $\sigma_p = 0.23$ rad, while the ensemble of modeled realizations has

---

**Table 1.** Model Configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample frequency</td>
<td>10 Hz</td>
</tr>
<tr>
<td>Effective drift velocity</td>
<td>300 m/s</td>
</tr>
<tr>
<td>High-pass filter cutoff</td>
<td>0.1 Hz</td>
</tr>
<tr>
<td>Outer scale</td>
<td>3000 m (effectively none)</td>
</tr>
<tr>
<td>Axial ratio</td>
<td>1</td>
</tr>
<tr>
<td>Spectral index</td>
<td>4.2</td>
</tr>
<tr>
<td>Phase screens</td>
<td>3 (at 125, 155, and 185 km range)</td>
</tr>
<tr>
<td>Resolution (X, Y, Z)</td>
<td>30, 30, 100 m</td>
</tr>
<tr>
<td>Grid size (X, Y, Z)</td>
<td>3000, 3000, 90 000 m</td>
</tr>
</tbody>
</table>
\[ \sigma_p = 0.23 + 0.04 - 0.04 \text{ rad (using mean, maximum, and minimum model values).} \]

It is worth noting that a single phase screen approach captures less scattering than the multiple phase screen approach in this case. The same model configuration as used above, except with a single screen at 155 km, produces lower \( \sigma_p = 0.19 + 0.03 - 0.04 \text{ rad.} \)

The power spectral density (PSD) of the modeled phase and intensity are compared against the observations in Figure 7. The results are directly comparable in the range \( 10^{-1} - 10^0 \text{ Hz,} \) where the signals are both above the noise floor and below the artificial 3000 m (equivalent to 0.1 Hz at 300 m/s effective drift velocity) outer scale imposed on the model for reasons of computational efficiency. In that range, the modeled and observed phase signals are in agreement since the observations lie within the range of model realizations. The modeled and observed power are both extremely weak, and while there is not a uniform slope evident

---

**Figure 6.** (a) The modeled (50 realizations in grey) and observed (bold black) detrended L1 carrier phase and (b) the L1 intensity. The modeled intensity is shifted up 1 dB so that it can be seen clearly.

**Figure 7.** Power spectral densities of (top) phase and (bottom) intensity from the observations and 50 realizations of the model between 20:03 and 20:07 UT. Model values are normalized at 0.1 Hz.
in the observations, the two data sets can be considered approximately consistent. The observed intensity PSD has a similar shape at times outside of the phase scintillation event, so the two effects are likely unrelated.

4. Discussion

A new technique has been developed to ingest electron density observations into the SIGMA scintillation model. This development, combined with a geometry change that dramatically reduces computation times, allows for ensemble modeling of ionospheric scintillation. These developments have been used to compare model results against real scintillation observations in a specific auroral case study and to determine likely characteristics of the ionospheric irregularities responsible.

In this case, the model-observation comparison makes it possible to test the assumption that the mean-squared fractional density of ionospheric irregularities responsible for scintillation is a constant. Thanks to the availability of coaligned EISCAT and GPS data, it is possible to show that this assumption does not hold in this case. The magnitude of the phase scintillations is clearly not proportional to the background density as observed by EISCAT. In the model, the fraction \( \frac{\Delta N}{N} \) has to be adjusted between 5 and 25% to achieve a match to the observations. A similar match could not have been achieved through adjustment of the other free parameters (effective drift velocity and axial ratio) within reasonable physical limits. This case may well be unusual since these irregularities are caused by an auroral \( E \) region enhancement rather than by \( F \) region convective processes. The unusual nature of this event is underlined by the steep slope of the phase PSD (~4.2).

It is possible to assess the performance of SIGMA in reproducing the observations if two limitations are taken into account. These are that an observational noise floor is evident above ~1 Hz and that the model is applied to scales < 3000 m (frequencies higher than 0.1 Hz). Within the region where a direct comparison can be made (0.1–1 Hz), the results support the conclusion that the formulation of Costa and Kelley [1977] provides an accurate description of these irregularities and that our multiple phase screen signal propagation algorithm is suitable to characterize signal propagation in this case. It is worth noting that the transverse velocity of the irregularities (300 m/s) had to be estimated because of a lack of supporting observational evidence. The lowest suitable velocity was chosen here—a lower velocity would have required an increase in \( \Delta N \) that would have caused more intensity scintillation than was observed. The axial ratio also had to be set to a rather unusual value of 1 in order to prevent any increase in the modeled intensity scintillation above what was observed.

The “frozen-in” assumption was used in the model results presented here. Since the model is broadly consistent with the observations, it appears that there is no need to invoke a more complicated, time-evolving irregularity distribution in this case. However, our results do not exclude the possibility that the irregularities evolve in time. The current modeling approach could be adapted to deal with time-evolving irregularities if cases are identified that cannot be represented otherwise.

The development of SIGMA for this study has greatly reduced computation times down to approximately real time for simulation periods of a few minutes (running in MATLAB on a laptop computer). This development permits the use of grids with \( Z \) extent large enough to simulate the effects of multiple scatter, which may be important for high-latitude scintillation. In this case we noted a discrepancy between the model using three phase screens and using just one. Assuming that the irregularity region truly extends for 90 km in the \( Z \) direction, as was specified here, this finding indicates that the effects of multiple scatter should be taken into account. While the observed density enhancement extends for 90 km, there is no proof that irregularities extend throughout that region. Therefore, we cannot exclude that a more intense but narrower region of irregularities exists.

5. Conclusions

The SIGMA model has reasonably accurately reproduced scintillations observed at Tromsø, which indicates that the modeled ionospheric irregularity distribution and signal propagation algorithm are likely to be consistent with the observations. A new grid geometry has been applied to the SIGMA model to achieve these results, with the positive consequence that computation times are greatly reduced. In this case, the results show that \( \frac{\Delta N}{N} \) is not a constant, but the frozen-in assumption is consistent with the observations. Coupled with the steep slope of the phase PSD (~4.2) and axial ratio of 1, effective drift velocities of 300 m/s are sufficient to produce phase scintillation without having much effect on the modeled signal intensity, which is consistent with the observations.
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