Dephasing enhanced spin transport in the ergodic phase of a many-body localizable system
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We study high temperature spin transport in a disordered Heisenberg chain in the ergodic regime when bulk dephasing is present. We find that while dephasing always renders the transport diffusive, there is nonetheless a remnant of the diffusive to sub-diffusive transition found in a system without dephasing manifested in the behaviour of the diffusion constant with the dephasing strength. By studying finite-size effects we show numerically and theoretically that this feature is caused by the competition between large crossover length scales associated to disorder and dephasing that control the dynamics observed in the thermodynamic limit. We demonstrate that this competition may lead to a dephasing enhanced transport in this model.

1 Introduction

The simple model of a particle hopping on a lattice in the presence of disorder represents an iconic system in condensed matter physics. The consideration of this model lead to the realisation by Anderson that a static disordered potential can lead to a complete absence of diffusion in an isolated quantum system due to the localisation of electronic states, resulting in a non-ergodic and insulating phase. This phenomenon is known as Anderson localisation [1]. Although discovered more than half a century ago, this single particle problem is still inspiring exciting research avenues. Surprisingly, the role of interactions has come under intense investigation only recently as it was generally believed that interactions destabilised localisation due to resonance effects. However in a seminal contribution in 2006, Basko, Aleiner and Altshuler have shown using a perturbative argument that Anderson localisation is stable in the presence of interactions [2] leading to a new type of phase known as many-body localization (MBL), which is currently under intense theoretical [3, 4] and experimental investigation [5–7].

Following the initial discovery, early numerical studies on one dimensional spin systems highlighted not only the interesting properties of the MBL phase itself but also the highly non trivial nature of the phase transition present at infinite temperature [8, 9]. Over the past decade studies have uncovered a rich variety of phenomenology in particular focusing on the MBL phase [3, 4]. Logarithmic growth of entanglement [10], the emergence of extensive set of quasi conserved quantities [11–13], the existence of a finite energy density mobility edge [14], protection of interesting states and phases [15–17], and changes in the correlations of the system [18–22] are just some of the wide range of interesting phenomenology that has been discovered. The picture, at least deep within the MBL phase, is by now well understood.

However, far less is known about the system within the ergodic phase and in the transition region. In particular, due to the small system sizes reached in most numerical studies (of order of 20 spins), the transport properties of the ergodic phase are still under active investigation and have led to conflicting results regarding the existence and size of a sub-diffusive phase [23–31]. To correctly predict physical properties in the thermodynamic limit it is absolutely crucial to study large systems, for which a boundary driven Lindblad setup seems to be the best framework, enabling one to reach systems of several hundred sites [32].
We consider here an open-boundary spin-chain composed of $L$ spins governed by the anisotropic Heisenberg model with disorder in the longitudinal fields. This is given as $H = \tau \sum_{l=1}^{L} \hat{h}_{l,l+1}$, with (we set the energy scale $\tau = 1$)

$$\hat{h}_{l,l+1} = \hat{\sigma}_{l}^{x} \hat{\sigma}_{l+1}^{x} + \hat{\sigma}_{l}^{y} \hat{\sigma}_{l+1}^{y} + \Delta \hat{\sigma}_{l}^{z} \hat{\sigma}_{l+1}^{z} + \frac{h_{l}}{2} \hat{\sigma}_{l}^{z} + \frac{h_{l+1}}{2} \hat{\sigma}_{l+1}^{z},$$

(1)

where $\hat{\sigma}_{l}^{\alpha}$ are the ($\alpha = x, y, z$) spin-1/2 Pauli operators for the $l$th spin, $\Delta$ is the anisotropy, and $h_{l} \in [-h, h]$ is a uniformly random disorder of strength $h$. To study the nature of transport in this system, we couple its ends to independent “magnetic” reservoirs, as depicted in Figure 1, that induce a spin-current carrying non-equilibrium steady state (NESS). Specifically, we model the dynamics of the system via a Lindblad master equation for its density matrix as \cite{40–42, 44, 45, 47–50} (setting $\hbar = 1$)

$$\frac{d}{dt} \rho(t) = i[\rho(t), H] + \mathcal{D}(\hat{L}_{1})\langle \hat{\rho}(t) \rangle + \mathcal{D}(\hat{L}_{L})\langle \hat{\rho}(t) \rangle$$

(2)

$$+ \mathcal{D}(\hat{L}_{L}^{+})\langle \hat{\rho}(t) \rangle + \mathcal{D}(\hat{L}_{L}^{-})\langle \hat{\rho}(t) \rangle + \sum_{l=1}^{L} \mathcal{D}(\hat{L}_{l}^{\pm})\langle \hat{\rho}(t) \rangle,$$

where $\mathcal{D}(\hat{L})\langle \hat{\rho} \rangle = [\hat{L}, \hat{\rho}] + [\hat{L}, \hat{\rho}^\dagger]$ is the dissipation super-operator defined in terms of Lindblad jump operators $\hat{L}$. The boundary driving is described by Lindblad operators $L_{1}^{\pm} = \sqrt{\Gamma(1 + \mu)} \hat{\sigma}_{1}^{\pm}$, $L_{L}^{+} = \sqrt{\Gamma(1 - \mu)} \hat{\sigma}_{L}^{+}$ for the left end, and correspondingly $L_{L}^{-} = \sqrt{\Gamma(1 + \mu)} \hat{\sigma}_{L}^{-}$, respectively, at the right end, with $\hat{\sigma}_{l}^{\pm} = (\hat{\sigma}_{l}^{+} \pm \hat{\sigma}_{l}^{-})/2$. Here $\mu$ controls the spin imbalance between the two baths and provided $\mu \neq 0$ a NESS with a spin current is induced. The last terms in Eq. 2 describe bulk dephasing of each spin at a rate $\gamma$ given by Lindblad operators $\hat{L}_{l}^{\pm} = \sqrt{\gamma/2} \hat{\sigma}_{l}^{\pm}$.

This system has a unique NESS $\rho_{\infty}$ and so any initial state $\rho(0)$ eventually converges under the time-evolution described by Eq. 2 as $\lim_{t \to \infty} \rho(t) = \rho_{\infty}$. Exploiting this we obtain $\rho_{\infty}$ by simulating the real time evolution for times sufficiently long that this convergence is reached. This is performed with the time-dependent density matrix renormalisation group (t-DMRG) algorithm \cite{51–55} as we describe in the next section. The main observable of interest is the spin-current between spins $l - 1$ and $l$ determined by the continuity equation $d\langle \hat{\sigma}_{l}^{z} \rangle / dt = i[\hat{\sigma}_{l}^{z}, H] = \tilde{j}_{l} - \tilde{j}_{l-1}$ as $\tilde{j}_{l} = 2(\hat{\sigma}_{l}^{+} \hat{\sigma}_{l+1}^{\dagger} - \hat{\sigma}_{l}^{+} \hat{\sigma}_{l+1}^{\dagger})$. Using the NESS we then compute $\langle \tilde{j}_{l} \rangle = \text{tr}(\rho_{\infty} \tilde{j}_{l})$, which due to stationarity is independent of $l$ and will be denoted as $\tilde{j}$. Our results are then ensemble averaged over disorder realisations $h_{l}$ with a

Using this technique, in a system without dephasing a diffusive phase has been identified at low disorder followed by a sharp crossover to a sub-diffusive phase.

Another area of active investigation corresponds to the dynamical and steady state features which emerge when a disordered and interacting system is coupled to an external bath \cite{33–39}. These works have primarily considered systems which are MBL in the absence of the bath and have focused on the degradation of the phase by bath induced dephasing. In this work we are primarily interested on the effect of bath dephasing on the transition between diffusive and sub-diffusive regions of the ergodic phase identified in \cite{32}. The setup is described by Lindblad terms acting on both the bulk to describe dephasing and at the boundaries to model transport. Markovian dephasing generically renders all transport diffusive in the thermodynamic limit, even in the presence of disorder and/or interactions, see e.g. \cite{40–42} (for noninteracting model) exact solutions are possible \cite{44-46} we are here interested in how this diffusive behavior comes about. In particular, we find remnants of the diffusive to sub-diffusive transition in the behaviour of the diffusion coefficient as a function of the dephasing parameter. We identify two length scales in this model, one corresponding to dephasing and the other to disorder, and we show that the competition between these two scales can lead to a dephasing enhanced spin transport when disorder is strong enough to cause sub-diffusive transport in the absence of dephasing.

2 System

We consider here an open-boundary spin-chain composed of $L$ spins governed by the anisotropic Heisenberg model with disorder in the longitudinal fields. This is given as $\hat{H} = \tau \sum_{l=1}^{L} \hat{h}_{l,l+1}$, with (we set the energy scale $\tau = 1$)

$$\hat{h}_{l,l+1} = \hat{\sigma}_{l}^{x} \hat{\sigma}_{l+1}^{x} + \hat{\sigma}_{l}^{y} \hat{\sigma}_{l+1}^{y} + \Delta \hat{\sigma}_{l}^{z} \hat{\sigma}_{l+1}^{z} + \frac{h_{l}}{2} \hat{\sigma}_{l}^{z} + \frac{h_{l+1}}{2} \hat{\sigma}_{l+1}^{z},$$

Figure 1 Scheme of a boundary-driven disordered XXZ spin chain. Spin excitations can hop between neighbouring lattice sites with amplitude $\tau$, and experience Ising-type interactions of strength $\tau \Delta$; disorder is depicted as random on-site energies. Boundary reservoirs inject and eject excitations at each end of the chain, with $\mu$ determining the imbalance between both processes. Each site experiences dephasing with rate $\gamma$, arising e.g. from coupling to local vibrational degrees of freedom.

1 We note that even a correlated noise (Markovian dephasing being a limit of an uncorrelated noise) renders transport diffusive in a noninteracting model \cite{43}.
number \( M \) of samples chosen to ensure that the statistical uncertainty in \( j \) is less than 2%. Simulations also reach system sizes up to \( L = 400 \), which is essential to accurately uncover the transport scaling of \( j \) with \( L \) in the thermodynamic limit.

The focus of our work is fixed on the isotropic point \( \Delta = 1 \), which despite being studied intensively still displays behaviour that is not fully understood. We also limit ourselves to disorder strengths in the ergodic phase below the MBL transition point at \( \hbar c \approx 7.4 \) \[9, 14\]. To analyse the transport we work with strong coupling \( \Gamma = 1 \) in the linear response regime \( \mu = 0.001 \) where \( \hat{\rho}_\infty \) is close to the infinite temperature NESS with no driving \( \hat{\rho}_\infty (\mu = 0) \sim 1 \), where \( I \) is the identity matrix. The form of driving imposed in Eq. (2) allows us to exclusively focus on spin transport \( j \), since when disorder averaged the energy current is zero \[32\].

Importantly, recent seminal advances in the manipulation and measurement of quantum simulators with cold atomic gases would allow the study of non-equilibrium systems similar to that described in the present work in the laboratory. In particular, the combination of simulation schemes of particle transport through low-dimensional channels connecting unequal fermionic reservoirs \[56–59\] and the possibility of implementing spin Hamiltonians in fermionic optical lattices \[60, 61\] would provide an ideal experimental setup to test the predictions of our work.

### 3 Method

In this Section we review the basic details of the t-DMRG method used to obtain the NESS of the open spin chain. For this we describe the density matrix of the lattice \( \hat{\rho}(t) \) by a Matrix Product Operator (MPO) structure \[47, 51, 55\]

\[
\hat{\rho} = \sum_{\ell_1, \ell_2, \ldots, \ell_L = 1}^d A_{\ell_1}^{\ell_1} A_{\ell_2}^{\ell_2} \cdots A_{\ell_L}^{\ell_L} \left( \hat{\sigma}_{1}^{\ell_1} \hat{\sigma}_{2}^{\ell_2} \cdots \hat{\sigma}_{L}^{\ell_L} \right), \tag{3}
\]

with \( \hat{\sigma}_1^I = \frac{1}{2} I \) (normalised \( 2 \times 2 \) identity) and \( \hat{\sigma}_2^{2,3,4} = \hat{\sigma}_I^{x,y,z} \), and where the information of site \( l \) is contained in the \( d \)–rank tensor \( A_{\ell_l} \), formed by \( d = 4 \) matrices \( A_{\ell_l}^{\ell_l} \) of dimension \( \chi \times \chi \). This structure has a nice graphical representation \[55\], where each tensor is depicted as a block with several legs (see Figure 2). The entire MPO is built considering that tensors are contracted when connected by a common leg. Thus the operation specified in Eq. (3) is represented by Figure 2(d). This graphical notation allows us to describe the operations required to perform time evolution in a simple way.
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**Figure 2** Graphical representation of MPO formalism. The building blocks of an MPO are single-site tensors, shown for the left boundary, (b) the bulk, and (c) the right boundary. The vertical lines correspond to the physical indices. The horizontal lines represent the rows and columns of each tensor, of dimension \( \chi \) and indices \( \alpha_l \). (d) Graphical representation of the MPO structure of \( \hat{\rho} \).
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**Figure 3** (a) t-DMRG sweep process. At each time step, the evolution operator is approximated by a left-to-right sweep of ordered contractions of the MPO with local two-site gates \( U_{l,l+1} \), followed by a right to-left sweep. (b) Application of a two-site gate to an MPO. (i) The tensors of the two sites are contracted with the gate. (ii) The MPO structure is lost by this contraction. (iii) Perform a SVD. (iv) Recover the MPO structure by reshaping the matrices resulting from the SVD. \( U \) forms the matrices of site \( l \), and \( SV^T \) of site \( l + 1 \).
For this, we write the equation of motion of $\hat{\rho}(t)$ as
\[
\frac{d}{dt} \hat{\rho}(t) = \mathcal{L}[\hat{\rho}(t)] = \sum_{l=1}^{L-1} \mathcal{L}_{l,l+1}[\hat{\rho}(t)],
\]
where $\mathcal{L}$ represents the total dissipator of the system and $\mathcal{L}_{l,l+1}$ the dissipator acting on sites $l$, $l+1$. Thus the state at time $t$ is obtained from the initial condition as $\hat{\rho}(t) = \exp(\mathcal{L} t) \hat{\rho}(0)$. This state is reached by dividing the total time domain into $T$ steps of size $\delta t$, so that
\[
\exp(\mathcal{L} t) = \prod_{m=1}^{T} \exp(\mathcal{L} \delta t) = [\exp(\mathcal{L} \delta t)]^{1/\delta t},
\]
with $\delta t$ small enough so the fastest energy scale of the system is captured. Furthermore, the evolution operator at each time step is approximated by a Suzuki-Trotter decomposition [62]. For instance, up to second order
\[
\exp(\mathcal{L} \delta t) = \left( \prod_{l=1}^{L-1} \exp(\mathcal{L}_{l,l+1} \delta t/2) \right) \times \left( \prod_{l=L-1}^{1} \exp(\mathcal{L}_{l,l+1} \delta t/2) \right) + O(\delta t^3)
\]
In this form, the global evolution operator is reduced to two sweeps, one from left to right and other from right to left, each consisting of two-site gates $U_{l,l+1} = \exp(\mathcal{L}_{l,l+1} \delta t/2)$ applied in ordered sequence, as illustrated in Figure 3(a).

The application of a two-site gate to the MPO is depicted in Figure 3(b). After the initial contraction, the MPO structure is lost. However using a singular value decomposition (SVD) of the resulting tensor $\theta$, the MPO is recovered. The SVDs also help controlling the size of the resulting matrices $\Lambda_{[l]}^{\ell}$, which in the absence of any approximation would typically grow in time. This is achieved by setting their dimension to a fixed $\chi$, with a total error given by the sum of the discarded elements of the matrix $S$ of each SVD (see figure 3(b)). In our case, moderate values of $\chi$ are needed to obtain accurate results, using up to $\chi = 150$ for the most expensive simulations.

### 4 Scaling

In the ergodic phase ($h < h_{c3}$) there is non-zero spin transport. It is well known that for microscopic models of transport the mean square displacement $\Delta x$ of a particle (or spin inhomogeneity) grows asymptotically in time as $\langle \Delta x^2 \rangle \sim t^{2\alpha}$, where $0 < \alpha \leq 1$. Another characteristic transport property is the scaling of the current in the steady state at fixed driving and which is expected to have the form $j \sim 1/L^\gamma$ where $\gamma \geq 0$. From a simple single-parameter scaling analysis the two exponents are related as $\alpha = 1/(\nu + 1)$ and together classify the possible behaviour of the system. Normal diffusive transport corresponds to $\nu = 1$ where $\langle \Delta x^2 \rangle$ grows linearly in time and $j \sim 1/L$ obeying the phenomenological transport law $j = -D \nabla \langle \sigma_z^x \rangle$. For our driving the average gradient for large systems is $\nabla \langle \sigma_z^\nu \rangle = 2\mu / L$. Other values of $\nu$ describe anomalous transport in which this equation is obeyed so long as $D$ is allowed to be length dependent as $D \sim L^{1-\nu}$.

When $\nu > 1$ we have sub-diffusive transport where the variance $\langle \Delta x^2 \rangle$ grows slower than $t$, $j$ decays faster with $L$ than diffusion, and $D$ vanishes in the thermodynamic limit. The extreme limit of this is $\nu \to \infty$ where $\langle \Delta x^2 \rangle$ does not grow at all, symptomatic of localisation. At such point the power-law scaling of the current breaks down and we instead have the emergence of insulating behaviour $j \sim \exp(-L/L_0)$, e.g. as encountered when entering the MBL phase ($h > h_{c3}$). When $\nu < 1$ we have super-diffusive transport where $\langle \Delta x^2 \rangle$ grows faster than $t$, the current decays slower with $L$ than diffusion, and $D$ diverges in the thermodynamic limit. In the extreme case $\nu = 0$ we have ballistic transport where $\langle \Delta x^2 \rangle \sim t^2$ consistent with a freely propagating particle, $j$ is independent of $L$ and $D \sim L$.

In the absence of dephasing it has been found [32] that at $\Delta = 1$ the asymptotic transport behaviour induced by disorder is diffusive for $h < h_{c2} \approx 1.1$, and sub-diffusive for $h > h_{c2}$, while it is super-diffusive for $h_{c1} = 0$ [63]. In the diffusive case and for small disorder there emerges a length scale $L_s$,
\[
L_s \sim h^{-2/(\nu + 1)},
\]
above which the diffusive behaviour sets in (with $2/(\nu + 1) = 1.33$ at $\Delta = 1$ and $h \to 0$). The introduction of any non-zero dephasing is known to render transport diffusive for any $h$ on asymptotically long length scales. Our interest here is on the analogous crossover length scale $L_\gamma$ for $\gamma \ll 1$ where this dephasing-induced diffusive behaviour sets in. In other words, we want to understand how a small dephasing affects transport properties of a Hamiltonian, i.e., noiseless system. We estimate $L_\gamma$ by taking the time $\tau \sim 1/\gamma$ between the dephasing scattering events and computing the spatial spread $\sqrt{\langle \Delta x^2 \rangle}$ obtained within this time for evolution without dephasing. This gives a length scale
\[
L_\gamma \sim \gamma^{-1/(\nu + 1)},
\]
outside which dephasing will be important. Transport in a disordered and dephased system will depend delicately on $h$ and $\gamma$. Which contribution controls the behaviour is
Figure 4  The spin current $j$ scaling with $L$ for the clean, $h = 0$, isotropic, $\Delta = 1$, Heisenberg chain for a variety of $\gamma$’s. For large $L > L_\gamma$ diffusion always sets in.

a question of competing length scales $L_\sim$ and $L_\gamma$, with the dominant one being the smallest. We now proceed to analyse this behaviour, first for a clean system to demonstrate the predicted behaviour of $L_\gamma$, and then for a disordered system for strengths $h$ above as well as below $h_{c2}$.

5 Clean system

We first consider transport in the clean system $h = 0$ (always with $\Delta = 1$). This is known to be super-diffusive with $\nu = 1/2$ [63] so we expect that $L_\gamma \sim \gamma^{-2/3}$. In Fig. 4 we show how the current $j$ scales with $L$ for a variety of $\gamma$’s. The behaviour clearly shows distinct short and long $L$ tendencies confirming the existence of a length scale $L_\gamma$ separating them. For small $\gamma$ and $L \ll L_\gamma$ the current scaling mimics the clean system with $j \sim 1/\sqrt{L}$, while for sufficiently large $L > L_\gamma$ the onset of $j \sim 1/L$ scaling is seen, confirming that diffusive transport is found. It is also apparent that for small dephasing rates $\gamma \leq 0.01$ even $L = 400$ spins is only just sufficient to resolve this asymptotic scaling.

Building on this observation we now consider more generally a clean system with transport properties characterised by an exponent $\nu$. The diffusion constant $D$ will be a function of both $L$ and $\gamma$. We model the presence of a crossover length scale $L_\gamma$ by taking $D$ to have a continuous piecewise dependence on $L$. For small $\gamma$, when $L_\gamma \gg 1$, the diffusion constant will take the form

$$D(\gamma, L) \sim \begin{cases} L^{1-\nu}, & L \leq L_\gamma \\ D_{dph}(\gamma), & L \geq L_\gamma. \end{cases}$$

(9)

For $L < L_\gamma$ the anomalous transport of the clean system is dominant and $D$ is independent of $\gamma$. For $L \geq L_\gamma$ dephasing-induced diffusive transport sets in forcing $D = D_{dph}(\gamma)$ independent of $L$. Continuity at $L_\gamma$ then implies that for small $\gamma$

$$D_{dph}(\gamma) \sim L_\gamma^{1-\nu} \sim \gamma^{(\nu-1)/2}, \quad \gamma \ll 1.$$  

(10)

The current then behaves as $j(\gamma, L) \sim D(\gamma, L)/L$. By rescaling the length as $x = L/L_\gamma$ and the current as $\tilde{j} = L_\gamma^\nu j$ this gives a universal form

$$\tilde{j} \sim \begin{cases} x^{-\nu}, & x \lesssim 1 \\ x^{-1}, & x \gtrsim 1. \end{cases}$$

(11)

In Fig. 5 we show the dependence of $\tilde{j}$ on $x$ for a variety of small $\gamma$’s. This plot demonstrates first the nice collapse of the data, and second the presence of the two regimes of scalings as given in Eq. (11). In the inset of Fig. 5 we show the extracted $D$ from the behaviour at lengths $L \sim 400$ which for the $\gamma$’s examined is just long enough to see the diffusive regime. For small $\gamma$’s this plot confirms the $\gamma^{-1/3}$ scaling predicted by Eq. (10). For large $\gamma$ the clean Hamiltonian influences only the very shortest length scales and transport is dephasing dominated with an expected dependence

$$D_{dph}(\gamma) \sim 1/\gamma, \quad \gamma \gg 1,$$

(12)

coming from a perturbative expansion in $\frac{1}{\gamma}$.

6 Disordered system

Having established how $L_\gamma$ controls the behaviour of a clean dephased system we now proceed to examine its interplay with $L_\sim$ in a disordered system. A particularly interesting regime will be when both $L_\gamma$ given by Eq. (8) and $L_\sim$ given by Eq. (7) are large and one gets a competition between the two lengthscales. To study this we separately consider two cases depending on whether $h$ is smaller or larger than $h_{c2} \approx 1.1$.

6.1 Case (i) $h < h_{c2}$

In Fig. 6 the current $j$ is shown as a function of $L$ for a variety of $\gamma$’s for (a) $h = 0.2$ and (b) $h = 1.0$, therefore fixing $L_\gamma$ for each plot. For large $\gamma$ the $L_\gamma$ is the smallest length scale, i.e., disorder is just an irrelevant perturbation, and consequently $D$ behaves as in the clean system given by Eq. (12), $D(\gamma) \sim 1/\gamma$, because diffusion is dephasing-dominated. As one decreases $\gamma$ the diffusion constant first increases, however, this increase does not diverge as $\gamma \to 0$, as it would for $h = 0$. When $\gamma \lesssim h^2$ we
have that \( L_\gamma \) exceeds \( L_s \) and disorder starts to control the behaviour, leading to a finite diffusion constant at \( \gamma = 0 \). This can be seen by comparing Fig. 6a, where for small dephasing \( D \) reaches an upper limit given by the \( \gamma = 0 \) case, whereas in the clean system in Fig. 5 diffusion constant can get arbitrarily large for a sufficiently small \( \gamma \). Interestingly, we have \( \lim_{\gamma \to 0} \lim_{L \to \infty} D(\gamma, L) \sim 1/h^{0.66} \), whereas on the other hand \( \lim_{h \to 0} \lim_{L \to \infty} D(\gamma, L) \sim 1/\gamma^{0.33} \) – the limits \( \gamma \to 0 \) and \( h \to 0 \) do not commute and depending on whether \( \gamma \) is smaller or larger than \( h^2 \) diffusion can be either disorder or dephasing-dominated, respectively. Regardless of that, \( D(\gamma) \) is always a decreasing function of dephasing strength \( \gamma \).

6.2 Case (ii) \( h > h_{c2} \)

For strong dephasing there is not much difference compared to the case \( h < h_{c2} \), since \( D(\gamma) \sim 1/\gamma \). At small dephasing though, when \( L_\gamma \) is large, the system will for \( L \ll L_\gamma \) behave as there would be no dephasing, i.e., in a sub-diffusive way, and will only asymptotically for \( L \gg L_\gamma \) become diffusive as is demonstrated in Fig. 7. The model without dephasing is sub-diffusive in this regime, i.e., \( \nu > 1 \), for small \( \gamma \) the diffusion constant as given by Eq. (10) will vanish when \( \gamma \to 0 \). Here one therefore has \( \lim_{\gamma \to 0} \lim_{L \to \infty} D(\gamma, L) = 0 \), compatible with sub-diffusion for \( h > h_{c2} \) and \( \gamma = 0 \). Due to this a non-monotonic behaviour of \( D(\gamma) \) is found, which must be contrasted with \( D(\gamma) \) for \( h < h_{c2} \) that is always a monotonic function of \( \gamma \).

This is illustrated in Fig. 8 where we plot \( D(\gamma) \) for different values of disorder \( h \). We can see that, even though the spin transport is always diffusive for any \( \gamma > 0 \), a remnant of the diffusive to sub-diffusive transition at \( h_{c2} \) found for \( \gamma = 0 \) is found to be embedded in the dependence of \( D(\gamma) \). For \( h < h_{c2} \) we find that \( \lim_{\gamma \to 0} \lim_{L \to \infty} D(\gamma, L) \) is finite, while for \( h > h_{c2} \) it is zero. This constitutes the main result of this work. Therefore, in an experimental situation, where small dephasing might always be present, one can infer the transport properties of a model without dephasing by observing how \( D \) varies as \( \gamma \) decreases. If it grows one deals with a super-diffusive transport, if it saturates we have diffusion, and if it decreases one has
Figure 7 The current $j$ is shown as a function of $L$ for $h = 1.5$ (i.e., $h > h_{c2}$) and $\gamma = 0.01$. Compared to the $h < h_{c2}$ case (Fig. 6), now for $L < L_{\gamma} \approx 60$ transport is sub-diffusive ($\nu \approx 1.13$ in the figure).

One can also ask whether adding disorder to an otherwise clean system could help in increasing transport? For the model studied this can not happen because disorder, if it is sufficiently strong, always “pushes” transport towards localization, i.e., makes transport slower. This is confirmed by data in Fig. 9 where we show $j(h, L)$ for fixed $\gamma = 0.1$, where one observes that all current profiles lie below the $h = 0$ curve.

7 Conclusions

Physical systems are never perfectly isolated from the environment. Therefore, an important question is how (small) coupling to external degrees of freedom modifies dynamics. In the present work we have focused on an ergodic phase of the isotropic one-dimensional Heisenberg model with disorder. In particular we studied spin transport in the presence of Markovian dephasing noise. We first identified relevant length scales in a system without disorder (blue stars) $D(\gamma \to 0) \to \infty$, with disorder and $h < h_{c2}$ (diffusive noiseless dynamics) $D(\gamma)$ increases for decreasing $\gamma$ (full symbols), saturating however at a finite $D(\gamma = 0)$. For $h > h_{c2}$ (sub-diffusive noiseless dynamics) on the other hand $D(\gamma)$ decreases (empty symbols), leading to $D(\gamma \to 0) \to 0$ (two dashed lines are Eq.(10) using $\nu$ of the noiseless system read from e.g. small-$L$ slope in Fig. 7).

sub-diffusion. For $h > h_{c2}$ the diffusion constant has a maximum at an intermediate dephasing strength – adding dephasing to a system whose transport is slower than diffusive, e.g., sub-diffusive, can increase transport.

Figure 8 Log-log plot of the dependence of the diffusion constant $D(\gamma)$ found for the largest system size $L$. Without disorder (blue stars) $D(\gamma \to 0) \to \infty$, with disorder and $h < h_{c2}$ (diffusive noiseless dynamics) $D(\gamma)$ increases for decreasing $\gamma$ (full symbols), saturating however at a finite $D(\gamma = 0)$. For $h > h_{c2}$ (sub-diffusive noiseless dynamics) on the other hand $D(\gamma)$ decreases (empty symbols), leading to $D(\gamma \to 0) \to 0$ (two dashed lines are Eq.(10) using $\nu$ of the noiseless system read from e.g. small-$L$ slope in Fig. 7).

Figure 9 Dependence of current on $L$ for different disorder strengths $h$ at a fixed dephasing $\gamma = 0.1$. Current always decreases by increasing disorder.
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