Extinction properties of multi-type continuous-state branching processes

Andreas E. Kyprianou* and Sandra Palau†

November 7, 2017

Abstract
Recently in [2], the notion of a multi-type continuous-state branching process (with immigration) having \( d \)-types was introduced as a solution to an \( d \)-dimensional vector-valued SDE. Preceding that, work on affine processes, originally motivated by mathematical finance, in [10] also showed the existence of such processes. See also more recent contributions in this direction due to [17] and [8]. Older work on multi-type continuous-state branching processes is more sparse but includes [33] and [27], where only two types are considered. In this paper we take a completely different approach and consider multi-type continuous-state branching process, now allowing for up to a countable infinity of types, defined instead as a super Markov chain with both local and non-local branching mechanisms. In the spirit of [16] we explore their extinction properties and pose a number of open problems.
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1 Introduction
Continuous-state branching processes (CSBP) can be seen as high density limits of Bienaymé–Galton–Watson (BGW) processes. Thanks to their importance as prototypical continuum (both in space and time) asexual population models, they have been the subject of intensive study since their introduction by Jiřina [22]. For a general background on CSBPs see Chapter 12 of [21] or Chapter 3 of [26], see also the review article of Caballero et al. [7].

By analogy with multi-type BGW processes, a natural extension of the class of CSBPs would be to consider a multi-type Markov population model in continuous time which exhibits a branching property. Indeed, in whatever sense they can be defined, multi-type CSBPs (MCSBP) should have the property that the continuum mass of each type reproduces
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within its own population type in a way that is familiar to a CSBP, but also allows for the migration and/or seeding of mass into other population types.

Recently in [2], the notion of a multi-type continuous-state branching process (with immigration) having \(\mathcal{d}\)-types was introduced as a solution to an \(\mathcal{d}\)-dimensional vector-valued stochastic differential equation (SDE) with both Gaussian and Poisson driving noise. Preceding that, work on affine processes, originally motivated by mathematical finance, in [10] also showed the existence of such processes. See also more recent contributions in this direction due to [17] and [8]. Older work on multi-type continuous-state branching processes is more sparse but includes [33] and [27], where only two types are considered.

In this article, we introduce MCSBPs through the medium of super Markov chains. That is to say we defined MCSBPs as superprocesses whose associated underlying Markov movement generator is that of a Markov chain. This allows us the possibility of working with a countably infinite number of types. We are interested in particular in the event of extinction and growth rates. Lessons learnt from the setting of super diffusions tells us that, in the case that the number of types is infinite, we should expect to see the possibility that the total mass may grow arbitrarily large whilst the population of each type dies out; see for example the summary in Chapter 2 of [15]. This type of behaviour can be attributed to the notion of transient ‘mass transfer’ through the different types and is only possible with an infinite number of types. In the case that the number of types is finite, we know from the setting of multi-type Bienaymé–Galton–Watson processes (MBGW) that all types grow at the same rate and we expect the same to be true of MCSBPs.

### 2 Main results

Our first main result is to identify the existence of MCSBPs, allowing for up to a countable infinity of types. Denote by \(\mathbb{N} = \{1, 2, \cdots \}\) the natural numbers. Let \(\mathcal{B}(\mathbb{N})\) be the space of bounded measurable functions on \(\mathbb{N}\). Thinking of a member of \(\mathcal{B}(\mathbb{N})\), say \(f\), as a vector we will write its entries by \(f(i), i \in \mathbb{N}\). Write \(\mathcal{M}(\mathbb{N})\) the space of finite Borel measures on \(\mathbb{N}\), let \(\mathcal{B}^+(\mathbb{N})\) the subset of bounded positive functions.

**Theorem 1.** Suppose that

\[
\psi(i, z) = b(i) z + c(i) z^2 + \int_0^\infty (e^{-zu} - 1 + zu) \ell(i, du), \quad i \in \mathbb{N}, \ z \geq 0, \quad (1)
\]

where \(b \in \mathcal{B}(\mathbb{N}), \ c \in \mathcal{B}^+(\mathbb{N})\) and, for each \(i \in \mathbb{N}\), \((u \wedge u^2)\ell(i, du)\) is a bounded kernel from \(\mathbb{N}\) to \((0, \infty)\). Suppose further that

\[
\phi(i, f) = -\beta(i) \left[ d(i) \langle f, \pi_i \rangle + \int_0^\infty (1 - e^{-(f, \pi_i)}) n(i, du) \right], \quad i \in \mathbb{N}, f \in \mathcal{B}^+(\mathbb{N}), \quad (2)
\]

where \(d, \beta \in \mathcal{B}^+(\mathbb{N}), \ \pi_i\) is a probability distribution on \(\mathbb{N}\setminus \{i\}\) (specifically \(\pi_i(i) = 0, i \in \mathbb{N}\) and, for \(i \in \mathbb{N}\), \(u n(i, du)\) is a bounded kernel from \(\mathbb{N}\) to \((0, \infty)\) with

\[
d(i) + \int_0^\infty u n(i, du) \leq 1.
\]
Then there exists an \([0,\infty)^\mathbb{N}\)-valued strong Markov process \(X := (X_t, t \geq 0)\), where \(X_t = (X_t(1), X_t(2), \cdots)\), \(t \geq 0\), with probabilities \(\{\mathbf{P}_\mu, \mu \in \mathcal{M}(\mathbb{N})\}\) such that

\[
\mathbf{E}_\mu[e^{-(f,X_t)}] = \exp\{-\langle V_t f, \mu \rangle\}, \quad \mu \in \mathcal{M}(\mathbb{N}), \quad f \in \mathcal{B}^+(\mathbb{N}),
\]

where, for \(i \in \mathbb{N}\),

\[
V_t f(i) = f(i) - \int_0^t \left[\psi(i, V_s f(i)) + \phi(i, V_s f)\right] ds, \quad t \geq 0.
\]

In the above theorem, for \(f \in \mathcal{B}^+(\mathbb{N})\) and \(\mu \in \mathcal{M}(\mathbb{N})\), we use the notation

\[
\langle f, \mu \rangle := \sum_{i \geq 1} f(i) \mu(i).
\]

Equation (3) tells us that \(X\) satisfies the branching property: for \(\mu_1, \mu_2 \in \mathcal{M}(\mathbb{N})\),

\[
\mathbf{E}_{\mu_1 + \mu_2}[e^{-(f,X_t)}] = \mathbf{E}_{\mu_1}[e^{-(f,X_t)}]\mathbf{E}_{\mu_2}[e^{-(f,X_t)}], \quad t \geq 0.
\]

That is to say, \((X, \mathbf{P}_{\mu_1 + \mu_2})\) is equal in law to the sum of independent copies of \((X, \mathbf{P}_{\mu_1})\) and \((X, \mathbf{P}_{\mu_2})\). We can also understand the process \(X\) to be the natural multi-type generalisation of a CSBP as, for each type \(i \in \mathbb{N}\), \(X(i)\) evolves, in part from a local contribution which is that of a CSBP with mechanism \(\psi(i, z)\), but also from a non-local contribution from other types. The mechanism \(\phi(i, \cdot)\) dictates how this occurs. Roughly speaking, each type \(i \in \mathbb{N}\) seeds an infinitesimally small mass continuously at rate \(\beta(i) d(i) \pi_i(j)\) on to sites \(j \neq i\) (recall \(\pi_i(i) = 0, i \in \mathbb{N}\)). Moreover, it seeds an amount of mass \(u > 0\) at rate \(\beta(i) n(i, du)\) to sites \(j \neq i\) in proportion given by \(\pi_i(j)\). We refer to the processes described in the above theorem as \((\psi, \phi)\) multi-type continuous-state branching processes, or \((\psi, \phi)\)-MCSBPs for short.

Our main results concern how the different types of extinction occur for a MCSBP \(X\) as defined above. As alluded to in the introduction, we must distinguish local extinction at a finite number of sites \(A \subset \mathbb{N}\), that is,

\[
\mathcal{L}_A := \{ \lim_{t \to \infty} \langle 1_A, X_t \rangle = 0 \},
\]

from global extinction of the process \(X\), i.e. the event

\[
\mathcal{E} := \{ \lim_{t \to \infty} \langle 1, X_t \rangle = 0 \}.
\]

The distinction between these two has been dealt with in the setting of super diffusions by [16]. In this article, we use techniques adapted from that paper to understand local extinction in the setting here. The case of global extinction can be dealt with in a familiar way. To this end, denote by \(\delta_i\) the atomic measure consisting of a unit mass concentrated at point \(i \in \mathbb{N}\).

**Lemma 1.** For each \(i \in \mathbb{N}\), let \(w\) be the vector with entries \(w(i) := -\log \mathbf{P}_{\delta_i}(\mathcal{E}), i \in \mathbb{N}\). Then \(w\) is a non-negative solution to

\[
\psi(i, w(i)) + \phi(i, w) = 0, \quad i \in \mathbb{N}.
\]
For the case of local extinction, a more sophisticated notation is needed. First we must introduce the notion of the linear semigroup. For each $f \in \mathcal{B}(f)$, define the linear semigroup $(\mathcal{M}_t, t \geq 0)$ by
\[ \mathcal{M}_t f(i) := E_{\delta_i} [\langle f, X_t \rangle], \quad t \geq 0. \]

Define the matrix $M(t)$ by
\[ M(t)_{ij} := E_{\delta_i} [X_t(j)], \quad t \geq 0, \]
and observe that $\mathcal{M}_t f(i) = [M(t) f](i)$, for $t \geq 0$ and $f \in \mathcal{B}(\mathbb{N})$. The linear semigroup and its spectral properties play a crucial role in determining the limit behavior of the MCSBP. In what follows, we need to assume that $M(t)$ is irreducible in the sense that, for any $i, j \in \mathbb{N}$, there exists $t > 0$ such that $M(t)_{ij} > 0$. To this end, we make the following global assumption throughout the paper, which ensures irreducibility of $M(t), t \geq 0$.

(A): The matrix $\pi_i(j), i, j \in \mathbb{N}$, is the transition matrix of an irreducible Markov chain.

For each $i, j \in \mathbb{N}$, and $\lambda \in \mathbb{R}$ we define the matrix $H(\lambda)$ by
\[ H_{ij}(\lambda) := \int_0^\infty e^{\lambda t} M(t)_{ij} dt. \]

The following result is the analogue of a result proved for linear semigroups of MBGW processes; see e.g. Niemi and Nummelin ([29], Proposition 2.1) or Lemma 1 of [28]. In light of this, its proof is straightforward omitted for the sake of brevity.

**Lemma 2.** If, for some $\lambda$, $H_{ij}(\lambda) < \infty$ for a pair $i, j$, then $H_{ij}(\lambda) < \infty$ for all $i, j \in \mathbb{N}$. In particular, the parameter
\[ \Lambda_{ij} = \sup \{ \lambda \geq -\infty : H_{ij}(\lambda) < \infty \}, \]
does not depend on $i$ and $j$. The common value, $\Lambda = \Lambda_{ij}$, is called the spectral radius of $M$.

In contrast to Lemma 1 which shows that global extinction depends on the initial configuration of the MCSBP through the non-linear functional fixed point equation (1), case of local extinction on any finite number of states depends only on the spectral radius $\Lambda$. In particular local extinction for finite sets is not a phenomenon that is set-dependent.

**Theorem 2** (Local extinction dichotomy). Fix $\mu \in \mathcal{M}(\mathbb{N})$ such that $\sup \{n : \mu(n) > 0\} < \infty$. Moreover suppose that
\[ \int_1^\infty (x \log x) \ell(i, dx) + \int_1^\infty (x \log x) n(i, dx) < \infty, \quad \text{for all } i \in \mathbb{N} \quad (6) \]
holds.

(i) For any finite number of states $A \subseteq \mathbb{N}$, $P_\mu(L_A) = 1$ if and only if $\Lambda \geq 0$.

(ii) For any finite number of states $A \subseteq \mathbb{N}$, let $v_A$ be the vector with entries $v_A(i) = -\log P_{\delta_i}(L_A), i \in \mathbb{N}$, Then $v_A$ is a solution to (5) and $v_A(i) \leq w(i)$ for all $i \in \mathbb{N}$. 4
Remark 1. As we will see in the proof, if $\Lambda \geq 0$, then the process has local extinction a.s. even if $(6)$ is not satisfied.

The results in this paper open up a number of questions for the MCSBP which are motivated by similar issues that emerge in the setting of CSBPs and super diffusions. For example, by analogy with the setting for super diffusions, under the assumption $(6)$, we would expect that when $\Lambda < 0$, the quantity $-\Lambda$ characterises the growth rate of individual types. Specifically we conjecture that, when local extinction fails, $\exp\{\Lambda t\}X_t(i)$ converges almost surely to a non-trivial limit as $t \to \infty$, for each $i \in \mathbb{N}$. Moreover, if the number of types is finite, then $-\Lambda$ is also the growth rate of the total mass. That is to say $\exp\{\Lambda t\}\langle 1, X_t \rangle$ converges almost surely to a non-trivial limit as $t \to \infty$. If the total number of types is infinite then one may look for a discrepancy between the global growth rate and local growth rate. In the setting of super diffusions, [18] have made some progress in this direction. Referring back to classical theory for CSBPs, it is unclear how the event of extinction occurs, both locally and globally. Does extinction occur as a result of mass limiting to zero but remaining positive for all time, or does mass finally disappear after an almost surely finite amount of time? Moreover, how does the way that extinction occur for one type relate to that of another type? An irreducibility property of the type space, e.g. assumption $(A)$, is likely to ensure that mass in all states will experience extinction in a similar way with regard to the two types of extinction described before, but this will not necessarily guarantee that global extinction behaves in the same way as local extinction. We hope to address some of these questions in future work.

We complete this section by giving an overview of the remainder of the paper. In the next section we give the construction of MCSBPs as a scaling limit of MBGW processes; that is to say, in terms of branching Markov chains. We define the linear semigroup associated to the MCSBP. The so-called spectral radius of this linear semigroup will have an important role in the asymptotic behaviour of our process, in particular, it will determine the phenomenon of local extinction. The properties of the linear semigroup are studied in Section 4. In Sections 5 and 6 we develop some standard tools based around a spine decomposition. In this setting, the spine is a Markov chain and we note in particular that the non-local nature of the branching mechanism induces a new additional phenomenon in which a positive, random amount of mass immigrates off the spine each time it jumps from one state to another. Moreover, the distribution of the immigrating mass depends on where the spine jumped from and where it jumped to. Concurrently to our work we learnt that this phenomenon was also observed recently by Chen, Ren and Song [5]. In Section 7, we give the proof of the main results. We note that the main agenda for the proof was heavily influenced by the proof of local extinction in [16] for super diffusions. Finally in Section 8 we provide examples to illustrate the local phenomenon property.

3 MCSBPs as a superprocess

Our objective in this section is to prove Theorem 1. The proof is not novel as we do this by showing that MCSBPs can be seen in, in the spirit of the theory of superprocesses, as the
scaling limits of MBGW processes with type space \( \mathbb{N} \) (or just \( \{1, \ldots, n\} \) for some \( n \in \mathbb{N} \) in the case of finite types).

To this end, let \( \gamma \in \mathcal{B}^+(\mathbb{N}) \) and let \( F(i, d\nu) \) be a Markov kernel from \( \mathbb{N} \) to \( \mathcal{I}(\mathbb{N}) \), the space of finite integer-valued measures, such that

\[
\sup_{i \in \mathbb{N}} \int_{\mathcal{I}(\mathbb{N})} \nu(1) F(i, d\nu) < \infty.
\]

A branching particle system is described by the following properties:

1. For a particle of type \( i \in \mathbb{N} \), which is alive at time \( r \geq 0 \), the conditional probability of survival during the time interval \([r, t)\) is \( \rho_i(r, t) := \exp(-\gamma(i)(t - r)) \), \( t \geq r \).
2. When a particle of type \( i \) dies, it gives birth to a random number of offspring in \( \mathbb{N} \) according to the probability kernel \( F(i, d\nu) \).

We also assume that the lifetime and the branching of different particles are independent. Let \( X_t(B) \) denote the number of particles in \( B \in \mathcal{B}(\mathbb{N}) \) that are alive at time \( t \geq 0 \) and assume \( X_0(\mathbb{N}) < \infty \). With a slight abuse of notation, we take \( X_0 := \mu \), where \( \mu \in \mathcal{I}(\mathbb{N}) \).

Then \( \{X_t : t \geq 0\} \) is a Markov process with state space \( \mathcal{I}(\mathbb{N}) \), which will be referred to as a branching Markov chain or multi-type BGW with parameters \( (\gamma, F) \). For \( \mu \in \mathcal{I}(\mathbb{N}) \), let \( \mathbf{P}_\mu \) denote the law of \( \{X_t : t \geq 0\} \) given \( X_0 = \mu \). In the special case that \( X \) is issued with a single particle of type \( i \), we write its law by \( \mathbf{P}_{\delta_i} \). For \( f \in \mathcal{B}^+(\mathbb{N}) \), \( t \geq 0 \), \( i \in \mathbb{N} \), put

\[
u(i) := \nu(i, f) = -\log \mathbb{E}_\delta [\exp \{-\langle f, X_t \rangle\}].
\]

The independence hypothesis implies that

\[
\mathbb{E}_\mu [\exp \{-\langle f, X_t \rangle\}] = \exp \{-\langle \nu, \mu \rangle\}, \quad \mu \in \mathcal{I}(\mathbb{N}), \ f \in \mathcal{B}^+(\mathbb{N}), \ t \geq 0. \tag{7}
\]

Moreover, by conditioning on the first branching event, \( u_t \) is determined by the renewal equation

\[
e^{-u_t(i)} = \rho_i(0, t)e^{-f(i)} + \int_0^t \rho_i(0, s) \gamma(i) \int_{\mathcal{I}(\mathbb{N})} e^{-\langle u_{t-s}, \nu \rangle} F(i, d\nu) ds.
\]

By a standard argument (see for example Lemma 1.2 in Chapter 4 of in [13]) one sees that the last equation is equivalent to

\[
e^{-u_t(i)} = e^{-f(i)} - \int_0^t \gamma(i) e^{-u_{t-s}(i)} ds + \int_0^t \gamma(i) \int_{\mathcal{I}(\mathbb{N})} e^{-\langle u_{t-s}, \nu \rangle} F(i, d\nu) ds. \tag{8}
\]

See, for example, Asmussen and Hering [1] or Ikeda et al. [19, 20, 21] for similar constructions.

In preparation for our scaling limit, it is convenient to treat the offspring that start their motion from the death sites of their parents separately from others. To this end, we introduce some additional parameters. Let \( \alpha \) and \( \beta \in \mathcal{B}^+(\mathbb{N}) \) such that \( \gamma = \alpha + \beta \). For each \( i \in \mathbb{N} \), let \( \pi_i \) be a probability distribution in \( \mathbb{N} \setminus \{i\} \) and let \( g, h \) be two positive measurable functions from \( \mathbb{N} \times [-1, 1] \) to \( \mathbb{R} \) such that, for each \( i \in \mathbb{N} \),

\[
g(i, z) = \sum_{n=0}^{\infty} p_n(i) z^n, \quad h(i, z) = \sum_{n=0}^{\infty} q_n(i) z^n \quad |z| \leq 1,
\]
are probability generating functions with \( \sup_i g'_i(i,1-) < \infty \) and \( \sup_i h'_i(i,1-) < \infty \). Next, define the probability kernels \( F_0(i, d\nu) \) and \( F_1(i, d\nu) \) from \( \mathbb{N} \) to \( \mathcal{I}(\mathbb{N}) \) by

\[
\int_{\mathcal{I}(\mathbb{N})} e^{-f, \nu} F_0(i, d\nu) = g(i, e^{-f(i)})
\]

and

\[
\int_{\mathcal{I}(\mathbb{N})} e^{-f, \nu} F_1(i, d\nu) = h(i, \langle e^{-f}, \pi_i \rangle).
\]

We replace the role of \( F(i, d\nu) \) by

\[
\gamma^{-1}(i) [\alpha(i) F_0(i, d\nu) + \beta(i) F_1(i, d\nu)], \quad i \in \mathbb{N}, \nu \in \mathcal{I}(\mathbb{N}).
\]

Intuitively, when a particle of type \( i \in \mathbb{N} \) splits, the branching is of local type with probability \( \alpha(i)/\gamma(i) \) and is of non-local type with probability \( \beta(i)/\gamma(i) \). If branching is of a local type, the distribution of the offspring number is \( \{q_n(i)\} \), and those offspring choose their locations in \( \mathbb{N} \setminus \{i\} \) independently of each other according to the distribution \( \pi_i(\cdot) \). Therefore, \( w_t \) is determined by the renewal equation

\[
e^{-u_t(i)} = e^{-f(i)} + \int_0^t \alpha(i) \left[ g(i, e^{-u_{t-s}(i)}) - e^{-u_{t-s}(i)} \right] ds
+ \int_0^t \beta(i) \left[ h(i, \langle e^{-u_{t-s}}, \pi_i \rangle) - e^{-u_{t-s}(i)} \right] ds.
\]

For the forthcoming analysis, it is more convenient to work with

\[
v_t(i) := v_t(i, f) = 1 - \exp\{ -u_t(i, f) \}, \quad t \geq 0, i \in \mathbb{N}.
\]

In that case,

\[
v_t(i) = \mathbb{E}_i [1 - e^{f(i)}] - \int_0^t [\psi(i, v_{t-s}(i)) + \phi(i, v_{t-s})] ds,
\]

where

\[
\psi(i, z) = \alpha(i) [g(i, 1 - z) - (1 - z)] + \beta(i) z
\]

and

\[
\phi(i, f) = \beta(i) [h(i, 1 - \langle f, \pi_i \rangle) - 1].
\]

Next, we take a scaling limit of the MBGW process. We treat the limit as a superprocess with local and non-local branching mechanism. For each \( k \in \mathbb{N} \), let \( \{Y^{(k)}(t), t \geq 0\} \) be a sequence of branching particle system determined by \( (\alpha_k(\cdot), \beta_k(\cdot), g_k(\cdot), h_k(\cdot), \pi) \). Then, for each \( k \),

\[
\{X^{(k)}(t) = k^{-1}Y^{(k)}(t), \quad t \geq 0\}
\]

defines a Markov process in \( N_k(\mathbb{N}) := \{k^{-1}\sigma, \sigma \in \mathcal{I}(\mathbb{N})\} \). For \( 0 \leq z \leq k \) and \( f \in \mathcal{B}(\mathbb{N}) \), let

\[
\psi_k(i, z) = k\alpha_k(i) [g_k(i, 1 - z/k) - (1 - z/k)] + \beta_k(i) z
\]
\[ \phi_k(i, f) = \beta_k(i) k[h_k(i, 1 - k^{-1}(f, \pi_i)) - 1]. \]

Let denote by \( u^k_t(i, f) = -\log E^\delta_k[\exp \{-\langle f, X^k_t \rangle \}] \) and \( v^k_t(i, f) = 1 - \exp\{-u^k_t(i, f)\}. \)

Under certain conditions, Dawson et. al \[9\] obtained the convergence of \( \{X^k(t), t \geq 0\} \) to some process \( \{X(t), t \geq 0\} \). Let \( B(\mathbb{N}) \) be the subset \( B(\mathbb{N}) \) with entries uniformly bounded from above and below. We re-word their result for our particular setting here.

**Theorem 3.** Suppose that

\[ \sum_{n=0}^{\infty} q^k_n(i) \leq 1, \]

that \( \beta_k \to \beta \in B^+(\mathbb{N}) \) uniformly, \( \phi_k(i, f) \to \phi(i, f) \) uniformly on \( \mathbb{N} \times B(\mathbb{N}) \), and \( \psi(i, z) \to \psi(i, z) \) locally uniformly. Then

i) The function \( \psi(i, z) \) has representation

\[ \psi(i, z) = b(i) z + c(i) z^2 + \int_0^\infty (e^{-zu} - 1 + zu) \ell(i, du), \quad i \in \mathbb{N}, \quad z \geq 0, \quad (10) \]

where \( b \in B(\mathbb{N}), c \in B^+(\mathbb{N}) \) and \( (u \wedge u^2) \ell(i, du) \) is a bounded kernel from \( \mathbb{N} \) to \( (0, \infty) \).

ii) The function \( \phi(i, f) \) can be represented as

\[ \phi(i, f) = -\beta(i) \left[ d(i) \langle f, \pi_i \rangle + \int_0^\infty (1 - e^{-u(f, \pi_i)}) n(i, du) \right], \quad (11) \]

where \( d \in B^+(\mathbb{N}), \) and \( un(i, du) \) is a bounded kernel from \( \mathbb{N} \) to \( (0, \infty) \) with

\[ d(i) + \int_0^\infty un(i, du) \leq 1. \]

iii) To each function \( \psi \) and \( \phi \) satisfying \((10)\) and \((11)\) there correspond a sequence of \( \beta_k, \psi_k \) and \( \phi_k \).

v) For each \( a \geq 0, \) the functions \( v^k_t(i, f) \) and \( ku^k_t(i, f) \) converge boundedly and uniformly on \( [0, a] \times \mathbb{N} \times B(\mathbb{N}) \), to the unique bounded positive solution \( V_t f(i) \) to the evolution equation

\[ V_t f(i) = f(i) - \int_0^t \left[ \psi(i, V_{t-s} f(i)) + \phi(i, V_{t-s} f) \right] ds, \quad t \geq 0. \quad (12) \]

Moreover, there exists a Markov process \( \{X_t : t \geq 0\} \) with probabilities \( \{P_{\mu}, \mu \in \mathcal{M}(\mathbb{N})\} \) such that

\[ E^\mu[e^{-(f, X_t)}] = \exp \{-\langle V_t f, \mu \rangle \}, \quad \mu \in \mathcal{M}(\mathbb{N}), \quad f \in B^+(\mathbb{N}), \]

and the cumulant semigroup \( V_t f \) is given by \((12)\).
Theorem 1 now follows directly as a corollary of the above result. Intuitively, \( \psi(i, \cdot) \) describes the rate at which a branching event amongst current mass of type \( i \in \mathbb{N} \), produces further mass of type \( i \). Moreover, \( \phi(i, \cdot) \) describes the rate at which a branching event amongst current mass of type \( i \in \mathbb{N} \), produces further mass of other types \( \mathbb{N}\setminus\{i\} \).

**Remark 2.** The non-local branching mechanism is not the most general form that can be assumed in the limit. Indeed, taking account of the class of non-local branching mechanisms that can be developed in [9], [12] and [26], we may do the same here. Nonetheless, we keep to this less-general class for the sake of mathematical convenience.

### 4 Spectral properties of the moment semigroup

Let \((X_t, P_\mu)\) be a MCSBP and define its linear semigroup \((\mathcal{M}_t, t \geq 0)\) by

\[
\mathcal{M}_t[f](i) := \mathbb{E}_\delta_i[f(X_t)], \quad i \in \mathbb{N}, f \in \mathcal{B}^+(\mathbb{N}), t \geq 0.
\]  

By replacing \( f \) in (3) and (4) by \( \lambda f \) and differentiating with respect to \( \lambda \) and then setting \( \lambda = 0 \), we can verified that

\[
\mathcal{M}_t[f](i) = f(i) + \int_0^t \mathcal{K}[\mathcal{M}_s[f]](i)ds - \int_0^t b(i)\mathcal{M}_s[f](i)ds, \quad i \in \mathbb{N}, f \in \mathcal{B}^+(\mathbb{N}), t \geq 0,
\]

where

\[
\mathcal{K}[g](i) = \beta(i) \left( d(i) + \int_0^\infty \left( u \pi_i \right) du \right) \langle g, \pi_i \rangle.
\]

(For similar computations see Propositions 2.24 and 2.29 in [26]). Denote by \( L \) the infinitesimal generator of \( \mathcal{M}_t \),

\[
L[f](i) = \lim_{t \to 0} \frac{\mathcal{M}_t[f](i) - f(i)}{t}, \quad i \in \mathbb{N}, f \in \mathcal{B}(\mathbb{N}).
\]

Then, the operator \( L[f](i) \) is the matrix product with \( L \) given by

\[
L = \Delta_{-b} + K,
\]

where the matrices \( \Delta_{-b} \) and \( K \) are given by

\[
(\Delta_{-b})_{ij} = -b(i)\mathbf{1}_{i=j}, \quad \text{and} \quad K_{ij} = \beta(i) \left( d(i) + \int_0^\infty \left( u \pi_i \right) du \right) \pi_i(j).
\]

Define the matrix \( M(t) \) by

\[
M(t)_{ij} := \mathbb{E}_\delta_i[X_t(j)],
\]

and observe that

\[
\mathcal{M}_t[f](i) = [M(t)f](i).
\]

The linear semigroup will play an important role in the proof of Theorem 2, in particular, its spectral properties are of concern to us. Thanks to (15), it suffices to study the spectral properties of the matrix \( M(t) \). In the forthcoming theory, we will need to assume that \( M := \{M(t) : t \geq 0\} \), is irreducible in the sense that for any \( i, j \in \mathbb{N} \) there exists \( t > 0 \) such that \( M(t)_{ij} > 0 \). The following lemma ensures this is the case.
Lemma 3. Suppose that $\pi_i(j)$, $i, j \in \mathbb{N}$ is the transition matrix of an irreducible Markov chain, then $M$ is irreducible.

Proof. Let $a(i) = \beta(i) \left( d(i) + \int_0^\infty u(i, du) \right)$, for $i \in \mathbb{N}$. Define the matrices $Q$ and $\Delta_{a-b}$

$$Q_{ij} = a(i)(\pi_i(j) - 1_{i=j}) \quad \text{and} \quad (\Delta_{a-b})_{ij} = (a(i) - b(i))1_{i=j}.$$  

By hypothesis, $Q$ is the $Q$-matrix of an irreducible Markov chain $(\xi_t, \mathbb{P}_i)$. In particular, for each $i, j \in \mathbb{N}$ and $t > 0$, $\mathbb{P}_i(\xi_t = j) > 0$. Observe in (14) that $L = Q + \Delta_{a-b}$ which is the formal generator of the semigroup given by

$$\mathcal{T}_t[f](i) = \mathbb{E}_i \left[ f(\xi_t) \exp \left\{ \int_0^t (a - b)(\xi_s)ds \right\} \right] \quad i \in \mathbb{N}, \ f \in \mathcal{B}^+(\mathbb{N}), \ t \geq 0. \quad (16)$$

By uniqueness of semigroups, $\mathcal{M}_t f(i) = \mathcal{T}_t[f](i), \ t \geq 0, \ i \in \mathbb{N}$. In particular $M(t)_{ij} = \mathcal{T}_t[\delta_j](i) > 0$, where $\delta$ is the Dirac function, and therefore $M$ is irreducible. \hfill \blacksquare

Recall that, for each $i, j \in \mathbb{N}$ and $\lambda \in \mathbb{R}$, we defined the matrix $H(\lambda)$ by

$$H_{ij}(\lambda) := \int_0^\infty e^{\lambda M} M(t)_{ij} dt.$$  

and that the spectral radius

$$\Lambda := \sup \{ \lambda \geq -\infty : H_{ij}(\lambda) < \infty \},$$

does not depend on $i$ and $j$.

Definition 1. A non-negative vector $x$ with entries $x(i), i \in \mathbb{N}$, is called right (resp. left) subinvariant $\lambda$-vector, if for all $t \geq 0$,

$$M(t)x \leq e^{-\lambda t}x, \quad \text{(resp. } x^T M(t) \leq e^{-\lambda t}x).$$

If the equality holds, the vector is call a right (resp. left) invariant $\lambda$-vector.

In the next proposition, we appeal to standard techniques (cf. [28] or [32]) and provide sufficient conditions for the existence of subinvariant $\lambda$-vectors.

Proposition 1. If $H(\lambda) < \infty$, then there exists a positive right subinvariant $\lambda$-vector, $x$, and a positive left subinvariant $\lambda$-vector, $y$. There exists no left or right subinvariant $\beta$-vector for $\beta > \Lambda$.

Proof. Fix $j \in \mathbb{N}$ and define $x$ and $y$ as follows

$$x(i) = H_{ij}(\lambda) \quad \text{and} \quad y(i) = H_{ji}(\lambda).$$

Since the function $t \mapsto M(t)$ is continuous and $M$ is irreducible, $x(i)y(k) > 0$ for all $i, k \in \mathbb{N}$. Let $s \geq 0$, by Fubini’s Theorem,

$$[y^T M(s)](i) = \sum_{k \in \mathbb{N}} \int_0^\infty e^{\lambda M} M(t)_{jk} dt \ M(s)_{ki} = \int_0^\infty e^{\lambda M} \sum_{k \in \mathbb{N}} M(t)_{jk} M(s)_{ki} dt.$$  

1Recall that a vector $x$ is positive if its entries, $x(i)$, are strictly positive for all $i$.  
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The semigroup property implies that
\[ [y^T M(s)](i) = \int_0^\infty e^{\lambda t} M(s + t)_{ji} \, dt = e^{-\lambda s} \int_s^\infty e^{\lambda t} M(t)_{ji} \, dt \leq e^{-\lambda s} y(i). \]
Therefore, \( y \) is a left subinvariant \( \lambda \)-vector. A similar computation shows that \( x \) is a right subinvariant \( \lambda \)-vector.

Suppose \( x \) is a right subinvariant \( \beta \)-vector. Let \( \alpha \in (\Lambda, \beta) \), then, for each \( i \in \mathbb{N} \),
\[ \int_0^\infty e^{\alpha t} [M(t)x](i) \, dt \leq \int_0^\infty e^{\alpha t} e^{-\beta t} x(i) \, dt = x(i)(\beta - \alpha)^{-1}. \]
Let \( j \in \mathbb{N} \) such that \( x(j) > 0 \), then
\[ \int_0^\infty e^{\alpha t} M(t)_{ij} \, dt \leq \frac{x(i)}{x(j)} (\beta - \alpha)^{-1} < \infty, \]
which is a contradiction with the definition of \( \Lambda \). In an analogous way, there is no left subinvariant \( \beta \)-vector.

When \( H_{ij}(\Lambda) = \infty \), Niemi and Nummelin ([29], Theorem 4) proved that there exist unique left and right invariant \( \Lambda \)-vectors as follows.

**Proposition 2.** Assume that \( H_{ij}(\Lambda) = \infty \) for some \( i, j \in \mathbb{N} \). Then,

i) There exists a unique (up to scalar multiplication) positive left invariant \( \Lambda \)-vector.

ii) There exists a unique (up to scalar multiplication) positive right invariant \( \Lambda \)-vector.

Moreover, any right subinvariant \( \Lambda \)-vector is a right invariant vector.

From the previous propositions, there exists at least a positive left (right) subinvariant \( \Lambda \)-vector. One of the reasons we are interested in right (sub)invariant vector, is that we can associate to it a (super)martingale, which will be of use later on in our analysis.

**Proposition 3.** Let \( x \) be a right subinvariant \( \lambda \)-vector. Then
\[ W_t := e^{\lambda t} \langle x, X_t \rangle, \quad t \geq 0, \]
is a supermartingale. If \( x \) is also an invariant vector, then \((W_t, t \geq 0)\) is a martingale.

**Proof.** Let \( t, s \geq 0 \). By the Markov property and the branching property
\[ E \left[ e^{\lambda (t+s)} \langle x, X_{t+s} \rangle \mid F_s \right] = e^{\lambda (t+s)} E_{X_s} \left[ \langle x, X_t \rangle \right] = e^{\lambda (t+s)} \sum_{i \in \mathbb{N}} X_s(i) E_{\delta_i} \left[ \langle x, X_t \rangle \right]. \]
Since \( x \) is a right subinvariant \( \lambda \)-vector,
\[ E_{\delta_i} \left[ \langle x, X_t \rangle \right] = [M(t)x](i) \leq e^{-\lambda t} x(i), \]
therefore, we have that
\[ E \left[ W_{t+s} \mid F_s \right] = e^{\lambda (t+s)} \sum_{i \in \mathbb{N}} X_s(i) [M(t)x](i) \leq e^{\lambda s} \sum_{i \in \mathbb{N}} x(i) X_s(i) = W_s. \]
In the invariant case, inequalities become equalities. \( \Box \)
Let \([n] = \{1, \cdots, n\}\) and let \(X^{[n]} := \{X_t^{[n]} : t \geq 0\}\) be a branching process with the same mechanism as \(X_t\) but we kill mass that is created outside of \([n]\). To be more precise, \(X^{[n]}\) has the same local branching mechanisms \(\psi(i, \cdot)\) and \(\phi(i, \cdot)\), for \(i = 1, \cdots, n\), albeit that, now, \(\pi_i(j), j \in \mathbb{N}\setminus\{i\}\) is replaced by \(\pi_i(j)1_{(j \leq n)}, j \in \mathbb{N}\setminus\{i\}\). Finally \(\psi(i, \cdot)\) and \(\phi(i, \cdot)\) are set to be zero for \(i \geq n\).

Let \(M^{[n]}(t)\) be the matrix associated to the linear semigroup of \(X^{[n]}\). Then the infinitesimal generator of \(M^{[n]}(t)\) is given by

\[
L^{[n]} = [\Delta_{-b} + K]_{[n]}.
\]

In order to apply Perron-Frobenius theory to the matrix \(M^{[n]}(t)\), we need irreducibility. By Lemma 3, it is enough that \(\pi_i(j), i,j \leq n\) is irreducible. There exist simple examples of infinite irreducible matrices such that their upper left square \(n\)-corner truncations are not irreducible for all \(n \geq 1\). However, according to Seneta ([31], Theorem 3), the irreducibility of \(\pi\) implies that there exists a simultaneous rearrangement of the rows and columns of \(\pi\), denoted by \(\tilde{\pi}\), and a sequence of integers \(k_n\) tending to infinity, such that the truncation of \(\tilde{\pi}\) to \([k_n]\) is irreducible for all \(n\). Observe that the type space, \(\mathbb{N}\), is used as a labelled set and not as an ordered set. It therefore follows that we can assume without loss of generality, that we start with \(\tilde{\pi}\) (The vectors \(b, c, d, \beta, \ell\) and \(n\) will require the same rearrangement). In the rest of the paper, when requiring finite truncations to the state space, whilst preserving irreducibility, it is enough to work with the truncations on \([k_n]\). In order to simplify the notation, we will assume without loss of generality that \(k_n = n\) for all \(n\).

Classical Perron-Frobenius theory tells us there exist two positive vectors \(x^{[n]} = \{x^{[n]}(i) : i = 1, \cdots, n\}\) and \(y^{[n]} = \{y^{[n]}(i) : i = 1, \cdots, n\}\), and a real number \(\Lambda^{[n]} = \sup \{\lambda \geq -\infty : H_{ij}^{[n]}(\lambda) < \infty\}\), such that

\[
M^{[n]}(t)x^{[n]} = e^{-\Lambda^{[n]}t}x^{[n]} \quad \text{and} \quad (y^{[n]})^T M^{[n]}(t) = e^{-\Lambda^{[n]}t}y^{[n]}.
\]

By construction of \(X_t^{[n]}\), we have the inequalities

\[
M^{[n]}(t) \leq M^{[n+1]}(t) \leq M_{ij}(t),
\]

which naturally leads to the hierarchy of eigenvalues

\[
\Lambda \leq \Lambda^{[n+1]} \leq \Lambda^{[n]}.
\]  

**Lemma 4.**

i) \(\Lambda^\infty := \lim_{n \to \infty} \Lambda^{[n]} = \Lambda\).

ii) Let \(x^{[n]}\) be a right invariant \(\Lambda^{[n]}\)-vector for \(M^{[n]}\), such that \(x^{[n]}(1) = 1\). Then, the vector \(\{x^*(j) : j \in \mathbb{N}\}\) given by \(x^*(j) = \lim \inf_{n \to \infty} x^{[n]}(j)\) is a positive right \(\Lambda\)-subinvariant vector. Moreover, if \(H_{ij}(\Lambda) = \infty\), then \(\{x^*(j) : j \in \mathbb{N}\}\) is the unique positive right invariant \(\Lambda\)-vector of \(M\) with \(x^*(1) = 1\).
Proof. By inequality (17), \[ \Lambda \leq \Lambda_{\infty} = \lim_{n \to \infty} \Lambda^{[n]} \].

For any \( n \in \mathbb{N} \), let \( x^{[n]} \) be a \( M^{[n]} \) right invariant vector, such that \( x^{[n]}(1) = 1 \) for all \( n \in \mathbb{N} \), this implies
\[ L^{[n]} x^{[n]} = - \Lambda^{[n]} x^{[n]} \].

Let \( x^*(j) = \liminf_{n \to \infty} x^{[n]}(j) \), by Fatou’s Lemma
\[ L x^* \leq - \Lambda_{\infty} x^*. \]

Using the fact that \( M(t) \) is a non negative matrix and
\[ \frac{d}{dt} [M(t) x^*](i) = [M(t) L x^*](i), \quad i \in \mathbb{N}, \]
we find that
\[ [M(t) x^*](i) \leq e^{-\Lambda_{\infty} t} x^*(i), \quad i \in \mathbb{N}. \]

Since \( x^*(1) = 1 \), \( x^* \) is a right \( \Lambda_{\infty} \)-subinvariant vector. By applying Proposition 1 we have that \( \Lambda_{\infty} \leq \Lambda \) and therefore \( x^* \) is a right \( \Lambda \)-subinvariant vector. The last part of the claim is true due to Proposition 2.

Any vector \( x \in \mathbb{R}^n \) can be extended to a vector \( u \in \mathbb{R}^\mathbb{N} \) by the natural inclusion map \( u(i) = x(i) 1_{i \leq n} \). Since it will be clear in which space we intend to use the vector, we make an abuse of notation, and in the future we will denote both with \( x \).

5 Spine decomposition

According to Dynkin’s theory of exit measures [11] it is possible to describe the mass of \( X \) as it first exits the growing family of domains \([0, t] \times [n] \) as a sequence of random measures, known as branching Markov exit measures, which we denote by \( \{X^{[n], t} : t \geq 0\} \). Informally, the measure \( X^{[n], t} \) is the distribution of the mass obtained by ‘freezing’ the mass of the MCSBP when it is outside \([0, t] \times [n] \) for the first time. See [13, Chapter 3] for details of branching Markov exit measures. We recover here some of its basic properties. First, \( X^{[n], t} \) has support on \( (\{t\} \times [n]) \cup ([0, t] \times [n]^c) \). Moreover, under \( \{t\} \times [n] \),
\[ X^{[n], t}(\{t\} \times B) = X^{[n]}_{\Gamma}(B), \]
for each \( B \subset [n] \). We use the obvious notation that for all \( f \in \mathcal{B}^+(\mathbb{R}_+ \times \mathbb{N}) \),
\[ \langle f, X^{[n], t} \rangle = \sum_{i \in [n]} f(t, i) X^{[n], t}(\{t\}, i) + \sum_{i \in [n]^c} \int_0^t f(s, i) X^{[n], t}(ds, i). \]

We have that for all \( \mu \in M([0, t] \times \mathbb{N}) \), and \( f \in \mathcal{B}^+(\mathbb{R}_+ \times \mathbb{N}) \)
\[ \mathbb{E}_\mu[e^{-\langle f, X^{[n], t} \rangle}] = \exp\{-\langle \gamma^{[n], t}, f, \mu \rangle \}, \quad (18) \]
where, for $t \geq r \geq 0$, $V^{[n],t}_r f : [n] \to [0, \infty)$ is the unique non-negative solution to

\[
V^{[n],t}_r f(i) = \begin{cases} 
  f(t, i) - \int_r^t [\psi(i, V^{[n],t}_s f(i)) + \phi(i, V^{[n],t}_s f)] ds & \text{if } i \leq n \\
  f(r, i) & \text{if } i > n. 
\end{cases}
\]  

(19)

An important observation for later is that if the value of $f$ doesn’t depend on time $t$ (temporal homogeneity), then

\[
V^{[n],t}_r f = V^{[n],t-r}_0 f,
\]

for all $f \in B^+([0, t] \times \mathbb{N})$. Moreover, as a process in time, $X^{[n],t} = \{X^{[n],t} : t \geq 0\}$ is a MCSBP with local mechanism $\psi^{[n]} = \psi(i, z)1_{\{i \leq n\}}$ and non-local mechanism $\phi^{[n]} = \phi(i, f)1_{\{i \leq n\}}$.

Let denote by $N_i$ the excursion measure of the $(\psi^{[n]}, \phi^{[n]})$-MCSBP corresponding to $P_{\delta_i}$. To be more precise, Dynkin and Kuznetsov ([4]) showed that associated to the laws $\{P_{\delta_i} : i \in \mathbb{N}\}$ are measures $\{N_i : i \in \mathbb{N}\}$, defined on the same measurable space, which satisfy

\[
N_i(1 - e^{-\langle f, X^{[n],t} \rangle}) = -\log E_{\delta_i}(e^{-\langle f, X^{[n],t} \rangle}),
\]

for all non-negative bounded function $f$ on $\mathbb{N}$ and $t \geq 0$. Intuitively speaking, the branching property implies that $P_{\delta_i}$ is an infinitely divisible measure on the path space of $X^{[n],t}$ and the previous equation is a “Lévy–Khinchine” formula in which $N_i$ plays the role of its “Lévy measure”. A particular feature of $N_i$ that we shall use later is that

\[
N_i(\langle f, X^{[n],t} \rangle) = E_{\delta_i}[\langle f, X^{[n],t} \rangle].
\]  

(21)

Given two functions $x, y : \mathbb{N} \to [0, \infty)$ we denote by $x \circ y$ the element wise multiplication, $[x \circ y](i) = x(i) y(i)$. Any function $g : \mathbb{N} \to [0, \infty)$ can be extended to a function $\bar{g} : [0, \infty) \times \mathbb{N} \to [0, \infty)$ such that $\bar{g}(s, i) = g(i)$.

Let $x$ be a $\Lambda^{[n]}$ right invariant vector of $M^{[n]}$. (Note, in order to keep notation to a minimum, we prefer $x$ in place of the more appropriate notation $x^{[n]}$.) By splitting the integral between $\{t\} \times [n]$ and $[0, t] \times [n]$, it is easy to show that

\[
\langle x, X^{[n],t} \rangle = \langle x, X^{[n]}_t \rangle.
\]

Using the Markov property of exit measures, the last equality, and Proposition 3 standard computations tell us that

\[
Y^{[n]}_t := e^{\Lambda^{[n]} t} \langle \bar{x}, X^{[n],t} \rangle = e^{\Lambda^{[n]} t} \langle x, X^{[n]}_t \rangle, \quad t \geq 0,
\]

is a mean one $P_\mu$-martingale. For $\mu \in \mathcal{M}({\mathbb{N}})$ such that $\mu({\mathbb{N}}\setminus[n]) = 0$, define $\tilde{P}_\mu^{[n]}$ by the martingale change of measure

\[
d\tilde{P}_\mu^{[n]} f = Y^{[n]}_t dP_\mu f.
\]
Theorem 4. Let $\mu$ a finite measure with support in $[n]$ and $g \in \mathcal{B}^+(\mathbb{N})$. Introduce the Markov chain $(\eta, \mathbb{P}^x)$ on $[n]$ with infinitesimal matrix, $\tilde{L}^{[n]} \in M_{n \times n}$, given by

$$
\tilde{L}^{[n]}_{ij} = \frac{1}{x(i)} \left( \Delta_{-b} + K_{ij} + 1 \{ i = j \} \Lambda^{[n]} \right) x(j).
$$

If $X$ is a MCSBP, then

$$
\tilde{E}^{[n]}_{\mu} \left[ e^{-\langle f, X^{[n],t} \rangle} \frac{\langle \bar{x} \circ \bar{g}, X^{[n],t} \rangle}{\langle \bar{x}, X^{[n],t} \rangle} \right] = \mathbb{E}_{\mu} \left[ e^{-\langle f, X^{[n],t} \rangle} \right] \times
$$

$$
\mathbb{P}^x_{\mu} \left[ \exp \left\{ - \int_0^t \left( 2c(\eta_s)\mathcal{V}_0^{[n],t-s} f(\eta_s) + \int_0^\infty u(1-e^{-u\mathcal{V}_0^{[n],t-s} f(\eta_s)}\ell(\eta_s, du) \right) ds \right\} \times g(\eta_t) \prod_{s \leq t} \Theta_{\eta_s, \eta_t}^{[n],t-s} \right],
$$

(22)

where the matrices $\{ \Theta^{[n],s} : s \geq 0 \}$, are given by

$$
\Theta_{i,j}^{[n],t} = \frac{\pi_i(j) \beta(i)}{[\Delta_{-b} + K + \Lambda^{[n]}]_{i,j}} \int_0^\infty u(e^{-u\mathcal{V}_0^{[n],t} f(\pi_i)} - 1)n(i, du) + 1
$$

and

$$
\mathbb{P}^x_{\mu}(\cdot) = \sum_{i \in [n]} \frac{x(i) \mu(i)}{\langle x, \mu \rangle} \mathbb{P}^x_{\mu}(\cdot),
$$

with an obviously associated expectation operator $\mathbb{E}^x_{\mu}(\cdot)$.

This theorem suggest that under $\tilde{P}^{[n]}_{\mu}$, our process can decomposed into 2 parts. The first one is a copy of the original process and the second one can be related to some independent processes of immigration. As we will see after the proof, the process of immigration is governed by an immortal particle or spine along which two independent Poisson point process of mass immigration occur. The non-local nature of the branching mechanism induces a new additional immigration at each time the spine jumps. Moreover the distribution of this new immigration mass depends on where the spine jumped from and where it jumps to.

Proof. We start by noting that

$$
\tilde{E}^{[n]}_{\mu} \left[ e^{-\langle f, X^{[n],t} \rangle} \frac{\langle \bar{x} \circ \bar{g}, X^{[n],t} \rangle}{\langle \bar{x}, X^{[n],t} \rangle} \right] = \frac{e^{\Lambda^{[n]} t}}{\langle x, \mu \rangle} \mathbb{E}_{\mu} \left[ \frac{\langle x, \mu \rangle}{\langle \bar{x}, X^{[n],t} \rangle} e^{-\langle f X^{[n],t} \rangle} \right].
$$

Replacing $f$ by $f + \lambda \bar{x} \circ \bar{g}$ in (18) and (19) and differentiating with respect to $\lambda$ and then setting $\lambda = 0$, we obtain

$$
\tilde{E}^{[n]}_{\mu} \left[ e^{-\langle f, X^{[n],t} \rangle} \frac{\langle \bar{x} \circ \bar{g}, X^{[n],t} \rangle}{\langle \bar{x}, X^{[n],t} \rangle} \right] = \mathbb{E}_{\mu} \left[ e^{-\langle f X^{[n],t} \rangle} \right] \frac{\langle \theta^0_0, x \circ \mu \rangle}{\langle x, \mu \rangle},
$$

$$
= \mathbb{E}_{\mu} \left[ e^{-\langle f X^{[n],t} \rangle} \right] \sum_{i \leq n} \frac{x(i) \mu_i}{\langle x, \mu \rangle} \theta^0_0(i),
$$

(23)
where for \( t \geq r \geq 0 \), \( \theta^t_r \) is the vector with entries

\[
\theta^t_r(i) := \frac{1}{x(i)} e^{\lambda \langle [n] \rangle (t-r)} \frac{\partial}{\partial \lambda} V^{{[n]} , t} [f + \lambda \bar{g}] (i)_{\lambda=0}, \quad i \in [n].
\]

So that, in particular, \( \theta^t_i = g(i), i \in [n] \), and additionally, \( \theta^t_i = 0 \) for \( i > n \) and \( r \leq t \). Note that the temporal homogeneity property (20) implies that \( \theta^t_i = \theta^{t-r}_0 , i \in [n], t \geq r \geq 0 \). Moreover, \( \theta^t_i , i \in [n] \), is also the unique solution to

\[
\theta^t_i = g(i) - \int_r^t \theta^s_r (i) \left[ 2 c(i) V^{{[n]} , t-s} f(i) + \int_0^\infty u(1 - e^{-u V^{{[n]} , t-s} f(i)}) \ell(i, du) \right] ds
\]

\[
+ x(i)^{-1} \int_r^t \left[ (\Delta_b + K + \Lambda [n] I)x \circ \theta^s_r \right] (i) ds
\]

\[
+ \int_r^t \langle \theta^s_r , \pi^x_r \rangle \beta(i) \int_0^\infty u(e^{-u V^{{[n]} , t-s} f(i)}) - 1 \right) n(i, du) ds,
\]

where

\[
\pi^x_r (j) := \frac{x(j)}{x(i)} \pi_i (j), \quad i, j \in [n].
\]

A integration by parts now ensures that

\[
[e^{\tilde{L}^r_{[n]}, t}] g(i) = e^{\tilde{L}^r_{[n]}, t} g(i) - \int_r^t e^{\tilde{L}^r_{[n]}, s} \left[ \theta^s_r \circ \left[ 2 c(\cdot) V^{{[n]} , t-s} f(\cdot) + \int_0^\infty u(1 - e^{-u V^{{[n]} , t-s} f(\cdot)}) \ell(\cdot, du) \right] \right] (i) ds
\]

\[
+ \int_r^t e^{\tilde{L}^r_{[n]}, s} \left[ \langle \theta^s_r , \pi^x_r \rangle \beta(\cdot) \int_0^\infty u(e^{-u V^{{[n]} , t-s} f(i)}) - 1 \right) n(\cdot, du) ds \right] (i) ds.
\]

Then appealing to temporal homogeneity, and the fact that \( \{ e^{\tilde{L}^r_{[n]}, t} : t \geq 0 \} \) is the semigroup of \( (\eta, \mathbb{P}^x) \),

\[
\theta^t_0 (i) = \mathbb{E}^x_i [g(\eta)] - \mathbb{E}^x_i \left[ \int_0^t \theta^s_0 (\eta_s) \left[ 2 c(\eta_s) V^{{[n]} , t-s} f(\eta_s) + \int_0^\infty u(1 - e^{-u V^{{[n]} , t-s} f(\eta_s)}) \ell(\eta_s, du) \right] ds \right]
\]

\[
+ \mathbb{E}^x_i \left[ \int_0^t \langle \theta^s_0 , \pi^x_{\eta_s} \rangle \beta(\eta_s) \int_0^\infty u(e^{-u V^{{[n]} , t-s} f(\eta_s)}) - 1 \right) n(\eta_s, du) ds \right] (i) ds
\]

\[
= \mathbb{E}^x_i [g(\eta)] - \mathbb{E}^x_i \left[ \int_0^t \theta^s_0 (\eta_s) \left[ 2 c(\eta_s) V^{{[n]} , t-s} f(\eta_s) + \int_0^\infty u(1 - e^{-u V^{{[n]} , t-s} f(\eta_s)}) \ell(\eta_s, du) \right] ds \right]
\]

\[
+ \mathbb{E}^x_i \left[ \int_0^t \sum_j 1_{(\tilde{L}^r_{[n]} \eta_s, j) \neq 0} \theta^s_0 (j) \left( \frac{\pi^x_{\eta_s} (j) \beta(\eta_s)}{\tilde{L}^r_{[n]} \eta_s, j} \right) \int_0^\infty u(e^{-u V^{{[n]} , t-s} f(\eta_s)}) - 1 \right) n(\eta_s, du) \right] \tilde{L}^r_{[n]} \eta_s, j ds \right] (i) ds
\]

(Note, in the last equality, we have used that \( \tilde{L}^r_{[n]} \eta_s, j = 0 \) if and only if \( \pi^x_{\eta_s} (j) = 0 \). We now see from Lemma \( \text{[E]} \) in the appendix that

\[
\theta^t_0 (i) = \mathbb{E}^x_i \left[ \exp \left\{ - \int_0^t \left( 2 c(\eta_s) V^{{[n]} , t-s} f(\eta_s) + \int_0^\infty u(1 - e^{-u V^{{[n]} , t-s} f(\eta_s)}) \ell(\eta_s, du) \right) ds \right\} \prod_{s \leq t} \theta^s_{\eta_s - \eta_s} \right] ,
\]

as required.
Fix $\mu$ as a finite measure with support in $[n]$. As we said before, Theorem 4 suggests that the process $(X^{[n]}, \mathbb{P}_\mu)$ is equal in law to a process $\{\Gamma_t : t \geq 0\}$, whose law is henceforth denoted by $\mathbb{P}_\mu$, where

\[ \Gamma_t = X'_t + \sum_{s \in D^c_t} X^{c,s}_{t-s} + \sum_{s \in D^d_t} X^{d,s}_{t-s} + \sum_{s \in D^j_t} X^{j,s}_{t-s}, \quad t \geq 0, \tag{24} \]

such that $X'$ is an independent copy of $(X^{[n]}, \mathbb{P}_\mu)$, the countable sets $D^c, D^d, D^j$ and processes $X^{c,s}, X^{d,s}$ and $X^{j,s}$ are defined through a process of immigration as follows: Given the path of the Markov chain $(\eta, \mathbb{P}_x^{x \mu})$,

- **[continuous immigration]** in a Poissonian way an $(\psi^{[n]}, \phi^{[n]})$-MCSBP $X^{c,s}$ is immigrated at $(s, \eta_s)$ with rate $ds \times 2c(\eta_s)dN_{\eta_s}$. The almost surely countable set of immigration times is denoted by $D^c$ and $D^c_t := D^c \cap (0, t]$,

- **[discontinuous immigration]** in a Poissonian way an $(\psi^{[n]}, \phi^{[n]})$-MCSBP $X^{d,s}$ is immigrated at $(s, \eta_s)$ with rate $ds \times \int_0^\infty u\ell(\eta_s, du)\mathbb{P}_{u\delta_{\eta_s}}$. The almost surely countable set of immigration times is denoted by $D^d$ and $D^d_t := D^d \cap (0, t]$,

- **[jump immigration]** at each jump time $s$ of $\eta$, an $(\psi^{[n]}, \phi^{[n]})$-MCSBP $X^{j,s}$ is immigrated at $(s, \eta_s)$ with law $\int_0^\infty \nu_{\eta_s-\eta_s}(du)\mathbb{P}_{u\pi_{\eta_s}}$, where, for $i, j$ in the range of $\eta$,

\[ \nu_{i,j}(du) = \frac{I\Lambda^{[n]}(i,j) + \beta(i)d(i)\pi_{i}(j)}{[\Delta - K + I\Lambda^{[n]}(i,j)]} \delta_0(du) + \frac{\pi_{i}(j)\beta(i)}{[\Delta - K + I\Lambda^{[n]}(i,j)]} u\eta(i, du). \]

$D^j$ denotes the set of jump times of $\eta$ and we denote by $D^j_t$ the jump times before $t$.

Given $\eta$, all the processes are independent. We remark that we suppressed the dependence on $n$ of the processes $X'$, $X^{c,s}$, $X^{d,s}$, $X^{j,s}$ and $\Gamma$ in order to have a nice notation.

Observe that the processes $X^{c}$, $X^{d}$ and $X^{j}$ are initially zero valued, therefore, if $\Gamma_0 = \mu$ then $X'_0 = \mu$. Moreover $(\eta, \mathbb{P}_\mu)$ is equal in distribution to $(\eta, \mathbb{P}_x^{x \mu})$. The following result corresponds to a classical spine decomposition, albeit now for the setting of an $(\psi^{[n]}, \phi^{[n]})$-MCSBP. Note, we henceforth refer to the process $\eta$ as the spine.

**Remark 3.** The inclusion of the immigration process indexed by $j$ appears to be a new feature not seen before in previous spine decompositions and is a consequence of non-local branching. Simultaneously to our work, we learnt that a similar phenomenon has been observed by Chen, Ren and Song [5].

**Theorem 5** (Spine decomposition). Suppose that $\mu$ as a finite measure with support in $[n]$. Then $(\Gamma, \mathbb{P}_\mu)$ is equal in law to $(X^{[n]}, \mathbb{P}_\mu)$.

**Proof.** The proof is designed in two steps. First we show that $\Gamma$ is a Markov process. Secondly we show that $\Lambda$ has the same semigroup as $X^{[n]}$. In fact the latter follows immediately from Theorem 4 and hence we focus our attention on the first part of the proof. Observe that
\((\Gamma_t, \eta_t), P_\mu)\) is a Markov process. By the same argument that appeared in Theorem 5.2 in [25], if we prove
\[
E_\mu[\eta_t = i \mid \Gamma_t] = \frac{x(i)\Gamma_t(i)}{\langle \bar{x}, \Gamma_t \rangle}, \quad i \leq n,
\] (25)
then, \((\Gamma_t, P_\mu)\) is a Markov process. By conditioning on \(\eta\), using the definition of \(\Gamma\), the equation [22] and the fact that \((\Gamma_t, P_\mu)\) is equal in law to \((X_t, \tilde{P}_\mu)\), for each \(t\), we obtain
\[
E_\mu[e^{-\langle f, \Gamma_t \rangle} g(\eta_t)] = E_\mu\left[ e^{-\langle f, \Gamma_t \rangle} \frac{\langle \bar{x} \circ \tilde{g}, \Gamma_t \rangle}{\langle x, \Gamma_t \rangle} \right], \quad \text{for all } f, g \text{ measurables}.
\]

The definition of conditional expectation implies (25).

\[\square\]

6 Martingale convergence

An important consequence of the spine decomposition in Theorem 5 is that we can establish an absolute continuity between the measures \(P_\mu\) and \(\tilde{P}_\mu\).

**Theorem 6.** Fix \(n \in \mathbb{N}\) and \(\mu \in \mathcal{M}(\mathbb{N})\) such that \(\sup\{k : \mu(k) > 0\} \leq n\). The martingale \(Y_t^{[n]}\) converges almost surely and in \(L^1(P_\mu)\) if and only if \(\Lambda^{[n]} < 0\) and that
\[
\sum_{i \in [n]} \int_1^\infty (x \log x)\ell_i(i, dx) + \sum_{i \in [n]} \int_1^\infty (x \log x)n_i(i, dx) < \infty, \quad (26)
\]

Moreover, when these conditions fail, \(P_\mu(\lim_{t \to \infty} Y_t^{[n]} = 0) = 1\).

**Proof.** We follow a well established line of reasoning. Firstly we establish sufficient conditions. We know that \(1/Y_t^{[n]}\) is a positive \(\tilde{P}_\mu^{[n]}\)-supermartingale and hence \(\lim_{t \to \infty} Y_t^{[n]}\) exists \(\tilde{P}_\mu^{[n]}\)-almost surely. The statement of the theorem follows as soon as we can prove that \(\tilde{P}_\mu^{[n]}(\lim_{t \to \infty} Y_t^{[n]} < \infty) = 1\).

To this end, consider the spine decomposition in Theorem 5. Suppose, given the trajectory of the spine \(\eta\), that we write \((s, \Delta^d_s, \Delta^1_s)\), \(s \geq 0\), for the process of immigrated mass along the spine, so that \((s, \Delta^d_s)\) has intensity \(\int u \ell_s(\eta_s, du)\) and, at \(s\) such that \(\eta_s = \eta_s\), \(\Delta^1_s\) is distributed according to \(\nu_{\eta_s-\eta}\). Let \(\mathcal{S} = \sigma(\eta, (s, \Delta^d_s, \Delta^1_s), s \geq 0)\) be the sigma algebra which informs the location of the spine and the volume of mass issued at each immigration time along the spine and write
\[
Z_t^{[n]} = e^{\Lambda^{[n]} t \langle \bar{x}, \Gamma_t \rangle} \langle x, \mu \rangle.
\]

Our objective now is to use Fatou’s Lemma and show that
\[
E_\mu[\lim_{t \to \infty} Z_t^{[n]} | \mathcal{S}] \leq \liminf_{t \to \infty} E_\mu[Z_t^{[n]} | \mathcal{S}] < \infty.
\]

Given that \((\Gamma, P_\mu)\) is equal in law to \((X^{[n]}: \tilde{P}_\mu)\), this ensures that \(\tilde{P}_\mu^{[n]}(\lim_{t \to \infty} Y_t^{[n]} < \infty) = 1\), thereby completing the proof.
It therefore remains to show that \(\liminf_{t \to \infty} E_\mu[Z_t^{[n]}|\mathcal{S}] < \infty\). Taking advantage of the spine decomposition, we have, with the help of (21) and the fact that \(E_\mu[Y_t^{[n]}] = 1\), for \(t \geq 0\) and \(\mu\) such \(\mu \in \mathcal{M}(\mathbb{N})\) such that \(\sup\{k : \mu(k) > 0\} \leq n\),

\[
\liminf_{t \to \infty} E_\mu[Z_t^{[n]}|\mathcal{S}] = \langle x, \mu \rangle + \int_0^\infty 2c(\eta_s) e^{A_s[n]} x_{\eta_s} \langle x, \mu \rangle \, ds
+ \sum_{s>0} e^{A_s[n]} \Delta_s^d x_{\eta_s} \langle x, \mu \rangle + \sum_{s>0} e^{A_s[n]} \Delta_s^i \langle x, \pi_{\eta_s-} \rangle \langle x, \mu \rangle.
\]

Recalling that \(A_s^n < 0\) and that \(\eta\) lives on \([n]\), the first integral on the right-hand side above can be bounded above by a constant. The two sums on the right-hand side above can be dealt with almost identically.

It suffices to check that

\[
\sum_{s>0} e^{A_s[n]} 1_{(\Delta_s^d < 1)} \Delta_s^d + \sum_{s>0} e^{A_s[n]} 1_{(\Delta_s^i < 1)} \Delta_s^i
+ \sum_{s>0} e^{A_s[n]} 1_{(\Delta_s^d \geq 1)} \Delta_s^d + \sum_{s>0} e^{A_s[n]} 1_{(\Delta_s^i \geq 1)} \Delta_s^i < \infty.
\] (27)

We first note that

\[
E_\mu \left[ \sum_{s>0} e^{A_s[n]} 1_{(\Delta_s^d < 1)} \Delta_s^d + \sum_{s>0} e^{A_s[n]} 1_{(\Delta_s^i < 1)} \Delta_s^i \right]
= E_\mu \left[ \int_0^\infty e^{A_s[n]} \int_{(0,1)} u^2 \ell(\eta_s, du) \, ds \right]
+ E_\mu \left[ \int_0^\infty e^{A_s[n]} \int_{(0,1)} u^2 L_s^{[n]}(\eta_s, u) \, ds \right]
\leq \int_0^\infty e^{A_s[n]} ds \left\{ \sup_{i \in [n]} \int_{(0,1)} u^2 \ell(i, du) ds + \sup_{i,j \in [n]} \pi_s^x(j) \int_{(0,1)} u^2 n(i, du) ds \right\} < \infty.
\]

Next, note that the condition (26) ensures that, \(P_\mu\) almost surely,

\[
\limsup_{s \to \infty} s^{-1} 1_{(\Delta_s^d \geq 1)} \log \Delta_s^d + \limsup_{s \to \infty} s^{-1} 1_{(\Delta_s^i \geq 1)} \log \Delta_s^i = 0,
\]

so that both sequences \(\Delta_s^d\) and \(\Delta_s^i\) in the last two sums of (27) grow subexponentially. (Note that both of the aforesaid sequences are indexed by a discrete set of times when we insist \(\{\Delta_s^d \geq 1\}\).) Hence the second term in (27) converges.

To establish necessary conditions, let us suppose that \(\tau\) is the set of times at which the mass \((s, \Delta_s^d, \Delta_s^i), s \geq 0\), immigrates along the spine. We note that for \(t \in \tau\),

\[
Z_t^{[n]} = e^{A_t[n]} \Delta_t^d x_{\pi_t-} \langle x, \mu \rangle + e^{A_t[n]} \Delta_t^i \langle x, \pi_{\pi_t-} \rangle \langle x, \mu \rangle.
\] (28)

If \(A_s^n > 0\) and (26) holds then

\[
\tilde{P}_\mu(\limsup_{t \to \infty} Y_t^{[n]} = \infty) = P_\mu(\limsup_{t \to \infty} Z_t^{[n]} = \infty) = 1
\]

(29)
on account of the term $e^{\Lambda[n] t}$; the remaining terms on the right-hand side of (28) grow subexponentially. If $\Lambda[n] = 0$ and (26) holds then, although there is subexponential growth of $(\Delta^i, \Delta^d)$, $t \geq 0$,

$$\limsup_{t \to \infty} 1_{(\Delta^d \geq 1)} \Delta^d_s + \limsup_{s \to \infty} 1_{(\Delta^d \geq 1)} \Delta^j_s = \infty$$

nonetheless. This again informs us that (29) holds. Finally if $\Lambda[n] < 0$ but (26) fails, then there exists an $i \in [n]$ such that $\int_1^{\infty} (x \log x) \ell(i, dx) = \infty$ or $\int_1^{\infty} (x \log x)n(i, dx) = \infty$. Suppose it is the latter. Recalling that $\eta$ is ergodic, another straightforward Borel-Cantelli Lemma tells us that

$$\limsup_{s \to \infty} s^{-1} 1_{(\eta_s = i, \Delta^d_s \geq 1)} \log \Delta^j_s > c,$$

for all $c > 0$, which implies superexponential growth. In turn, (29) holds. The proof of the theorem is now complete as soon as we recall that (29) implies that $\mathbb{P}_\mu$ and $\tilde{\mathbb{P}}_\mu$ are singular and hence $\tilde{\mathbb{P}}_\mu(\lim_{t \to \infty} Y_t^n = 0) = 1$.

7 Local and global extinction

Lemma 5. For any finite $A \subset \mathbb{N}$ and any $\mu$,

$$\mathbb{P}_\mu \left( \limsup_{t \to \infty} \langle 1_A, X_t \rangle \in \{0, \infty\} \right) = 1.$$

Proof. It is enough to prove the lemma for $A = \{i\}$. The branching property implies that $X_1(i)$ is an infinitely divisible random variable and consequently, its distribution has unbounded support on $\mathbb{R}_+$, (see Chapter 2 in Sato [30]). Therefore, for all $\epsilon > 0$,

$$\mathbb{P}_{\epsilon \delta}(X_1(i) > K) > 0. \tag{30}$$

Let us denote by $\Omega_0$ the event $\limsup_{t \to \infty} X_t(i) > 0$ and, for each $\epsilon > 0$, denote by $\Omega_{\epsilon}$ the event $\limsup_{t \to \infty} X_t(i) > \epsilon$. Define the sequence of stopping times as follows. On $\Omega_\epsilon$, let $T_0 = \inf\{t > 0 : X_t(i) \geq \epsilon\}$ and $T_{n+1} = \inf\{t > T_n + 1 : X_t(i) \geq \epsilon\}$ and for $\Omega_\epsilon^c$ let $T_n = n$. Then, the $T_n$’s are finite stopping times on $\Omega_\epsilon$. Fix $K > 0$ and let $A_n = \Omega_\epsilon \cap \{X_{T_{n+1}}(i) > K\}$ and $\Omega^1 = \{\omega : \omega \in A_n \text{ i.o.}\}$. Thus by (30) and the strong Markov property,

$$\sum_{n=1}^{\infty} \mathbb{P}_\mu(A_n \mid X_{T_1}, \cdots, X_{T_n}) = \infty \quad \mathbb{P}_\mu\text{-a.s. on } \Omega_\epsilon.$$

By the extended Borel-Cantelli lemma [see Corollary 5.29 in [4]], $\mathbb{P}_\mu\text{-a.s. } \Omega_\epsilon \subset \Omega^1$. Observe that $\Omega_\epsilon \uparrow \Omega_0$ as $\epsilon \downarrow 0$. Therefore, for $K$ arbitrary large, $\limsup_{t \to \infty} X_t(i) \geq K$, $\mathbb{P}_\mu\text{-a.s. on } \Omega_0$, and the claim is true. \qed

Recall that we say that $X$ under $\mathbb{P}_\mu$ exhibits local extinction for the finite set $A \subset \mathbb{N}$ if

$$\mathbb{P}_\mu \left( \lim_{t \to \infty} \langle 1_A, X_t \rangle = 0 \right) = 1.$$
Proof of Theorem 2. (i) Let \( 0 \leq \Lambda \). By Propositions 1 and 2, there exists \( x \) a positive right subinvariant \( \Lambda \)-vector. Proposition 3 yields that \( W_t = e^{\Lambda t} \langle x, X_t \rangle \) is a non-negative supermartingale. By Doob’s convergence theorem, there is a non-negative finite random variable \( W \) such that a.s.

\[ W_t \longrightarrow W \quad \text{as} \quad t \to \infty. \]

When \( \Lambda > 0 \), since \( e^{\Lambda t} \to \infty \) as \( t \to \infty \), and \( x(i) > 0 \) for any \( i \in \mathbb{N} \), we have that \( \mathbb{P}_{\mu}-\text{a.s.} \lim_{t \to \infty} X_t(i) = 0 \), and hence, \( \mathbb{P}_{\mu}-\text{a.s.}, \lim_{t \to \infty} \langle 1_A, X_t \rangle = 0 \). When \( \Lambda = 0 \), Lemma 5 yields the claim.

(ii) Now suppose that \( \Lambda < 0 \), using Lemma 4 there exits \( n \geq i \) such that \( \Lambda[n] < 0 \). Next, consider the conclusion of Theorem 5. Let \( 1 \) be \( n \)-dimensional vector whose entries are all 1 and let 0 be similarly defined. Note that \( \tilde{\mu}[n] \) and hence, together with irreducibility of \( \pi|_n \), it follows that \( (\eta, \mathbb{P}^x) \) is ergodic. As a consequence, of the spine decomposition (24), we now see that, \( \tilde{\mu}[n] \)-almost surely, mass is deposited by \( \eta \) infinitely often in state \( i \). Thanks to the assumption (6) and Theorem 6, we have that \( \tilde{\mu}[n] \ll \mathbb{P}_{\mu} \) and hence there is no local extinction.

Next, recall that for a finite set of types \( A \subset \mathbb{N} \)

\[ v_A(i) = -\log \mathbb{P}_{\delta_i}(\mathcal{L}_A). \]

It is a trivial consequence of the fact that \( \mathcal{E} \subseteq \mathcal{L}_A \) that \( v_A(i) \leq w(i) \), \( i \in \mathbb{N} \). By independence, it follows that, for all finite \( \mu \in \mathcal{M}(\mathbb{N}) \),

\[ \mathbb{P}_{\mu}(\mathcal{L}_A) = \exp \{ -\langle v_A, \mu \rangle \}, \quad t \geq 0. \]

By conditioning the event \( \mathcal{L}_A \) on \( \mathcal{F}_t \), we obtain that for all \( t \geq 0 \),

\[ \mathbb{E}_{\mu}(e^{-\langle v_A, X_t \rangle}) = \exp \{ -\langle v_A, \mu \rangle \}. \quad (31) \]

Now recalling (4), \( v_A \) must satisfy the semigroup evolution, see

\[ \psi(i, v_A(i)) + \phi(i, v_A) = 0. \]

Formally speaking, to pursue the reasoning, we need \( v_A \) to be a bounded vector, but this is not necessarily the case. To get round this problem, we can define \( v^K_A(i) = K \wedge v_A(i) \), \( i \in \mathbb{N} \), and observe by monotonicity and continuity that \( V_t v^K_A(i) \uparrow v_A(i) \), \( i \in \mathbb{N}, t \geq 0 \), as \( K \uparrow \infty \). When seen in the context of (4) (also using continuity and monotonicity), the desired reasoning can be applied.

Proof of Lemma 1. The proof that \( w \) solves (5) is the same as the proof of (31). \( \square \)

8 Examples

This section is devoted to some examples, where we find explicitly the global and local extinction probabilities. First we start with a remark of Kingman (see [23]).
Proposition 4. Let $P_{ij}(t)$ be the transition probabilities of an irreducible continuous-time Markov chain on the countable state space $E$. Then there exists $\kappa \geq 0$ such that for each $i, j \in E$,

$$t^{-1} \log(P_{ij}(t)) \to -\kappa.$$ 

Moreover, for each $i \in E$ and $t > 0$

$$P_{ii}(t) \leq e^{-\kappa t}$$

and there exist finite constants $K_{ij}$ such that

$$P_{ij}(t) \leq K_{ij}e^{-\kappa t}, \quad \text{for all } i, j \in E, \quad t > 0.$$ 

If $Q = (q_{ij})$ is the associated $Q$-matrix, then

$$\kappa \leq -\sup\{q_{ii} : i \in E\}.$$ 

Observe that if the Markov chain is recurrent then $\kappa = 0$. When it is transient, $\kappa$ could be greater than 0. In this case, we will say that the chain is geometrically transient with $\kappa$ its decay parameter. Kingman provided a random walk example where $\kappa > 0$. The example is the following. Let $\xi$ a random walk with $Q$-matrix given by

$$q_{i,i-1} = p, \quad q_{ii} = -1, \quad q_{i,i+1} = q = 1 - p,$$

where $p \in (0, 1)$. Then, $\xi$ is an irreducible process with decay parameter $\kappa = 1 - 2\sqrt{pq}$. In particular, the process is geometrically transient except when $p = 1/2$.

Now, we can provide some examples.

Example 1. If $\psi$, $\beta$, $d$ and $n$ don’t depend on the underlying type, it is easy to show that $(\langle 1, X_t \rangle, t \geq 0)$ is a CSBP with branching mechanism given by

$$\tilde{\psi}(z) = \left(b - \beta d - \beta \int_0^\infty \nu(u)\, du\right) z + cz^2 + \int_0^\infty (e^{-z\lambda} - 1 + z\lambda)(\ell + \beta n)(du), \quad z \geq 0.$$ 

In this case, the global extinction probability is given by

$$P_{\delta_i}(E) = e^{-\tilde{\Phi}(0)},$$

where $\tilde{\Phi}(0) = \sup\{z \leq 0 : \tilde{\psi}(z) = 0\}.$

Define $a = \beta d + \beta \int_0^\infty \nu(u)\, du$, then, our process $X$ has global extinction a.s. if and only if $b - a \geq 0$. On the other hand, let $(\xi, P_i)$ be an irreducible chain with $Q$-matrix given by

$$Q_{ij} = a(\pi_i(j) - \delta_{i=j}).$$

Then, by equation (16), the linear semigroup of $X$ is

$$M_t f(i) = \mathbb{E}_i \left[f(\xi_t) \exp\left\{\int_0^t (a - b)(\xi_s)\, ds\right\}\right].$$
In particular,
\[ H_{ij}(\lambda) = \int_0^\infty e^{(\lambda+a-b)t} P_{ij}(t) dt. \]

If \((\xi, \mathbb{P}_i)\) is geometrically transient, then \(\kappa \in (0, a)\) and \(\lambda < b - a + \kappa\) implies \(H_{ij}(\lambda) < \infty\).

In particular if \(a - \kappa < b\), the spectral radius of \(M\) satisfies \(\Lambda > 0\) and, by Theorem 2, \(X\) presents local extinction a.s.

In summary, if \(a - \kappa < b < a\) then the process presents local extinction a.s. but global extinction with probability less than one.

**Example 2.** Define \(a(i) = \beta(i)d(i) + \beta(i)\int_0^\infty un(i, du)\). Suppose that there exists a constant \(c > 0\) such that \(b(i) - a(i) \geq c > 0\). Let \((\xi, \mathbb{P}_i)\) the associated irreducible chain in Lemma 3.

Let \(0 \leq \lambda < c\). By equation (16) we have
\[ H_{ij}(\lambda) = \int_0^\infty e^{\lambda t} \mathbb{E}_i \left[ \delta_j(\xi_t) \exp \left\{ \int_0^t (a - b)(\xi_s) ds \right\} \exp \left\{ \sum_{s \leq t} F(\xi_{s-}, \xi_s, t-s) \right\} \right] dt \leq \int_0^\infty e^{(\lambda-c)t} dt < \infty. \]

Then, \(\Lambda > 0\) and the process presents local extinction a.s.

**Example 3.** Suppose now that there exists a constant \(c > 0\) such that \(b(i) - a(i) \leq -c < 0\) and \((\xi, \mathbb{P}_i)\) is a recurrent Markov chain. Then, for \(-c < \lambda < 0\),
\[ H_{ij}(\lambda) = \int_0^\infty e^{\lambda t} \mathbb{E}_i \left[ \delta_j(\xi_t) \exp \left\{ \int_0^t (a - b)(\xi_s) ds \right\} \right] dt \geq \int_0^\infty P_{ij}(t) dt = \infty. \]

It follows that \(\Lambda < 0\). If
\[ \sup_{i \in \mathbb{N}} \int_1^\infty (x \log x) \ell(i, dx) + \sup_{i \in \mathbb{N}} \int_1^\infty (x \log x) n(i, dx) < \infty, \]
then the process presents local extinction in each bounded subset of \(\mathbb{N}\) with probability less than one.

# Appendix

We provide here a technical lemma pertaining to an extended version of the Feynman-Kac formula that is used in the main body of the text. Note that similar formulae have previously appeared in the literature e.g. in the work of Chen and Song [6].

**Lemma 6.** Let \((\xi_t, \mathbb{P})\) be a Markov chain on a finite state space \(E\) with \(Q\) matrix \(Q = (q_{ij})_{i,j \in E}\). Let \(v : E \times \mathbb{R}_+ \to \mathbb{R}\) be a measurable function and \(F : E \times E \times \mathbb{R}_+ \to \mathbb{R}\) be a Borel function vanishing on the diagonal of \(E\). For \(i \in E\) and \(t \geq 0\) and \(f : E \to \mathbb{R}\), define
\[ h(i, t) := \mathcal{T}_t[f](i) = \mathbb{E}_i \left[ f(\xi_t) \exp \left\{ \int_0^t v(\xi_s, t-s) ds \right\} \exp \left\{ \sum_{s \leq t} F(\xi_{s-}, \xi_s, t-s) \right\} \right]. \]
Then $\mathcal{T}_t$ is a semigroup and for each $(i, t) \in E \times \mathbb{R}_+$, $h$ satisfies

$$h(i, t) = \mathbb{E}_i [f(\xi_t)] + \mathbb{E}_i \left[ \int_0^t h(\xi_s, t-s)v(\xi_s, t-s)ds \right] + \mathbb{E}_i \left[ \int_0^t \sum_{j \in E} h(j, t-s)\left(e^{F(\xi_{s,t}-s)} - 1\right)q_{\xi_s,j}ds \right]. \tag{32}$$

Moreover, if $v$ and $F$ do not depend on $t$, the semigroup has infinitesimal generator matrix $P$ given by,

$$p_{ij} = q_{ij}e^{F(i,j)} + v(i)1_{\{i=j\}}. \tag{33}$$

Proof. The Markov property implies the semigroup property. For each $0 \leq s \leq t$ define

$$A_{s,t} := \int_s^t v(\xi_r, t-r)dr \sum_{s<r \leq t} F(\xi_{r-}, \xi_r, t-r).$$

Then,

$$e^{A_{0,t}} - e^{A_{s,t}} = \int_0^t v(\xi_t, t-s)e^{A_{s,t}}ds + \sum_{s \leq t} e^{A_{s-t}(e^{F(\xi_{s-t})} - 1)}.$$

This implies,

$$h(i, t) = \mathbb{E}_i [f(\xi_t)] + \mathbb{E}_i \left[ \int_0^t f(\xi_t)v(\xi_s, t-s)e^{A_{s,t}}ds \right] + \mathbb{E}_i \left[ \sum_{s \leq t} f(\xi_t)e^{A_{s-t}(e^{F(\xi_{s-t})} - 1)} \right].$$

By the Markov property

$$h(i, t) = \mathbb{E}_i [f(\xi_t)] + \mathbb{E}_i \left[ \int_0^t v(\xi_t, t-s)h(\xi_s, t-s)ds \right] + \mathbb{E}_i \left[ \sum_{s \leq t} h(\xi_s, t-s)(e^{F(\xi_{s-t})} - 1) \right].$$

The Lévy formula says that for any nonnegative Borel function $G$ on $E \times E \times \mathbb{R}_+$ vanishing on the diagonal and any $i \in E$,

$$\mathbb{E}_i \left[ \sum_{s \leq t} G(\xi_{s-}, \xi_s, s) \right] = \mathbb{E}_i \left[ \int_0^t \sum_{y \in E} G(\xi_s, y, s)q_{\xi_s,y}ds \right].$$

Therefore, $h$ satisfies (32). Using this expression, we can obtain the infinitesimal matrix.
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