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Identifying and characterising the different structural length scales in liquids and glasses: an experimental approach

Philip S. Salmon* and Anita Zeidler*

The structure of several network-forming liquids and glasses is considered, where a focus is placed on the detailed information that is made available by using the method of neutron diffraction with isotope substitution (NDIS). In the case of binary network glass-forming materials with the \( \text{MX}_2 \) stoichiometry (e.g. \( \text{GeO}_2 \), \( \text{GeSe}_2 \), \( \text{ZnCl}_2 \)), two different length scales at distances greater than the nearest-neighbour distance manifest themselves by peaks in the measured diffraction patterns. The network properties are influenced by a competition between the ordering on these “intermediate” and “extended” length scales, which can be manipulated by changing the chemical identity of the atomic constituents or by varying state parameters such as the temperature and pressure. The extended-range ordering, which describes the decay of the pair-correlation functions at large-\( r \), can be represented by making a pole analysis of the Ornstein–Zernike equations, an approach that can also be used to describe the large-\( r \) behaviour of the pair-correlation functions for liquid and amorphous metals where packing constraints are important. The first applications are then described of the NDIS method to measure the detailed structure of aerodynamically-levitated laser-heated droplets of “fragile” glass-forming liquid oxides (\( \text{CaAl}_2 \text{O}_4 \) and \( \text{CaSiO}_3 \)) at high-temperatures (\( \sim 2000 \text{ K} \)) and the structure of a “strong” network-forming glass (\( \text{GeO}_2 \)) under pressures ranging from ambient to \( \sim 8 \text{ GPa} \). The high-temperature experiments show structural changes on multiple length scales when the oxides are vitrified. The high-pressure experiment offers insight into the density-driven mechanisms of network collapse in \( \text{GeO}_2 \) glass, and parallels are drawn with the high-pressure behaviour of silica glass. Finally, the hydrogen-bonded network of water is considered, where the first application of the method of oxygen NDIS is used to measure the structures of light versus heavy water and a difference of \( \sim 0.5\% \) is found between the O–D and O–H intra-molecular bond lengths. The experimental data are best matched by using path integral molecular dynamics simulations with a flexible anharmonic water model, and the results support a competing quantum effects model for water in which its structural and dynamical properties are governed by an offset between intra-molecular and inter-molecular quantum contributions.

1 Introduction

Disordered networks are at the heart of many materials of significant scientific and technological importance, ranging from the glasses used for optical fibres and lasers,\(^1\) to water in chemical processes and biological systems.\(^2\) It is important to know the structure of these materials in order to understand the physical properties of different network types. It is also necessary to know the structure in a first step to manipulating or designing networks in order to make new materials with the required physical and chemical properties as achieved, for example, by the incorporation of additional chemical species or by processing under high-temperature and/or high-pressure conditions.\(^3\) The required information is, however, notoriously difficult to access owing to the inherent nature of structural disorder. For instance, an absence of the long-ranged translational periodicity associated with a crystalline phase allows for enhanced flexibility in the bond angles when linking basic structural motifs such as the \( \text{SiO}_4 \) tetrahedra in liquid and glassy silicates.

Unravelling the complexity of structurally disordered materials is therefore a challenging problem, and requires a multi-disciplinary approach involving experiment, theory and simulation. From the experimental standpoint, there are several diffraction and spectroscopic techniques for deducing the identity of the local structural motifs,\(^2,6\) but it is much more difficult to discern the nature of the ordering at distances...
greater than the nearest-neighbour distance. For example, in a neutron or X-ray diffraction experiment on a binary system, the intensity measured as a function of the magnitude of the scattering vector \( k \) is represented by three overlapping partial structure factors \( S_{ab}(k) \), which describe the pair-correlations between atoms of chemical species \( a \) and \( b \). This overlap extends to the corresponding real-space partial pair-distribution functions \( g_{ab}(r) \), and makes it desirable to devise experiments in order to separate the individual \( S_{ab}(k) \) functions. Fortunately this is possible because each \( S_{ab}(k) \) function receives a probe-dependent weighting factor that can be varied, for example, by changing the incident X-ray energy near the absorption edge of an element in an anomalous X-ray scattering (AXS) experiment\(^{10}\) or by substituting the isotope of a given chemical species in a neutron diffraction with isotope substitution (NDIS) experiment.\(^{11}\)

Information at the partial structure factor level can therefore be obtained by using AXS,\(^{12,13}\) by mixing the results obtained from X-ray and neutron diffraction experiments,\(^{14-16}\) or by using the NDIS method.\(^{17}\)

In the following, the focus is on the contribution that NDIS can play in providing information at the partial structure factor level for liquids and glasses. In particular, by matching carefully designed experiments to suitable instrumentation, it is possible to measure accurate diffraction patterns and hence target specific features in the structure of a system. Recent work includes the development of suitable protocols to measure (i) the structure of single droplets of liquid oxides at high-temperatures (\( \sim 2000 \text{ K} \)) by using the containerless aerodynamic-levitation with laser-heating method,\(^{18,19}\) (ii) the structure of glass at high-pressures in the range from ambient to \( \sim 8 \text{ GPa} \) by employing a Paris-Edinburgh press,\(^{20}\) and (iii) the structure of light \textit{versus} heavy water by using the method of oxygen NDIS where there is a small contrast between the measured diffraction patterns for different isotopically enriched samples.\(^{21-23}\)

The aim of all of these NDIS experiments is to provide benchmark results to test whether the various theoretical schemes, which need to be employed in the development of accurate predictive models for different classes of materials, contain the right ingredients. For example, how best can transferrable potentials be constructed for use in classical molecular dynamics simulations,\(^{24-28}\) and what is the best density functional to use for a given system in first-principles molecular dynamics simulations?\(^{29}\) Unlike other atomistic modelling methods such as reverse Monte Carlo (RMC)\(^{30,31}\) and Empirical Potential Structure Refinement (EPSR),\(^{32,33}\) which use diffraction data to make a three-dimensional structural model, molecular dynamics simulations can explore the dynamical properties of a system and, provided they are suitably constructed, they can be used to predict \( e.g. \) the properties of materials under state conditions that extend beyond those for which diffraction data are available. The question as how best to prepare accurate molecular dynamics models of glasses given the use of fast simulated quench-rates is an ongoing source of debate.\(^{29,34-36}\)

The manuscript is organized as follows. The essential theory for understanding the diffraction results is given in Section 2 and several different classes of system are then discussed. In Section 3, binary network glass-forming materials such as GeO\(_2\), GeSe\(_2\) and ZnCl\(_2\) are considered where the full set of partial structure factors are now available from NDIS experiments. Two different length scales are found at distances larger than the nearest-neighbour distance and manifest themselves by peaks in the measured diffraction patterns. The so-called first sharp diffraction peak at a scattering vector \( k_{\text{FSDP}} \simeq 1-1.5 \text{ Å}^{-1} \) is associated with ordering on an intermediate range while the principal peak at \( k_{\text{pp}} \simeq 2.0-2.7 \text{ Å}^{-1} \) is associated with ordering on an extended range, which can persist to nanometer distances in real-space. The results show that a competition between the ordering on these length scales influences the
relative “fragility” of these network glass-forming materials. In Section 4, the structure of liquid and amorphous metals is then considered where packing constraints are important and where the principal peak is an important feature in the measured diffraction patterns. The extended-range ordering, which describes the decay of the measured pair-correlation functions at large-\(r\), can be represented for both network glass-forming and densely-packed metallic systems by making a pole analysis of the Ornstein–Zernike equations.\(^{38-40}\) In Section 5, the structure of fragile glass-forming liquid oxides is different chemical species, while individual nuclei and from inelastic scattering. In eqn (2), \(P(k)\) is written in terms of the differential scattering cross-section \(^{17}\) defined by

\[
\frac{d\sigma}{d\Omega} = F(k) + P(k)
\]

(1)

where the total structure factor, which contains information on the relative positions of pairs of distinct nuclei, is defined by

\[
F(k) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta S_{\alpha\beta}(k) - 1
\]

(2)

and \(P(k)\) contains contributions from the self-scattering by individual nuclei and from inelastic scattering. In eqn (2), \(\alpha\) and \(\beta\) denote the chemical species, \(n\) is the number of chemical species, \(c_\alpha\) and \(b_\beta\) represent the atomic fraction and bound coherent neutron scattering length of chemical species \(\alpha\), respectively. \(S_{\alpha\beta}(k)\) is a so-called Faber–Ziman\(^{41}\) partial structure factor which is related to the partial pair-distribution function \(g_{\alpha\beta}(r)\) by the Fourier transform relation

\[
g_{\alpha\beta}(r) - 1 = \frac{1}{2\pi^2 r^2} \int_0^\infty dk k^2 S_{\alpha\beta}(k) \sin(kr)
\]

(3)

where \(\rho\) is the atomic number density and \(r\) is a distance in real space. The mean coordination number of atoms of type \(\beta\), contained in a volume defined by two concentric spheres of radii \(r_i\) and \(r_f\) centred on an atom of type \(\alpha\), is given by

\[
N_{\alpha\beta} = \frac{4\pi \rho c_\alpha b_\alpha}{r_f^3} \int_{r_i}^{r_f} dr r^2 g_{\alpha\beta}(r).
\]

(4)

The real-space information corresponding to \(F(k)\) is provided by the total pair-distribution function \(G(r)\) which is obtained from the Fourier transform relation

\[
G(r) = \frac{1}{2\pi^2 \rho r F_{\alpha\alpha}(r) = \frac{1}{2\pi^2 \rho r^2} \int_0^\infty dk F(k) M(k) \sin(kr)
\]

(5)

where \(M(k)\) is a modification function which is introduced because a diffractometer can measure over only a finite \(k\) range up to a maximum value \(k_{\text{max}}\). Provided that sufficiently small \(k\)-values can be accessed, \(M(k) = 1\) for \(k \leq k_{\text{max}}\) and \(M(k) = 0\) for \(k > k_{\text{max}}\). However, to give smoother \(r\)-space functions, other expressions are used such as the Lorch\(^{42}\) modification function where \(M(k) = \sin(\pi k/k_{\text{max}})/[\pi k/k_{\text{max}}]\) for \(k \leq k_{\text{max}}\) and \(M(k) = 0\) for \(k > k_{\text{max}}\).\(^{41}\) To facilitate a comparison between experimental and molecular dynamics results, the reciprocal-space functions constructed from simulations are often Fourier transformed according to eqn (5) with \(k_{\text{max}}\) set at the experimental value. If \(k_{\text{max}}\) is sufficiently large that \(F(k)\) no longer shows structure at high \(k\), then \(G(r)\) is given by

\[
G(r) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [g_{\alpha\beta}(r) - 1].
\]

(6)

For \(r\)-values smaller than the distance of closest approach between the centers of two atoms it follows from the definition of the partial pair-distribution functions that \(g_{\alpha\beta}(r) = g_{\alpha\beta}(r \to 0) = 0\) such that \(G(r) = G(r \to 0) = -\langle b \rangle^2\) where \(\langle b \rangle = \sum_{\alpha=1}^{n} c_\alpha b_\alpha\) is the mean scattering length.

For a binary system comprising two chemical species denoted by \(M\) and \(X\), it is also instructive to re-write the total structure factor of eqn (2) in terms of the Bhatia–Thornton\(^{44}\) number–number, concentration–concentration and number–number partial structure factors, denoted by \(S_{NN}(k)\), \(S_{CC}(k)\) and \(S_{NC}(k)\) respectively, where

\[
f(k) = \langle b \rangle^2 S_{NN}(k) + \langle b_M - b_X \rangle^2 S_{CC}(k)
\]

\[
+ 2\langle b \rangle (b_M - b_X) S_{NC}(k) - c_M b_M^2 + c_X b_X^2.
\]

(7)

These partial structure factors \(S_{ij}(k)\) (\(I, J = N, C\)) separate those correlations that give rise to the global non-crystalline structure \(S_{NN}(k)\) from those that describe the chemical ordering \(S_{CC}(k)\),\(^{15}\) and their values in the \(k \to 0\) limit are readily linked to the thermodynamic properties of a binary system.\(^{41}\) The Bhatia–Thornton and Faber–Ziman partial structure factors are related by the expressions

\[
S_{NN}(k) = c_M^2 S_{MM}(k) + c_X^2 S_{XX}(k) + 2c_M c_X S_{MX}(k)
\]

(8)

\(^{†}\) The mathematical validity of the Lorch function has been called into question by Soper and Barney.\(^{41}\) However, a rigorous derivation, which also gives an analytical expression for the real-space manifestation of this function, is given in ref. 40.

\(^{‡}\) The Bhatia–Thornton formalism can be generalised to systems containing more than two chemical species.\(^{46-49}\)
The Fourier transform of \( S_{\text{NN}}(k) \) directly and its Fourier transform, \( g_{\text{CC}}(r) \), describes the chemical ordering of the \( M \) and \( X \) atomic species.\( ^8 \) The partial pair-distribution function \( g_{\text{CC}}(r) \) will show a positive or negative peak at a given distance when there is a preference for like or unlike neighbours, respectively. The Fourier transform of \( S_{\text{NC}}(k) \), namely the partial pair-distribution function \( g_{\text{NC}}(r) \), describes the correlation between the sites described by \( g_{\text{NN}}(r) \) and their occupancy by a given chemical species.

In the case of an X-ray diffraction experiment, eqn (2) remains valid provided the scattering lengths \( b_a \) are replaced by the \( k \)-dependent atomic form factors with dispersion terms \( f_a(k) \). In order to compensate for this \( k \) dependence, the total structure factor is often rewritten as

\[
S(k) = \frac{f(k)}{|f(k)|^2}
\]

(11)

where \( f(k) = \sum_{a=1}^{n} c_a f_a(k) \). From eqn (7), it follows that if \( f_a(k) = f_a(k) (or b_M = b_X) \) then \( S(k) \approx S_{\text{NN}}(k) \) i.e. if both chemical species have the same coherent scattering cross-sections then the incident X-rays (or neutrons) will observe the material to be a one component system. The notation \( S_X(k) \) and \( S_N(k) \) will be used in order to distinguish between the total structure factors measured by X-ray and neutron diffraction, respectively, and a similar notation will be used to distinguish between their corresponding total pair-distribution functions \( G_{\text{X}}(r) \) and \( G_{\text{N}}(r) \). From eqn (6), it follows that in the case of a neutron diffraction experiment

\[
G_k(r) - 1 = G(r)/|b|^2.
\]

(12)

The expression for \( G_k(r) \) is more complicated because the X-ray form factors in eqn (11) are \( k \)-dependent. In cases were a clearly defined peak in \( G_k(r) \) can be assigned to a specific \( f_a(r) \) function, however, the corresponding coordination number can still be found by using eqn (4) after Fourier transforming a suitably weighted \( k \)-space function.\( ^{51} \)

To unravel the complexity of pair-correlation functions associated with the measurement of \( F(k) \) for a liquid or glass, it is necessary to obtain information on the partial structure factors. This can be achieved by using the NDIS method.\( ^{11} \)

where the neutron scattering length of a given chemical species is changed by preparing two or more samples that are identical in every respect, except for the isotopic enrichment of that chemical species. In favourable cases, it is possible to extract the full set of partial structure factors for a binary system directly from the experimental data.\( ^{14,17} \) In other cases, the use of difference function methods leads to an elimination of selected partial structure factors, thus simplifying the complexity of pair-correlation functions associated with \( F(k) \).\( ^{17} \)

As an illustration, if the diffraction patterns for an MX\(_2\) system are measured for \( l \geq 3 \) samples that are identical in every respect, except for the isotopic enrichment of one or more of the chemical species, then the equations for the total structure factors can be written in the form

\[
F = \mathbf{W} \mathbf{S}
\]

(13)

where \( F \) is a column vector for the total structure factors, \( \mathbf{S} \) is a column vector for the partial structure factors, and \( \mathbf{W} \) is a \( l \times 3 \) weighting factor matrix with elements defined by eqn (2) or (7). The full set of partial structure factors can then be found by using the method of singular value decomposition (SVD) where \( \mathbf{S} = \mathbf{W}^{\dagger} \mathbf{F} \) and \( \mathbf{W}^{\dagger} \) is the Moore–Penrose pseudo-inverse of \( \mathbf{W} \), which is equal to the inverse matrix \( \mathbf{W}^{-1} \) when \( l = 3 \).\( ^{52,53} \)

2.2 Instrumentation and data analysis

Several neutron diffractometers have been designed for work on liquid and amorphous materials, including D4c at the Institut Laue-Langevin,\( ^{54} \) SANDALS, GEM and NIMROD at the ISIS pulsed neutron source,\( ^{55–57} \) NOMAD at the Spallation Neutron Source,\( ^{58} \) and NOVA at the Japan Proton Accelerator Research Complex.\( ^{59} \) For NDIS experiments, the diffractometer D4c has a proven track record, combining the necessary attributes of a high detector count-rate over a wide \( k \)-range with a low-background signal, an excellent count-rate stability (±0.01% over three days), and an ability to re-measure to within 0.020(1)% the diffraction pattern for different mountings of the same sample.\( ^{21,54} \) It was therefore the diffractometer of choice for the majority of NDIS experiments reported herein.

The corrections that need to be applied to neutron diffraction data for e.g. container scattering, beam attenuation and multiple scattering are generally straight-forward for experiments made under ambient conditions, although inelasticity corrections are an important exception in cases where the masses of the neutron and scattering nuclei are comparable.\( ^{17} \) It is usual, however, for the corrections to become more difficult for the complex sample environments and scattering geometries encountered in experiments under extreme conditions of high-pressures or high-temperatures.\( ^{31,60–62} \) In general, systematic errors that remain in the corrected diffraction patterns can be reduced by using difference function methods where two or more diffraction patterns are subtracted from one another, a technique that can also be used to cancel the worst effects that arise from the inelastic scattering of neutrons by light nuclei.\( ^{23,53–64} \)

For binary systems, our approach is to solve eqn (13) point-by-point, without an application of the constraints that were

---

\( ^8 \) The neutron scattering lengths for several isotopes take negative values. It is therefore possible in a neutron diffraction experiment to measure \( S_{\text{NC}}(k) \) directly.\( ^{50} \)
used in the first NDIS experiments.\textsuperscript{65} Uncertainties on the partial structure factors that result from uncertainties on the total structure factors and weighting factor matrix can be assessed by using the SVD method.\textsuperscript{54} The efficacy of the results can be assessed by checking, for example, that the partial structure factors satisfy the required sum-rule and inequality relations, and that they take physically meaningful \( k \to 0 \) limiting values.\textsuperscript{11,44} It follows that it should also be possible to construct 3-dimensional models of non-overlapping atoms that are consistent with the measured partial structure factors by using atomistic modelling methods. The merits of this direct approach, in which confidence is assigned to the results obtained from carefully designed experiments, are briefly discussed in Section 3.2 by reference to the case study of liquid and glassy GeSe\(_2\).

3 Network glass-forming materials

3.1 Intermediate versus extended-range ordering

The NDIS method has been used to measure the full set of partial pair-correlation functions for several network glass-forming materials having the MX\(_2\) stoichiometry, namely liquid and glassy GeSe\(_2\),\textsuperscript{66-68} liquid and glassy ZnCl\(_2\),\textsuperscript{53,69,73} and glassy GeO\(_2\).\textsuperscript{70,71} The NDIS method has also been combined with X-ray diffraction to measure the \( S_{ab}(k) \) functions for SiO\(_2\) glass.\textsuperscript{74} In the Angell classification scheme,\textsuperscript{37} GeO\(_2\) and SiO\(_2\) are regarded as “strong” glass forming liquids whereas ZnCl\(_2\) and GeSe\(_2\) have a character that is more intermediate between the “strong” and “fragile” extremes (Fig. 1).\textsuperscript{73}

The measured Faber–Ziman partial structure factors \( S_{ab}(k) \) for liquid GeSe\(_2\) and for the glasses GeSe\(_2\), ZnCl\(_2\) and GeO\(_2\) are illustrated in Fig. 2. These reciprocal space functions show a so-called first sharp diffraction peak (FSDP) at \( k_{\text{FSDP}} \approx 1-1.5 \text{ Å}^{-1} \) together with a principal peak at a larger scattering vector \( k_{\text{PP}} \approx 2.0-2.7 \text{ Å}^{-1} \). The FSDP is associated with intermediate-range order of periodicity given by \( 2\pi/k_{\text{FSDP}} \) with a correlation length given by \( 2\pi/(\Delta k_{\text{FSDP}}) \) where \( \Delta k_{\text{FSDP}} \) is the full-width at half-maximum.\textsuperscript{76-78} The largest contribution to the FSDP arises from M–M correlations, although the M–X and X–X correlations also contribute in the cases of GeO\(_2\) and SiO\(_2\).\textsuperscript{71,74} It is therefore associated with the ordering of M-centred structural units. In comparison, the principal peak is associated with extended-range order having a periodicity of \( 2\pi/k_{\text{PP}} \) with a correlation length given by \( 2\pi/(\Delta k_{\text{PP}}) \) where \( \Delta k_{\text{PP}} \) is the full-width at half-maximum. The extended-range order derives its name from the observation that it usually persists to distances well beyond the domain of the FSDP.\textsuperscript{69,80}

The measured partial pair-distribution functions \( g_{ab}(r) \) for liquid and glassy GeSe\(_2\), glassy ZnCl\(_2\) and glassy GeO\(_2\) are illustrated in Fig. 3. Several of the parameters describing the local structure of these materials and liquid ZnCl\(_2\) are listed in Table 1. In each case, the structure is built predominantly from tetrahedral MX\(_4\) motifs. Corner-sharing tetrahedra predominate
in GeO$_2$ glass, while edge-sharing tetrahedra also appear in ZnCl$_2$ and GeSe$_2$, their numbers being greater for the liquid by comparison with the glass. The appearance of these edge-sharing conformations is consistent with the more fragile characters of ZnCl$_2$ and GeSe$_2$ by comparison with GeO$_2$. Homopolar Ge–Ge and Se–Se bonds are also an important feature in liquid and glassy GeSe$_2$. In the case of the glass, the first three peaks in $g_{\text{GeGe}}(r)$ correspond with increasing $r$ to the Ge–Ge distances in homopolar bonds, edge-sharing tetrahedra and corner-sharing tetrahedra, respectively.

The X-atom packing fraction $\eta_X$, as calculated by assuming spherical X atoms arranged in MX$_4$ tetrahedra, is smaller for GeO$_2$ by comparison with ZnCl$_2$, in keeping with a larger inter-tetrahedral M–X–M bond angle, and in the case of ZnCl$_2$ glass its magnitude is close to the value of $\approx 0.64$ expected for a random close-packing of hard spheres. The high values of $\eta_X$ for liquid and glassy GeSe$_2$ could be attributed to the relative softness of Se atoms, although the presence of non-tetrahedral motifs such as homopolar bonds will lead to smaller calculated $\eta_X$ values.

For MX$_4$ materials, the Bhatia–Thornton pair-correlation functions have proved to be an instructive way of decomposing the structure into its contributions from the topological and chemical ordering. The measured Bhatia–Thornton partial structure factors $S_i(k)$ for liquid and glassy GeSe$_2$, glassy ZnCl$_2$ and glassy GeO$_2$ are illustrated in Fig. 4. The FSDP and principal peak appear, to a greater or lesser extent, as features in all of the measured $S_i(k)$ functions and, for a given material, the FSDP positions are comparable as are the principal peak positions. The principal peak is the dominant feature in $S_{XX}(k)$ and corresponds to chemical ordering (i.e. a preference for M–X nearest-neighbours) in real space. In comparison, $S_{NN}(k)$ is more structured with a ratio of FSDP to principal peak heights that correlates with the system’s fragility. For example, the FSDP in $S_{NN}(k)$ is a comparatively large feature for the strong glass-forming material GeO$_2$ but is a comparatively small feature for the more fragile glass-forming material ZnCl$_2$. Hence, there is an interplay between the relative importance of the length scales associated with the intermediate versus extended ranges and, with increasing fragility, it is the extended-range ordering which dominates.

The character of the observed extended-range order can be investigated by considering a simple rigid-ion pair-potential model for the interactions between two particles labelled by $i$ and $j$ separated by a distance $r$ as represented by the expression:

$$\phi_{ij}(r) = \frac{Z_i Z_j e^2}{4\pi \varepsilon r} - \frac{A_{ij}}{r^6}$$

where $Z_i e$ is the charge on the $i$th ion, $e$ is the elementary charge, $\varepsilon \equiv 4\pi \varepsilon_0 \varepsilon_r$, $\varepsilon_r$ is the dimensionless relative dielectric constant of the medium in which the ions are embedded, and $\varepsilon_0$ is the vacuum permittivity. In eqn (14), $\phi_{ij}^{\text{disp}}(r)$ is a short-ranged repulsive term, $\phi_{ij}^{\text{Coul}}(r) \propto r^{-1}$ is a Coulomb term, and $\phi_{ij}^{\text{dis}}(r) = -A_{ij}r^{-6}$ is a dispersion term in which $A_{ij}$ is a parameter ($\approx 0$) that depends on the polarisability of the ions.

For the rigid-ion model, a simple power-law dependence for the ultimate decay of the pair correlation functions is expected. In eqn (15), $r_{hNN}(r) \rightarrow r^{-5}$, $r_{hNC}(r) \rightarrow r^{-7}$, $r_{hCC}(r) \rightarrow r^{-6}$ where $h_{NN}(r) \equiv g_{NN}(r) - 1$, $h_{NC}(r) \equiv g_{NC}(r)$, $h_{CC}(r) \equiv g_{CC}(r)$. However, if the dispersion terms are absent in eqn (14), then a pole analysis of the $k$-space solutions to the Ornstein–Zernike equations following the method of Evans and co-workers leads, in the case when the system density is high, to the following expressions for the asymptotic decay of the pair-correlation functions:

$$r_{hNN}(r) \rightarrow 2 |A_{NN}| \exp(-a_{NN}r - \theta_{NN})$$
$$r_{hNC}(r) \rightarrow 2 |A_{NC}| \exp(-a_{NC}r - \theta_{NC})$$
$$r_{hCC}(r) \rightarrow 2 |A_{CC}| \exp(-a_{CC}r - \theta_{CC})$$

The appearance of ordering on both the intermediate and extended length scales is sometimes unappreciated for prototypical network glass-forming systems such as SiO$_2$ and GeO$_2$ because the principal peak is usually small or absent in the measured neutron or X-ray diffraction patterns. However, as shown by the measured partial structure factors for SiO$_2$ and GeO$_2$ glass, the suppression of this feature simply reflects the fact that the weighting factors in eqn (2) lead to a cancellation of the principal peaks in $S_{XX}(k)$ and $S_{NN}(k)$ with the principal trough in $S_{NN}(k)$.
Table 1 The position of the main peak $r_{\text{G}}$ and corresponding coordination number $n_2$ for the $g_{\text{M}}(r)$ functions measured for several liquid and glassy network-forming materials with the MX$_2$ stoichiometry. In the case of liquid and glassy GeSe$_2$, peaks also occur in $g_{\text{GeSe}}(r)$ and $g_{\text{GeGe}}(r)$ at smaller $r$-values. The ratio of the X–X distance $r_{XX}$ to the M–X distance $r_{MX}$ is also given where, for regular tetrahedral MX$_4$ units, $r_{XX}/r_{MX} = \sqrt{8/3} = 1.633$. The M–M bond angle $\theta_{MM}$ is calculated from $r_{\text{MM}}$ and the M–M distance $r_{\text{MM}}$ by using $\cos(\theta_{\text{MM}}) = 1 - r_{\text{MM}}^2/2r_{\text{XX}}^2$. For an MX$_2$ system, the X-atom number density $p_X = \pi r_X^2$ such that, if these atoms are assumed to be hard spheres of radius $r_X$ then their packing fraction $\eta_X = (8/9)\pi r_X^3$. If the X-atoms are also touching in regular MX$_4$ tetrahedra then $r_{XX} = 2r_X$ such that the packing fraction can be re-written as $\eta_X = \pi (2\sqrt{3})r_X^3/27 = 1.520\pi r_X^3$

<table>
<thead>
<tr>
<th>System</th>
<th>$g_{\text{M}}(r)$ (Å)</th>
<th>$r_{XX}$ (Å)</th>
<th>$r_{MX}/r_{MX}$</th>
<th>M–X–M (°)</th>
<th>$\eta_X$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>l-GeSe$_2$</td>
<td>GeSe 2.42(2) GeGe 2.36(2) SeSe 2.97(2)</td>
<td>3.5(2)</td>
<td>1.550(15)</td>
<td>96(1)</td>
<td>0.670(17)</td>
<td>66, 67</td>
</tr>
<tr>
<td>g-GeSe$_2$</td>
<td>GeSe 2.36(2) GeGe 2.28(1) SeSe 2.89(2)</td>
<td>1.71(3)</td>
<td>1.648(16)</td>
<td>80(1)$^b$, 98(1)</td>
<td>0.667(17)</td>
<td>57, 58</td>
</tr>
<tr>
<td>l-ZnCl$_2$</td>
<td>ZnCl 2.27(2) ZnZn 3.96(3) ClCl 3.68(3)</td>
<td>3.7(1)</td>
<td>1.621(19)</td>
<td>121(2), 111(3)$^c$</td>
<td>0.596(16)</td>
<td>53</td>
</tr>
<tr>
<td>g-ZnCl$_2$</td>
<td>ZnCl 2.28(1) ZnZn 3.75(3) ClCl 3.70(1)</td>
<td>3.9(1)</td>
<td>1.623(8)</td>
<td>111(1)</td>
<td>0.647(9)</td>
<td>53, 69</td>
</tr>
<tr>
<td>g-GeO$_2$</td>
<td>GeO 1.73(1) GeGe 3.16(1) OO 2.83(1)</td>
<td>3.9(1)</td>
<td>1.636(11)</td>
<td>132(2)</td>
<td>0.495(9)</td>
<td>70, 71</td>
</tr>
</tbody>
</table>

$^a$ For liquid GeSe$_2$, the smallest-$r$ peaks in $g_{\text{GeSe}}(r)$ and $g_{\text{GeGe}}(r)$ at 2.33(3) and 2.30(2) Å correspond to the Ge–Ge and Se–Se distances in homopolar bonds, respectively.  
$^b$ For glassy GeSe$_2$, the smallest-$r$ peaks in $g_{\text{GeSe}}(r)$ at 2.42(2) and 3.02(2) Å correspond to the Ge–Ge distances in homopolar bonds and edge-sharing tetrahedra, respectively, while the smallest-$r$ peak in $g_{\text{GeGe}}(r)$ at 2.32(2) Å corresponds to the Se–Se distance in homopolar bonds. 
$^c$ The Ge–Se–Ge angle for edge-sharing tetrahedra as calculated by using the measured value of $r_{\text{GeGe}} = 3.02(2)$ Å for this structural conformation.  
$^d$ From a combination of neutron diffraction and RMC modelling.

**Fig. 4** The measured Bhatia–Thornton partial structure factors $S_{ij}(k)$ for liquid GeSe$_2$ and for the glasses GeSe$_2$ (Ref. 53 and 69) and GeO$_2$ (Ref. 70) in each panel, the upper (black) curve gives $S_{\text{M}}(k)$, the middle (red) curve gives $S_{\text{CC}}(k)$ and the lower (blue) broken curve gives $S_{\text{OC}}(k)$. The statistical uncertainties are represented by the scatter in the data points. Figure from Salmon.© IOP Publishing. Reproduced with permission. All rights reserved.

The $r_{\text{M}}(r)$ are therefore exponentially damped oscillatory functions with a common decay length given by $a_0^{-1}$ and a common wavelength for the oscillations given by $2\pi/a_0$.** The $\alpha_{\text{M}}$ are complex numbers with amplitudes related by $|\alpha_{\text{NN}}|/|\alpha_{\text{CC}}| = |\alpha_{\text{NC}}|^2$ and phases related by $\theta_{\text{NN}} + \theta_{\text{CC}} = 2\theta_{\text{NC}}$. Eqn (15)–(17) also hold for hard-sphere systems when both the Coulomb and dispersion terms are absent from eqn (14). Thus, although they are derived from a simple theory, eqn (15)–(17) provide a convenient starting point for investigating the extended-range order in liquid and glassy materials.

To illustrate the ordering on an extended length scale in MX$_2$ network glass-forming materials, it is instructive to consider the results for glassy ZnCl$_2$ (ref. 69) since it is a system that is expected to fall within the framework of an ionic interaction model, provided that ion polarisation effects are taken into account.** The measured real-space functions $r_{\text{MM}}(r)$ and $\ln|r_{\text{MM}}(r)|$ are plotted in Fig. 5 and show ordering at large-$r$ values which persists to distances far exceeding the correlation length $2\pi/\Delta k_{\text{FSDP}} \approx 12.6$ Å estimated from the width of the FSDP in $S_{\text{NN}}(k)$. The extended range oscillations in glassy ZnCl$_2$ show exponential decay with a common inverse decay length $\lambda = 0.19$ Å$^{-1}$ and a periodicity that is governed not by the position of the FSDP but by the position of the principal peak, giving oscillations of

** For low densities, the $r_{\text{MM}}(r)$ functions show simple exponential decay with a common decay length. The crossover from pure exponential to exponentially damped oscillatory decay defines a line in the density–temperature plane known either as the Fisher–Widom line or as the Kirkwood line, depending on the mechanism by which crossover occurs.18–40
wavelength $2\pi/a_1 \approx 2\pi/k_{pp}$. Indeed, eqn (16) and (17) provide a robust account of the measured $r_{CC}(r)$ and $r_{NC}(r)$ functions from large-$r$ to distances as short as $\approx 5$ Å. The relationship between the amplitudes predicted by simple theory does not, however, appear to hold. Similar conclusions are drawn from an analysis of the measured $r_{ij}(r)$ functions for GeSe$_2$ and GeO$_2$ glass. §§ The presence of extended-range ordering in network glass-forming systems has been confirmed by molecular dynamics simulations using a polarisable ion model to describe the atomic interactions. ⁸⁹

For the investigated MX$_2$ network glass-forming materials, the wavelength of the extended range oscillations is comparable to the size of a tetrahedral MX$_4$ motif i.e. $2\pi/k_{pp} \approx 4r_{MX}/3$ where the latter is the base-to-apex distance in a regular tetrahedron and $r_{MX}$ is the nearest-neighbour M–X distance. ⁷² §§ The presence of extended-range ordering in network glass-forming systems has been confirmed by molecular dynamics simulations using a polarisable ion model to describe the atomic interactions. ⁸⁹

![Fig. 5 Decay of the Bhatia–Thornton partial pair-distribution functions for glassy ZnCl$_2$ as shown by plotting in column (a) $r_{CC}(r)$ versus $r$ (solid (blue) curves) and in column (b) $\ln(r_{ij}(r))$ versus $r$ (solid (blue) curves). ⁴⁶ In column (a), the broken (red) curves show fits to the $r_{CC}(r)$ functions at large $r$-values using eqn (15)–(17). In column (b), the broken (red) curves show fits of the repeated maxima at large-$r$ to a straight line ($\ln(r_{ij}(r)) = -a_d + \text{constant}$) from which the decay length $a_d$. ⁷ ¹ can also be found.

### 3.2 Specific issues regarding the structure of GeSe$_2$

The validity of the NDIS results for liquid and glassy GeSe$_2$ has been called into question by some authors.

Petkov and Le Messurier ⁹⁰ measured a single X-ray total structure factor $S_{ij}(k)$ and constructed an RMC model in which the glass structure is described in terms of a continuous network of corner- and edge-sharing GeSe$_4$ tetrahedra with no homopolar bonds. As discussed in ref. 90, the differences with the NDIS results presented in Section 3.1 could originate, in part, from the use of different sample preparation methods. However, the atomic numbers of Ge and Se are similar such that their atomic form factors are close to one another. From eqn (7) and (11) it follows that, in a conventional X-ray diffraction experiment, the weighting factors for $S_{GG}(k)$, $S_{CC}(k)$ and $S_{NC}(k)$ in the expression for $S_{ij}(k)$ are e.g. 1, 0.0036 and −0.12 at $k = 0$ such that $S_{ij}(k) \approx S_{NC}(k)$. Hence, $S_{ij}(k)$ will contain negligible information on the function $S_{CC}(k)$ which describes the chemical ordering i.e. the X-rays cannot distinguish between Ge and Se atoms (Section 2.1). In comparison, the observation by the NDIS method of homopolar bonds in GeSe$_2$ glass is consistent with the findings from Raman, Mössbauer and X-ray emission spectroscopy experiments ⁶⁷,⁹¹,⁹² and the concentration of homopolar bonds found from the NDIS experiments is in agreement with an estimate based on the law of mass action. ⁶⁷,⁶⁸

Soper ⁹³ has discussed the relatively weak contribution of Ge–Ge correlations to the measured diffraction patterns for GeSe$_2$ glass, using the EPSR method with simple reference pair-potentials†† to model the measured total structure factors. As expected from an SVD analysis, ⁵³ the Ge–Ge correlations were found to be most sensitive to the details of the model, and doubt was cast on the reality of structural features such as Ge–Ge homopolar bonds. In comparison, the GeSe$_2$ system has been the subject of extensive first-principles molecular dynamics simulations in which the electronic structure of the material is taken into explicit account, as befits an ionic-covalent bonded system in which the electronegativity of the different chemical species is similar. ²⁹,⁹⁵–¹¹⁰ In the work of Drabold and co-workers, features in the NDIS results such as homopolar Ge–Ge and Se–Se bonds and the appearance of an FSDP in $S_{CC}(k)$, were reproduced in the first-principles models ⁹₅,⁹₆,¹⁰⁰. In the work of Massobrio and co-workers, it initially proved difficult to reproduce these features which led inter alia to the use of different functionals for the electron

‡‡ The reference pair-potentials used to produce EPSR models usually comprise a Lennard-Jones term, a Coulomb term to represent charged atom interactions, and often an additional repulsive exponential term aimed at softening the Lennard-Jones repulsive core. ²¹,⁹₁,⁹₄

†† Exponentially damped oscillatory $r_{ij}(r)$ functions for network glasses will not be reproduced by models based on crystalline systems since the ordering in $r_{ij}(r)$ will persist to arbitrarily large distances, ⁴⁶ even when a large positional disorder is applied to the atomic coordinates. ⁸⁷,⁸⁸
exchange and correlation. $^{97-99,101,103,105}$ §§ Nowadays, use of the Becke, Lee, Yang, and Parr (BLYP) functional, which enhances a localised distribution of the valence electrons, is leading to much improved agreement with the NDIs results. $^{29,107-110}$ These developments have also been accompanied by improvements in the simulated diffusion coefficients of the melt. $^{107,109}$ Thus, the partial structure factors obtained directly from the measured diffraction data, $^{66-68}$ as opposed to modelling those data, $^{93}$ appear to provide the most realistic picture for the structure of liquid and glassy GeSe$_2$. $^{45}$ All of this is helping to provide a framework for e.g. interpreting $^{75}$Ge and $^{77}$Se solid state nuclear magnetic resonance spectra for Ge–Se glasses, investigations that also find evidence for broken chemical order in GeSe$_2$. $^{111-114}$

### 3.3 Concentration fluctuations on an intermediate length scale

The observation of an FSDP in $S_{CC}(k)$ for several MX$_2$ network glass-forming materials (Fig. 4) $^{45,66}$ has been a source of controversy because it was not predicted from the investigation of these materials by using classical molecular dynamics simulations or integral-equation calculations. $^{115-118}$ Also, if these materials can be treated as purely ionic, i.e. as a two-component system of point-like cations and anions, then the charge–charge partial structure factor is given by $S_{ZZ}(k) = S_{CC}(k)/c_{MX}$ such that an FSDP in $S_{CC}(k)$ implies a non-uniformity in the charge distribution on an intermediate length scale. $^{45}$

Extensive first-principles molecular dynamics investigations, in which $S_{CC}(k)$ is calculated from the atomic positions and $S_{ZZ}(k)$ is calculated by taking into account the valence-electron density, show that these fluctuations in charge do not occur. $^{29,102}$ Instead, the absence of charge fluctuations over intermediate range distances provides a constraint on the network properties. $^{102}$ For example, in chemically ordered systems like SiO$_2$, where the valence state of a given chemical species is invariant, the net charge on a network-forming structural motif is zero so there is no need for concentration fluctuations to occur on an intermediate range. In contrast, for systems like GeSe$_2$ and SiSe$_2$, there is a moderate number of chemical defects which leads to a local variation in the charge on network-forming structural motifs. These motifs must then link to satisfy charge neutrality on the length scale of a few structural motifs, leading to the appearance of concentration fluctuations on this intermediate length scale. In the case of liquid GeSe$_2$, a significant contribution to the FSDP in $S_{CC}(k)$ is likely to arise from short chains of edge-sharing tetrahedra in which the Ge atoms at opposite chain ends are separated from each other by intermediate range distances and where the overall unit has the valence state of a mis-coordinated Ge atom. $^{29,104}$ Eventually, as the degree of chemical disorder increases and the network structure breaks-up, the FSDP disappears from the total structure factor and vanishes from $S_{CC}(k)$. Thus, the concentration–concentration partial structure factor has proved to be a sensitive probe of the chemical bonding in MX$_2$ systems.

### 4 Liquid and amorphous metals: extended-range ordering

The measured structure factors of metallic liquids and glasses are usually dominated by a first sharp peak in the range $k \approx 2.2-2.9$ Å$^{-1}$ $^{112,124}$ which will be referred to as the principal peak in keeping with the description of binary network glass-forming materials given in Section 3. This is illustrated by the measured neutron total structure factors $S_n(k)$ shown in Fig. 6 for the liquid alloys Au$_{0.81}$Si$_{0.19}$, Au$_{0.72}$Ge$_{0.28}$ and Ag$_{0.74}$Ge$_{0.26}$ which have compositions at or near to the eutectic. $^{||}$ The fragility of glass-forming liquid metals can take a wide range of values, $^{127,128}$ there being a trend towards less fragile behaviour with increasing number of chemical components. $^{128}$ The materials generally have densely-packed structures, $^{129}$ and so-called bulk metallic alloys made by using low cooling-rates have applications as engineering materials. $^{128,130-133}$ The nature of the structural motifs, their organisation at distances larger than the nearest-neighbour distance, and the relationship between structure and issues such as glass-forming ability, remain the subjects of debate. $^{129,134-136}$ *** As in Section 3, we associate extended-range ordering with the principal peak, although the structure in disordered metals at distances beyond the nearest-neighbour is usually called medium-range ordering in the literature on these materials. $^{124,129,134,136}$

The asymptotic decay of the measured total pair-distribution functions for a variety of metallic glasses has been interpreted by Ma et al. $^{124}$ in terms of a self-similar packing of atomic clusters which leads to a fractal network of dimension $D_f$. Specifically, if it is assumed that the clusters show a degree of self-similarity or scale invariance, and that the principal peak position in $S_n(k)$ or $S_B(k)$ is related to the atomic volume $v$ as calculated from the measured density by using $k_{pp} \propto v^{-1/D_f}$, then it follows that $^{119,124}$

$$\ln k_{pp} = \ln a - \ln v/D_f \tag{18}$$

$^{||}$ The formation of metallic glasses was first reported for the Au–Si system near the eutectic composition. $^{125,126}$

$^{|||}$ In principle, liquid and glassy metals should be treated as a mixture of ions and valence electrons such that the structure, for example, of a single component system is described in terms of ion–ion $S_{ii}(k)$, ion–valence electron $S_{in}(k)$, and valence electron–valence electron $S_{nn}(k)$ partial structure factors. $^{137}$ Since neutrons scatter from nuclei whereas X-rays scatter from electrons, it is possible in some materials like liquid Li to extract $S_{ii}(k)$ and $S_{nn}(k)$ along with the valence electron form factor. $^{130-141}$
where $a$ is a constant of proportionality. As shown by Fig. 7(a), the data for a wide variety of glassy metals can be fitted using eqn (18) which leads to $D_1 = 2.31$. The asymptotic decay of a measured total pair-distribution function was then fitted by Ma et al.\(^{124}\) using

$$r^{D'}[g_{\text{PP}}(r) - 1] \simeq A \exp(-a_0 r) \cos(a_1 r - \phi)$$  \hspace{1cm} (19)

where $D' \equiv D - D_1 = 0.69$ ($D = 3$ is the embedding dimension), $A$ is an amplitude and $\phi$ is a phase.\(^{†††}\) The oscillatory term, of wavelength $2\pi/a_1$, was included in order to modify an expression previously used to model the small-angle neutron scattering data measured for silica particle aggregates, where $a_0^{-1}$ was a cut-off length chosen to ensure that the aggregates (or clusters) were not infinite in extent.\(^{142}\) In the fitting procedure, $a_1$ was set equal to the principal peak position $k_{PP}$.\(^{124}\)

It is, however, possible to account for the extended-range ordering associated with the principal peak in liquid and glassy metals without invoking fractal dimensionality.\(^{119}\) For example, the available data for metallic glasses can be equally well fitted by using the relation $k_{PP} \propto \nu^{-1/3}$ as expected for a three-dimensional structure (Fig. 7(b)). Also, the extended-range ordering can be accounted for by making a pole analysis of the Ornstein–Zernike equations, an approach that has been used to describe the asymptotic behaviour of the pair-distribution functions for hard-sphere mixtures.\(^{144,145}\) If the dispersion term is absent from eqn (14) then, irrespective of whether the Coulomb term is absent or present, the asymptotic behaviour of a partial pair-distribution function for sufficiently high particle density is described by the relation\(^{38,39}\)

$$r^{D}[g_{\phi}(r) - 1] = 2|\mathcal{A}_\phi| \exp(-a_0 r) \cos(a_1 r - \theta_{\phi})$$  \hspace{1cm} (20)

where each function has a common decay length given by $a_0^{-1}$ and a common wavelength of oscillation given by $2\pi/a_1$. The amplitudes are related by $|\mathcal{A}_\phi| = |\mathcal{A}_x|^2$ and the phases are related by $\theta_{\phi} = \theta_x + \theta_{\beta} = 2\theta_{\beta}$. By using the definition of the total pair-distribution function given by eqn (12) it follows that\(^{119}\)

$$r^{D}[g_{\text{PP}}(r) - 1] = 2|\mathcal{A}| \exp(-a_0 r) \cos(a_1 r - \theta)$$  \hspace{1cm} (21)

where $\mathcal{A} = (c_x \mathcal{A}_x + c_{\beta} \mathcal{A}_{\beta})^{1/2} \mathcal{F} / (\mathcal{F}^2 + 1)^{1/2}$, $\mathcal{A}_{\phi} = |\mathcal{A}_{\phi}| \exp(-i\theta_{\phi})$, $\mathcal{A}_{x} = |\mathcal{A}_x| \exp(-i\theta_x)$, and $\theta = \sqrt{-1}$ and $\theta_{\phi}$ is a phase.\(^{†††}\) The only significant difference between eqn (19)

\(^{†††}\) Eqn (19) was assumed by Ma et al.\(^{124}\) to be valid for both neutron and X-ray diffraction data.

---

Fig. 6 The total neutron structure factors $S_N(k)$ as measured for liquid Au$_{0.81}$Si$_{0.19}$ at 665 K, Au$_{0.72}$Ge$_{0.28}$ at 666 K, and Ag$_{0.74}$Ge$_{0.26}$ at 976 K (solid dark (black) curves). The line thickness is greater than the size of the vertical error bars at most $k$ values.\(^{119}\) The arrows point to small prepeaks in $S_N(k)$ at $\approx 1.3$ and 1.6 Å$^{-1}$ for the Au–Ge and Ag–Ge alloys, respectively, and the insets show an expanded view of the low-$k$ region for $S_N(k)$. The total structure factors $S_T(k)$ as measured for the liquid alloys at similar temperatures by using high-energy X-ray diffraction are also shown (solid light (red) curves).\(^{120-122}\)

Fig. 7 Plots of (a) $\ln k_{PP}$ vs. $ln v$ and (b) $k_{PP}$ vs. $v^{-1/3}$, for a selection of metallic glasses and liquids where $k_{PP}$ is the position of the principal peak in a measured total structure factor and $v$ is the atomic volume.\(^{119}\) The open circles show the data points for various glasses taken from Ma et al.\(^{124}\) and the solid (red) curves show straight-line fits. Also shown are the data points for glassy Au$_{0.80}$Si$_{0.20}$ (blue) and for liquid Au$_{0.80}$Si$_{0.19}$ at 665 K (green), Au$_{0.72}$Ge$_{0.28}$ at 666 K (magenta), and Ag$_{0.74}$Ge$_{0.26}$ at 976 K (blue).\(^{119,143}\) Reprinted with permission from Chirawatkul et al.\(^{119}\) Copyright (2011) by the American Physical Society.
and (21) is the power of \( r \) used to weight \( G_m(r) - 1 \) and, as illustrated in Fig. 8, eqn (21) can be used to account for the measured behaviour of the total pair-distribution functions for several liquid eutectic alloys over a large \( r \)-range. A similar conclusion is anticipated for the glassy metals studied by Ma et al.\(^\text{124} \) given the similarity between the equations obtained from the fractal and Ornstein–Zernike approaches. The fractal approach for describing extended-range ordering in liquid and glassy metals is not, therefore, convincing.

### 5 Liquids at high-temperatures: vitrification of fragile glass-forming systems

Containerless high-temperature levitation methods offer several attractions for investigating liquids.\(^\text{146} \) For example, contamination of the liquid by reaction with container walls is avoided and crystal formation by heterogeneous nucleation is minimised, allowing liquids to be deeply supercooled. This can extend the number of glass-forming systems and/or the range of glass-forming compositions such that it is possible to make new glasses with novel physical properties.\(^\text{147,148} \) A disadvantage for the NDIS method is that the samples are small, being roughly spherical with a diameter of \( \sim 8 \) mm for electromagnetic-levitation experiments\(^\text{149} \) or 2–4 mm for aerodynamic-levitation experiments.\(^\text{150,151} \) Nevertheless, the NDIS method with electromagnetic levitation has been applied to measure the partial structure factors of liquid Ni\(_{34}\)Zr\(_{66}\).\(^\text{152,153} \) Its isomorphic substitution counterpart has also been combined with electromagnetic levitation to measure the partial structure factors of stable and supercooled liquid Al\(_x\)(Co,Fe\(_{1-x})\) at \( 0 \leq x \leq 1 \), where isomorphism was assumed for the transition metals Co and Fe.\(^\text{154} \) It is only recently, however, that the NDIS method with aerodynamic-levitation and laser-heating has been used to investigate the structure of oxides, where initial investigations have focussed on the fragile glass-forming systems CaAl\(_2\)O\(_4\) (see Fig. 1)\(^\text{18} \) and CaSiO\(_3\).\(^\text{19} \)

Consider the case of CaAl\(_2\)O\(_4\), and let diffraction patterns be measured for three samples that are identical in every respect, except for the isotopic composition of calcium which is of natural isotopic abundance \(^{44}\)Ca, predominantly the isotope \(^{44}\)Ca, or a 50:50 mixture of the two \(^{44}\)Ca. Let the corresponding scattering lengths be denoted by \( b_{natCa} \), \( b_{mixCa} \), and \( b_{natCa} \). The measured total structure factors are represented by \( \text{nat}F(k) \), \( 44F(k) \) and \( \text{mix}F(k) \), respectively.\(^\text{18} \) In matrix notation,

\[
\begin{bmatrix}
\text{nat}F(k) \\
44F(k) \\
\text{mix}F(k)
\end{bmatrix} = 
\begin{bmatrix}
c_{Ca}^2b_{natCa}^2 & 2c_{Ca}b_{natCa} & 1 \\
c_{Ca}^2b_{mixCa}^2 & 2c_{Ca}b_{mixCa} & 1 \\
c_{Ca}^2b_{natCa}^2 & 2c_{Ca}b_{natCa} & 1
\end{bmatrix}
\begin{bmatrix}
S_{CaCa}(k) - 1 \\
\Delta F_{Ca}(k) \\
\Delta F_{CaCa}(k)
\end{bmatrix}
\]

where

\[
\Delta F_{Ca}(k) = c_{Al}b_{Al}[S_{CaAl}(k) - 1] + c_{O}b_{O}[S_{CaO}(k) - 1],
\]

\( \mu \) denotes Al or O, and

\[
\Delta F_{CaCa}(k) = c_{Al}^2b_{Al}^2[S_{AlAl}(k) - 1] + c_{O}^2b_{O}^2[S_{OO}(k) - 1] + 2c_{Al}c_{O}b_{Al}b_{O}[S_{AO}(k) - 1].
\]

The corresponding real-space functions \( \Delta G_{Ca}(r) \) and \( \Delta G_{CaCa}(r) \) are obtained by substituting \( S_{k}(g) \) for \( g_{k}(g) \) in eqn (23) and (24), respectively. Hence, it is possible to separate the measured diffraction patterns into their contributions from the Ca–Ca, Ca–Al and Al–Al correlations.

The measured difference functions \( \Delta G_{Ca}(r) \) and \( \Delta G_{CaCa}(r) \) for the liquid at 1973(30) K and for the glass at 300(1) K are shown in Fig. 9 and the corresponding real-space functions \( \Delta G_{Ca}(r) \) and \( \Delta G_{CaCa}(r) \) are shown in Fig. 10. In the case of the glass, the sample was not levitated but was rested on the nozzle of the levitation device, and improved counting statistics made it possible to extract the Ca–Ca partial structure factor \( S_{CaCa}(k) \) and corresponding partial pair-correlation function \( d_{CaCa}(r) \) which are shown in Fig. 11.

The results were interpreted with the aid of molecular dynamics simulations, using interaction potentials that take

\( \text{nat}F(k) \) in the case of aerodynamic-levitation experiments, a large fraction of the sample volume is shielded from an incident neutron or X-ray beam by the nozzle of the levitation device.\(^\text{150} \)

In the isomorphic substitution method, different elements with contrasting scattering lengths are substituted for one another. It is assumed that these elements have identical coordination environments.

---

\( ^\text{nat}F(k) \) in the case of aerodynamic-levitation experiments, a large fraction of the sample volume is shielded from an incident neutron or X-ray beam by the nozzle of the levitation device.\(^\text{150} \)

---

\( ^\text{mix}F(k) \) in the case of aerodynamic-levitation experiments, a large fraction of the sample volume is shielded from an incident neutron or X-ray beam by the nozzle of the levitation device.\(^\text{150} \)

---

\( ^\text{nat}F(k) \) in the case of aerodynamic-levitation experiments, a large fraction of the sample volume is shielded from an incident neutron or X-ray beam by the nozzle of the levitation device.\(^\text{150} \)
into account anion polarisability and shape-deformation effects as well as the polarisability of the calcium cations, and revealed key structural modifications upon glass formation on multiple length scales. Specifically, there is a reorganisation on quenching that leads to an almost complete breakdown of the \( \text{AlO}_5 \) polyhedra and threefold coordinated oxygen atoms present in the liquid, and to their replacement by a predominantly corner-sharing network of \( \text{AlO}_4 \) tetrahedra with twofold coordinated oxygen atoms in the glass. This process is accompanied by the formation of branched-chains of edge- and face-sharing Ca-centered polyhedra that give cationic ordering on an intermediate length scale, where the measured Ca–O coordination numbers are \( \frac{n}{O_{\text{Ca}}} = 6.0(2) \) for the liquid and \( \frac{n}{O_{\text{Ca}}} = 6.4(2) \) for the glass.

The formation of more extensively linked chains of Ca-centred polyhedra on vitrification is also indicated by the joint NDIS and molecular dynamics investigation of CaSiO\(_3\) by Skinner et al. Since glasses can explore localities on an energy landscape that are inaccessible to the crystalline state, they are widely used...
as proxies for the liquid in materials of geophysical interest.\textsuperscript{158–163} Although this is known to be an approximation,\textsuperscript{162,163} the extreme experimental conditions make it difficult to assess the extent of associated structural differences. The results for liquid and glassy CaAl\textsubscript{2}O\textsubscript{4} show significant structural reorganization on vitrification in this fragile glass former, a taxonomy that encompasses a range of magma-related liquids.\textsuperscript{164–166} There is a change not only in the character of the network-forming motifs but also in the nature of the intermediate-ranged cationic ordering. The work therefore cautions against the use of glasses as proxies for investigating the structure of fragile glass-forming liquids that are of geophysical interest.

The NDIS method, or its isomorphic substitution counterpart, has previously been used to investigate the structure of a wide variety of metal-containing multi-component liquids and glasses, allowing a measured total structure factor to be separated either into its contributions from the M–M, M–\(\mu\), and \(\mu–\mu\) pair-correlations, where M denotes a metal atom and \(\mu\) denotes the other chemical species,\textsuperscript{64,167–171} or into difference functions that otherwise simplify the complexity of correlations.\textsuperscript{172–180} The results obtained by Drewitt et al.\textsuperscript{18} demonstrate that it is now feasible to use this methodology to study the detailed structure of small oxide samples, including single liquid droplets under high-temperature conditions.

### 6 Glasses at high-pressures: mechanisms of density-driven network collapse

The structural changes in glasses and liquids induced by high-pressure and/or high-temperature conditions can alter substantially their dynamical and transport properties.\textsuperscript{6,37,181,182} A notable example is provided by so-called polymorphic transitions, where the variation of pressure and/or temperature leads to an abrupt transformation between two phases having identical compositions but different densities.\textsuperscript{6,37,151,181–184} The nature of structural disorder, combined with the experimental difficulties associated with the investigation of materials under extreme conditions,\textsuperscript{60,185–188} provide severe challenges to unravelling the mechanisms by which these structural transformations occur. Recently, however, Wezka et al.\textsuperscript{18} have made the first application of the NDIS method to measure the structure of GeO\textsubscript{2} glass with a Paris-Edinburgh press at pressures ranging from ambient to \(8\) GPa. Valuable new information was thereby provided on the mechanisms of density-driven network collapse.

Let diffraction experiments be made on samples of \(^{70}\text{GeO}_{2}\) and \(^{73}\text{GeO}_{2}\) glass that are identical in every respect, except for their Ge isotope enrichments, such that the total structure factors \(^{70}F(k)\) and \(^{73}F(k)\) are measured, respectively. Then the contribution to the diffraction patterns from the O–O partial structure factor can be eliminated by forming the first-difference function

\[
\Delta F_{\text{Ge}}(k) \equiv \frac{b_{\text{Ge}}^{2}}{c_{\text{Ge}}} \left( {^{70}F(k) - b_{\text{Ge}}^{2}} \right) - \left( {^{73}F(k) - b_{\text{Ge}}^{2}} \right) \\
= 2c_{\text{Ge}}b_{\text{Ge}}^{2}b_{\text{Ge}}^{2}
\]

Alternatively, the contribution to the diffraction patterns from the Ge–Ge partial structure factor can be eliminated by forming the weighted first-difference function

\[
\Delta F_{\text{Ge}}^{\text{w}}(k) \equiv \frac{b_{\text{Ge}}^{2}}{c_{\text{Ge}}} \left( {^{70}F(k) - b_{\text{Ge}}^{2}} \right) - \left( {^{73}F(k) - b_{\text{Ge}}^{2}} \right) \\
= 2c_{\text{Ge}}b_{\text{Ge}}^{2}b_{\text{Ge}}^{2}
\]

The corresponding real-space functions \(\Delta G_{\text{Ge}}(r)\) and \(\Delta G_{\text{Ge}}^{\text{w}}(r)\) are obtained by substituting \(G_{\text{Ge}}^{\text{w}}(r)\) in eqn (25) and (26), respectively.

The pressure dependence of the measured \(^{70}F(k)\) and \(^{73}F(k)\) functions is shown in Fig. 12, where \(^{73}F(k)\) is dominated by the Bhatia–Thornton number–number partial structure factor \(S_{NN}(k)\) because the scattering lengths of oxygen and the isotope \(^{73}\text{Ge}\) are similar (see eqn (7)). With increasing density, the position of the FSDF moves to higher \(k\) values as the principal peak sharpens. These changes indicate a competition between the intermediate and extended-range ordering which is won by the latter with increasing density, consistent with the transformation from a “strong” low-density to a more “fragile” high-density glass (see Section 3.1).\textsuperscript{70,72} Similar behaviour is observed in high-pressure X-ray diffraction experiments on GeSe\textsubscript{2} glass,\textsuperscript{191} where \(S_{\text{BL}}(k)\) is dominated by \(S_{NN}(k)\) because \(f_{\text{Ge}}(k) \approx f_{\text{Se}}(k)\) (Section 3.2).\textsuperscript{**}

The pressure dependence of the measured difference functions \(\Delta F_{\text{Ge}}(k)\) and \(\Delta F_{\text{Ge}}^{\text{w}}(k)\) for GeO\textsubscript{2} glass is shown in Fig. 13. The robustness of the results was thoroughly checked by using the procedures described in ref. 20. The corresponding real-space

\[
\begin{align*}
\Delta F_{\text{Ge}}(k) & = 2c_{\text{Ge}}b_{\text{Ge}}^{2}b_{\text{Ge}}^{2} \\
& + c_{\text{Ge}}^{2}(b_{\text{Ge}}^{2} - b_{\text{Ge}}^{2})[S_{\text{GeGe}}(k) - 1].
\end{align*}
\]

\[
\begin{align*}
\Delta F_{\text{Ge}}^{\text{w}}(k) & = 2c_{\text{Ge}}b_{\text{Ge}}^{2}b_{\text{Ge}}^{2} \\
& + c_{\text{Ge}}^{2}(b_{\text{Ge}}^{2} - b_{\text{Ge}}^{2})[S_{\text{GeGe}}^{\text{w}}(k) - 1].
\end{align*}
\]

\[
\begin{align*}
\Delta G_{\text{Ge}}(r) & = 2c_{\text{Ge}}b_{\text{Ge}}^{2}b_{\text{Ge}}^{2} \\
& + c_{\text{Ge}}^{2}(b_{\text{Ge}}^{2} - b_{\text{Ge}}^{2})[G_{\text{GeGe}}(r) - 1].
\end{align*}
\]

\[
\begin{align*}
\Delta G_{\text{Ge}}^{\text{w}}(r) & = 2c_{\text{Ge}}b_{\text{Ge}}^{2}b_{\text{Ge}}^{2} \\
& + c_{\text{Ge}}^{2}(b_{\text{Ge}}^{2} - b_{\text{Ge}}^{2})[G_{\text{GeGe}}^{\text{w}}(r) - 1].
\end{align*}
\]

** The principal peak in the measured neutron diffraction pattern for liquid ammonia also sharpens with increasing density as packing constraints become more important.\textsuperscript{192} The extended-range ordering for this system is described by using eqn (21).
The pressure dependence of the difference functions (a) $\Delta G_{\text{GeO}}(r) / \text{barn} = 0.124(3)[G_{\text{GeO}}(r) - 1] + 0.081(2)[G_{\text{GeGe}}(r) - 1] + 0.0875(5)[G_{\text{OGe}}(r) - 1] + 0.1497(2)[G_{\text{OO}}(r) - 1]$ and (b) $\Delta G_{\text{O}}(r) / \text{barn} = 0.0875(5)[G_{\text{OGe}}(r) - 1] + 0.1497(2)[G_{\text{OO}}(r) - 1]$ for GeO$_2$ glass. The vertical bars give the statistical errors on the measured data points, the solid (red) curves give the Fourier transforms of the corresponding real-space functions shown in Fig. 14, and the broken (green) curves give the molecular dynamics results obtained by using transferable interaction potentials that include dipole-polarisation effects. The high-pressure data sets have been shifted vertically for clarity of presentation. Figure from Wezka et al. Reproduced with permission. All rights reserved.

functions $\Delta G_{\text{GeO}}(r)$ and $\Delta G_{\text{O}}(r)$ are illustrated in Fig. 14 where the first peak, which is attributable to Ge–O correlations, gives the Ge–O bond distances and coordination numbers shown in Fig. 15. Importantly, the NDIS method allows for the nearest-neighbour Ge–Ge and O–O correlations to be resolved, as manifested by the second peaks in $\Delta G_{\text{GeO}}(r)$ and $\Delta G_{\text{O}}(r)$, respectively. The corresponding distances are plotted in Fig. 15 along with the O–O coordination number $n_{\text{O}}$, obtained by assuming minimal overlap with the Ge–O correlations as observed under ambient conditions. In Fig. 13–15, the diffraction results are compared to molecular dynamics simulations made using interaction potentials that include dipole-polarisation effects. The potentials were parameterised using $ab$ initio simulations as opposed to experimental results and are therefore largely unbiased in their predictions of the glass structure. In contrast to other models for GeO$_2$ glass under pressure, the experimental and simulation results are consistent with one another, an agreement that also extends to the pressure dependence of the mean O–Ge–O and Ge–Ge bond angles.

It is concluded that when the reduced density $n/n_0 < 1.16$, where $n_0$ is the value at ambient pressure, compaction proceeds via a reorganisation of distorted corner-sharing GeO$_4$ tetrahedra in which there is a reduction of the mean Ge–O–Ge bond angle and an increase in $n_{\text{Ge}}$. On further densification, GeO$_4$ units are replaced mostly by distorted square pyramidal GeO$_5$ units, as opposed to experimental results and are therefore largely unbiased in their predictions of the glass structure. In contrast to other models for GeO$_2$ glass under pressure, the experimental and simulation results are consistent with one another, an agreement that also extends to the pressure dependence of the mean O–Ge–O and Ge–Ge bond angles.

It is concluded that when the reduced density $n/n_0 < 1.16$, where $n_0$ is the value at ambient pressure, compaction proceeds via a reorganisation of distorted corner-sharing GeO$_4$ tetrahedra in which there is a reduction of the mean Ge–O–Ge bond angle and an increase in $n_{\text{Ge}}$. On further densification, GeO$_4$ units are replaced mostly by distorted square pyramidal GeO$_5$ units, as opposed to experimental results and are therefore largely unbiased in their predictions of the glass structure. In contrast to other models for GeO$_2$ glass under pressure, the experimental and simulation results are consistent with one another, an agreement that also extends to the pressure dependence of the mean O–Ge–O and Ge–Ge bond angles.
where the vacancy at the base of the latter anticipates the eventual formation of octahedral (i.e. square bipyramidal) units. At higher pressures, GeO$_6$ units begin to form when $p/p_0 \gtrsim 1.4$ and the fraction of GeO$_2$ units reaches a maximum when $p/p_0 = 1.45$. Thus when $p/p_0 \gtrsim 1.16$, the replacement of tetrahedral GeO$_4$ units proceeds via an interplay between the predominance of distorted square pyramidal GeO$_5$ units versus octahedral GeO$_6$ units. This replacement necessitates the formation of threefold coordinated oxygen atoms in order to maintain the glass stoichiometry, and leads to an increase with density in the number of small rings. The increase when $p/p_0 > 1.16$ in the number of threefold rings (i.e. those containing 3 Ge and 3 O atoms), which are attributed to the $D_2$ band at $\approx 520 \text{ cm}^{-1}$ in Raman spectra, is consistent with the measured density dependence of this feature. A preference is shown for sixfold rings when $p/p_0 = 1$ and for fourfold rings when $p/p_0 = 1.64$.

Like GeO$_2$, SiO$_2$ glass also forms under ambient conditions a network of corner-sharing MO$_4$ tetrahedra where the mean inter-tetrahedral M–O–M bond angle is $151^\circ$ for SiO$_2$ as compared to $132(2)^\circ$ for GeO$_2$. With increasing density, SiO$_2$ is also converted from a tetrahedral to an octahedral glass, the changes occurring at higher pressures by comparison to GeO$_2$. As shown in Fig. 16, the structural changes do, however, occur at similar scaled number densities $\rho r_{MO}^3$ where $r_{MO}$ is the ambient-pressure bond-length. For example, the measured M–O bond lengths and coordination numbers for both GeO$_2$ and SiO$_2$ barely change at low pressures, but then increase once the dimensionless number density $\rho r_{MO}^3 \gtrsim 0.4$. For both glasses, there is also an alteration to the rate of change of the FSDP position $k_{\text{FSDP}}$ with increasing density at $\rho r_{MO}^3 \approx 0.45$.

In the case of GeO$_2$, the regime when $\rho r_{MO}^3 \lesssim 0.4$ is associated with a reorganization of GeO$_4$ units, the regime when $0.4 \lesssim \rho r_{MO}^3 \lesssim 0.45$ corresponds to the replacement of GeO$_4$ units by predominantly GeO$_5$ units, and the regime when $\rho r_{MO}^3 \gtrsim 0.45$ corresponds to the appearance of a growing concentration of GeO$_6$ units. According to Fig. 16, similar structural transformations are expected for SiO$_2$ glass. Hence, SiO$_2$ units will be replaced predominantly by SiO$_3$ units in a dimensionless number density regime which corresponds to a pressure range from about 15 to 24 GPa, and appreciable concentrations of SiO$_6$ units will begin to form at pressures in excess of $\approx 24$ GPa. These findings are in broad agreement with the molecular dynamics studies of SiO$_2$ by Liang et al. and Wu et al. From the experimental perspective, X-ray Raman scattering oxygen K-edge spectra show little change at pressures below 14 GPa and may be interpreted at higher pressures in terms of the formation of SiO$_4$ units. In addition, the appearance of SiO$_3$ units at pressures above 12 GPa has been suggested on the basis of X-ray Raman scattering silicon L-edge spectra.

The packing fraction of oxygen atoms arranged in regular tetrahedral units is given by $\eta_0 = \frac{16\sqrt{2}\pi \rho r_{MO}^3}{27\sqrt{3}}$ (see Table 1) and, as shown by Fig. 16, the nearest-neighbour bond length $r_{MO}$ changes little between ambient and a scaled number density $\rho r_{MO}^3 \approx 0.4$. The latter corresponds to a packing fraction $\eta_0 \approx 0.61$, close to the value of 0.64 expected for a random close-packing of hard spheres. Thus, fivefold coordinated Si or Ge atoms begin to appear only when the oxygen atoms have filled the space that is available to them.

As discussed in Section 5, glasses are not expected to give an accurate account of the structure of the corresponding liquids, especially for more fragile glass-forming systems. However, since glasses can explore localities on an energy landscape that are inaccessible to the crystalline state, the formation of fivefold coordinated silicon atoms at high pressures is likely to be mirrored in the liquid phases of e.g. compressed high-temperature liquid silicates. These materials are of geophysical relevance since they account for a significant proportion of the Earth’s mantle, and structural changes that take place under high-pressure and temperature conditions alter physical properties (e.g. the compressibility, thermal expansivity and viscosity) that govern magma related processes such as volcanic activity and the differentiation and evolution in composition of the planetary interior. As suggested by molecular dynamics simulations, the formation

![Fig. 16](image-url)
of SiO₂ species in these liquids is likely to have a substantial impact on the extent of network polymerisation and, thereby, the physical properties of the melt.

### 7 Quantum effects in the hydrogen bonded network of water

Oxygen is a ubiquitous element, playing an essential role in most scientific and technological disciplines, and is often incorporated within a structurally disordered material where examples include molten silicates in planetary science, glasses used for lasers and optical communications, the insulating oxide layers in silicon-based electronic devices and water in biological processes. To investigate the possibility of using oxygen as a site specific structural probe in neutron diffraction experiments, the sensitive technique of neutron interferometry has recently been applied to measure the coherent scattering length values of the isotopes ¹⁷O and ¹⁸O relative to oxygen of natural isotopic abundance. The measured values of ₅₈.₆₇₄(7) Å and ₆.₉⁰₆(₁) Å give a factor of ₆ increase in the scattering length contrast between ¹⁸O and natO by comparison with standard tabulations.

These results encouraged Zeidler et al. to make the first application of the method of oxygen NDIS to investigate the structure of light (H₂O) versus heavy (D₂O) water to investigate the role played by nuclear quantum effects, such as zero point energy and tunnelling, on water’s hydrogen bonded network. These quantum effects manifest themselves by differences between the structure and dynamics of light versus heavy water which lead to changes in properties such as their melting and boiling points, their temperature of maximum density, and their interaction with biological systems. In addition, techniques such as two-dimensional infra-red spectroscopy commonly require H to be partially substituted by D, and it is therefore important to understand the accompanying effect on the structure and dynamics of water.

Let diffraction experiments be made on light water samples of H₂natO and H₂¹⁸O and on heavy water samples of D₂natO and D₂¹⁸O. In each case, the neutron and proton/deuteron masses are comparable, which leads to a large contribution to the measured diffraction patterns from inelastic scattering effects, for which there is no exact theory. In experiments on water, it is therefore desirable to minimise the distortion that these unwanted effects have on the measured diffraction patterns, and this can be achieved by using the oxygen NDIS method. For example, in the case of light water it follows from eqn (1) that subtraction of the measured differential scattering cross-sections gives the expression

\[
\Delta F'_H(k) = \frac{\Delta F'_H(k) - \Delta F'_D(k)}{2[\Delta F'_H(D) - \Delta F'_H(H)]}
\]

The H–H correlations are thereby eliminated and, since H–O nuclei are lighter than O nuclei and twice as numerous, the main contributions arising from inelastic scattering are also eliminated to leave a residual inelasticity correction \(\Delta P_D(k)\).

In the case of heavy water, subtraction of the measured differential scattering cross-sections gives

\[
\Delta F'_D(k) = \frac{\Delta F'_D(k) - \Delta F'_H(k) + \Delta P_D(k)}{2[\Delta F'_H(H) - \Delta F'_D(D)]}
\]

where the first-difference function is given by

\[
\Delta F'_H(k) = F'_H(k) - F'_D(k) = c_o^2(\nu_{O-}^2 - \nu_{H-}^2)[S_{OO}(k) - 1] + 2c_o^2c_{D}b_o(\nu_{O-} - \nu_{H-})[S_{OD}(k) - 1],
\]

and \(\Delta P_D(k)\) is a residual inelasticity correction. The corresponding real-space functions \(\Delta G_H(r)\) and \(\Delta G_D(r)\) are obtained by substituting \(S_{oo}(k)\) for \(g_{oo}(r)\) in eqn (28) and (30). The complexity of correlations associated with a total structure factor can also be simplified by forming the second-difference functions

\[
\Delta F_{OX}(k) = 1 + \frac{\Delta F'_H(k) - \Delta F'_D(k) - \Delta S_{OX}(k)}{2c_o^2c_D[b_o(\nu_{O-} - \nu_{H-})]}
\]

where X represents a weighted average of H and D. \(\Delta F_{OX}(k)\) corresponds to \(S_{OO}(k)\) if the net quantum effects are sufficiently small that there is good cancellation of the \(S_{OD}(k)\) functions for light and heavy water and \(S_{OO}(k) \approx S_{OX}(k)\). The residual inelasticity correction \(\Delta P_{OX}(k) = \Delta P_D(k) - \Delta P_H(k)\) is particularly small because the inelasticity corrections on the first-difference functions have the same sign and are comparable in magnitude.

The measured first-difference functions are shown in Fig. 17(a) and the corresponding real-space functions are shown in Fig. 18(a), where the robustness of these results was thoroughly checked by using the procedures described in ref. 23. The first peak in \(\Delta G_D(r)\) at 0.985(⁵) Å and the first trough in \(\Delta G_H(r)\) at 0.990(⁵) Å arise from intra-molecular O–D and O–H correlations and give coordination numbers of \(n_{O-D} = 1.9(1)\) and \(n_{O-H} = 2.0(2)\). The O–D distance compares with a value of 0.983(⁸) Å obtained by Powles from a re-analysis of neutron diffraction data for liquid heavy water at 294 K, and with a value of 0.985(⁷) Å as estimated from a pair-distribution function analysis of neutron diffraction data for ice-Ih. The difference between the O–D and O–H bond lengths of \(\approx 0.5\%\) compares to \(\approx 0.4\%\) for both the vapour phase of water in its ground vibrational state (where the O–D and O–H distances are 0.9687 and 0.9724 Å, respectively) and for ice-Ih, at 123 K (where the O–D and O–H distances are 0.983(⁵) and 0.987(⁵) Å, respectively). All of these values are smaller than the bond-length difference of \(\approx 3\%\) found in the neutron and X-ray diffraction investigation of liquid water by Soper and Benmore using the EPSR method, a difference that is much larger than found by any
Theoretical prediction. In more recent work Soper reports a revised bond-length difference that is a factor of ten smaller. Isotope effects in water have been investigated by McBride et al. by constructing a new model for D2O in which the O–H bond length in the rigid and non-polarisable TIP4P/2005 water model was shortened in line with the bond-length difference reported by Zeidler et al. The isotope shifts found for the melting point temperature of ice-Ih, and for the temperature of maximum density of the liquid, are in good agreement with the experimental results for H2O versus D2O.

The measured second-difference function \( \Delta F_{\text{ox}}(k) \) is shown in Fig. 17(b) and the corresponding real-space function \( \Delta G_{\text{ox}}(r) \) is shown in Fig. 18(b). The first peak in \( \Delta G_{\text{ox}}(r) \) at 0.987(5) Å is attributed to intra-molecular O–X correlations and gives a coordination number \( N_0 = 2.0(1) \). The second peak at 1.83(2) Å corresponds to the inter-molecular O–O hydrogen bond and is at the same position as the inter-molecular O–D peak position in \( \Delta G_D(r) \).

The first- and second-difference functions were compared to the results obtained from path integral molecular dynamics simulations of light and heavy water using several different models of water, namely the rigid models TIP4P and SPC/E,\textsuperscript{236,237} the flexible harmonic models SPC/F and qSPC/Fw,\textsuperscript{238,239} and the flexible anharmonic models q-TIP4P/F and TTM3-F.\textsuperscript{227,240} These calculations, in which a system of quantum mechanical particles is mapped onto a simulation of classical ring polymers, provide an exact treatment of nuclear quantum fluctuations in the structure of a given potential energy model for water. In the cases of rigid or flexible harmonic classical models, the introduction of quantum effects leads, in general, to a large de-structuring of the hydrogen bonded network as shown by (i) a decrease in height of the first peak in \( g_{\text{ox}}(r) \) which is an indicator of inter-molecular ordering, and (ii) an increase in the number of hydrogen bonds broken.\textsuperscript{239,241–243} This de-structuring can have dramatic implications for the dynamics with the diffusion coefficient changing by as much as 50%.\textsuperscript{239,240,244} Replication of the first O–O peak height reduction by using classical models requires an increase of the liquid temperature by \( \Delta T \approx 35–40 \) K. By contrast, flexible anharmonic models and a recent first-principles molecular dynamics study predict much smaller changes in the structure of water,\textsuperscript{220,240} corresponding to \( \Delta T \approx 5–18 \) K.
Of the various models, the intra-molecular O–H and O–D bond length difference of 0.0054 Å or ±0.5% found using the TTM3-F model is in excellent agreement with the new diffraction data, and the comparison in Fig. 18(a) shows that theory and experiment are essentially superposed in the region where the intra-molecular correlations dominate. The TTM3-F model gives inter-molecular O–D and O–H peak positions both equal to 1.84 Å, with weighted peak positions \( \langle r_{\text{O}X} \rangle = \int dr \ g_{\text{O}X}(r) \) (where X denotes D or H) both equal to 1.91 Å i.e. the average length of a hydrogen bond barely changes between light and heavy water. The TTM3-F model reproduces accurately the O–H stretching region of the infra-red absorption spectrum of liquid water,\(^{227}\) and when quantum effects are included the diffusion coefficient \( D_{\text{qm}} = 0.95 \times 0.237 = 0.225 \) Å\(^2\) ps\(^{-1}\) is in excellent accord with the measured value of 0.229 Å\(^2\) ps\(^{-1}\).\(^{227,240}\)

As discussed by Zeidler et al.,\(^{21,23}\) the quantitative agreement found between the oxygen NDIS experimental results and the path integral molecular dynamics results for the TTM3-F model supports the proposal of “competing quantum effects” in liquid water.\(^{220,240}\) In this hypothesis inter-molecular zero point energy and tunnelling weaken the hydrogen bond network, as previously predicted,\(^{219,241–244}\) but quantum fluctuations in the anharmonic intra-molecular O–H bond increase its length and hence the dipole moment of each water molecule. This higher dipole acts, in turn, to increase the binding between molecules and hence the net effect of quantum fluctuations is smaller than originally suggested from rigid water simulations. It can be shown that, for a selection of water models, the extent of cancellation is strongly related to \( \Delta r = r_{\text{OH}} - r_{\text{OD}} \), the change observed in the intra-molecular bond length on substituting H for D in the path integral simulations.\(^{21,23}\) The largest values of \( \Delta r \) correspond to flexible anharmonic models which show a much smaller change upon including quantum effects in (i) the O–O peak height, (ii) the number of hydrogen bonds broken, and (iii) the diffusion coefficient. In the case of the TTM3-F model, the cancellation between opposing quantum effects is large, leading to a small fall in the O–O peak height of 0.03 and a ratio of quantum to classical diffusion coefficients of 0.95. These changes are much smaller than for rigid models which cannot exhibit any competition between intra-molecular and inter-molecular quantum contributions. Support for the proposal of competing quantum effects also comes from calculations of the isotope fractionation ratio i.e. the equilibrium D/H ratio for the liquid versus the vapour phases of water.\(^{245}\) In this case, the flexible anharmonic q-TIP4P/F water model predicts the correct magnitude for the isotope fractionation ratio, but the TTM3-F water model overestimates the extent of the intra-molecular versus inter-molecular competition.

A large cancellation of competing quantum effects is fortuitous for experimental methods that exploit H/D isotope substitution such as the method of neutron diffraction with H/D isotope substitution,\(^{94,246–248}\) two-dimensional infra-red spectroscopy\(^{225,224}\) and nuclear magnetic resonance spectroscopy.\(^{249}\) This is because when these methods are used to study systems involving either light or heavy water at 300 K the structural environments probed, as well as the quantum contribution to the dynamics, are likely to be similar.

8 Conclusions and outlook

The results presented in this Perspective demonstrate that, by matching carefully designed experiments with suitable neutron diffraction instrumentation, it is possible to use NDIS to probe the detailed structure of liquids and glasses on multiple length scales. Moreover, it is now possible to apply the NDIS method even when the samples are small, as in high-pressure Paris-Edinburgh press experiments\(^{20}\) and in high-temperature aerodynamic-levitation experiments,\(^{18}\) or when the neutron scattering length contrast is small, as in experiments on water using oxygen isotope substitution.\(^{21–23}\) The different length scales that were discussed are associated with e.g. (i) intermediate versus extended-range ordering in network glass-forming systems, where there is a competition that affects the relative fragility of a material; (ii) changes in the local structural motifs on vitrification in the fragile glass-former CaAl\(_2\)O\(_4\), which are accompanied by the development of extended branched-chains of Ca-centred polyhedra; and (iii) intra-molecular versus inter-molecular ordering in liquid water, where there is a competition between the associated quantum effects.

The results obtained from carefully performed NDIS experiments play an important role in helping to assess e.g. the accuracy of various theoretical schemes that are employed to make atomistic models for different classes of disordered materials. This is illustrated by (i) first-principles investigations of liquid and glassy chalcogenide materials at ambient pressure, where the progression from use in self-consistent calculations of the local density approximation (LDA) to a generalised gradient approximation using the Becke–Lee–Yang–Parr (BLYP) functional to describe the electron exchange and correlation, has led to models that are in better agreement with the NDIS and other experimental results;\(^{29,66–68,107–110,250}\) (ii) classical molecular dynamics simulations of network-forming oxide glasses, where the parameterisation of a polarisable ion model for GeO\(_2\) using ab initio results has led to transferrable potentials that can be used to accurately predict, for the first time, the material properties under high-pressure conditions;\(^{25,28,36}\) and (iii) path integral molecular dynamics investigations of liquid water, where flexible anharmonic models best account for the measured difference between the intra-molecular O–H and O–D bond distances in light and heavy water,\(^{21,23}\) thus giving support to the hypothesis of competing intra-molecular versus inter-molecular quantum effects.\(^{220,246}\) Once the correct theoretical scheme has been established, these simulations can be used to enrich the information about a material that can be extracted, and they can also be used to predict the changes in material properties that occur when e.g. new chemical species are added or the state conditions are varied.

In summary, the NDIS method can be used to investigate the coordination environment of a growing number of chemical species under a variety of different sample conditions. This is enabling an increased exploitation of the neutron’s attributes.
as a structural probe to study a broad range of disordered materials having scientific and/or technological significance. The development of new high counting-rate instrumentation at central neutron scattering facilities for diffraction studies of liquid and glassy materials, which can often be adapted for making a pair-distribution function analysis of the structure of crystalline or nano-crystalline materials, will continue to offer new opportunities for the NDIS method to provide benchmark experimental results.
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