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Summary 摘要

This thesis mainly presents new research on mathematical descriptions for stochastic interactions in multi-species systems. Oscillations have been observed in many biological competition models, e.g. the Lotka-Volterra model and the Rock-Paper-Scissors (RPS) model. In this thesis, by analysing properties of these oscillations, the effects of demographic noise are demonstrated and comprehensively explained in some specific stochastic multi-species competition models. Three paradigmatic models are introduced and analysed using novel, and, generally applicable techniques.

Chapter 2 considers the well-known cyclic dominance dynamics of three mutually-competing populations, as in the toy model for the RPS game. In this chapter, the non-zero-sum RPS model is studied in detail, especially for the case with small mutation rate. The mean period of oscillations is computed in detail for stochastic competition models. Phenomena that are observed numerically are explained theoretically in details using techniques from Markov Processes, asymptotics, local-global maps and stochastic differential equations.

In chapter 3 the focus is on the extension to models of four species interacting. Even in the simplest case of symmetric interactions there are new possibilities for the deterministic (and stochastic) dynamics.

Chapter 4 considers the effect of a random environment of competitive interactions on the dynamics of the simplest RPS model. By coupling the zero-sum RPS model to a larger well-mixed random system, the RPS subsystem still has a sustained oscillation, but the oscillation has larger amplitude and higher frequency which is induced by the random interaction network. Via the cavity method, the changes in amplitude and frequency can be estimated quantitatively.
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Chapter 1

Introduction 概述

1.1 Research Context

I have two stories to start my thesis. First is a piece of news from China [1]: during the Spring Festival of 2017 (which is the biggest holiday in China), a visitor had been mauled to death by a tiger in Ningbo Zoo, after he climbed over the zoo’s wall to avoid paying for a ticket and landed in the tiger enclosure. The tiger was then shot dead by a policeman. This news is very unfortunate, however, it raises a question: which species is stronger? Human beings or tigers? The death of the visitor and the tiger shows the struggle between the two populations, filled with contingency and inevitability.

The other story is also about a human and a tiger but it is a fictional story with the title ‘Life of Pi’ [44]. The protagonist is a boy called ‘Pi’, who lives with a tiger ‘Richard Parker’ on a life boat in the Pacific Ocean for 227 days. In this extreme environment, they learn to coexist harmoniously and finally survive. Their survival is a miracle and against the reader’s expectations.

Interactions between species including competition and cooperation determine structures of biological system. Each interaction is not only the individuals’ behaviour, but also, in a sense, a game played between them. Nowak and Sigmund’s article [63] in 2004 has reviewed many biological game models to show the historical developments of Evolutionary Game Theory (EGT). Following Nowak’s terminology, we also use a ‘game’ to show an interaction between a set of individuals, and these ‘players’ are ‘types’ of interest (be they species, chemicals, bacterial disease strains). They act according to their behaviour phenotypes, which are called ‘strategies’ in Game Theory.
The players’ payoffs are translated into ‘fitness’ which depends on their own strategies and on that of their co-players. For more detailed notions please refer to section 1.3.

Nash equilibrium is an important definition in classic Game Theory. In a non-cooperation game, a Nash equilibrium is a combination of strategies such that no player has anything to gain by changing only their own strategy [57]. John Maynard Smith in 1973 introduced a concept of Evolutionarily Stable Strategies (ESS) by refining the form of a Nash equilibrium [76]. An ESS is a Nash equilibrium that is “evolutionarily” stable: once most of the members of a population adopt it, there is no alternative strategy that would give higher fitness (payoff). Here, the idea is that most of the members adopt it because of ‘Darwinian selection’: individuals best adapted to their environments are more likely to survive and reproduce. Roughly speaking, ESS is an application of Nash equilibrium in biology, like Evolutionary game theory (EGT) is the application of game theory to evolving populations in biology.

The first use of game-theoretic arguments can be found in the field of sex-ratio theory [15, 81]. ESS were introduced to discuss the prevalence of ritual fighting in interspecific animal conflicts. Examples include mate choice [29], siblings rivalry [52] and the arms races between predators and prey [2]. Increasingly, EGT is also used in economic and social sciences and applied to experimental games with human subjects [62, 85, 25, 18]. Even genes, bacteria, organelles, and viruses can be engaged in games of cooperation and conflict [83, 67, 34].

Darwinian selection is a plain but very general concept in Biological Evolution Theory (BET). In EGT, the ‘old-fashioned’ concept is borrowed and developed. The classical understanding of ‘selection’ was based on the assumption that the fitness of a phenotype is independent of the abundance of that phenotype in the population. However, frequency-dependent selection arises and appears to play an important role in many applications. Frequency-dependent selection is an evolutionary process by which the fitness of a phenotype depends on its frequency relative to other phenotypes in a given population. For example, in the evolution of the virulence of infectious agents, parasites evolve to maximize their basic reproductive ratio [4]. This is based on a hypothesis of constant selection. At the same time, if several parasite strains super-infect the same host or rapid evolution generates many different parasite mutants in any one infected individual, then frequency-dependent selection is probably important [61].

Not only from BET, but also from Game Theory (GT), EGT inherits many basic concepts and opinions and develops them in its own applications. Many phenomena are difficult to explain just through the static classical GT because the equilibrium notion of Nash and the quest for a unique solution to rational play does not exist in many
biological systems. For example, a simple toy game, named ‘rock-paper-scissors’, has a long-term outcome which is not a Nash equilibrium but endless regular or irregular oscillations. This model will be introduced in detail in section 1.3. The above discussion shows that the static GT approach (e.g. Nash rational play and Nash equilibrium) is unable to provide a full analysis and explanations for the biological/ecological interaction models. Hence, we are led to consider the development of a dynamical theory, EGT. In contrast with GT, EGT considers the population dynamics of a biological system by extending the concepts ‘unbeatable strategy’ and ‘evolutionary stability’. Then the potential success of invading mutants and the interplay between mutation in frequency-dependent selection (as remarked in the Darwinian selection paragraph above) is described well by EGT [61]. Generally speaking, the population dynamics depends on the structure of the population (in this thesis we will assume the population is well-mixed), on the mechanisms for the transmission of the relevant traits (by competing or genetic inheritance), and on the time scales underlying the evolutionary and ecological processes [63].

1.1.1 Competition Between Species and Cyclic Phenomena

Competition between species is a key driver of complex dynamics in ecology. It is also an important research project in theoretical EGT. Even very simple competitive interactions can yield complex dynamical behaviour, for example the well-known Lotka-Volterra model for predator-prey interactions [42, 43, 84, 45]. The Lotka-Volterra model for the evolutionary dynamics of two species – A (predator) and B (prey), has four distinct outcomes(Figure 1-1(a)) [63]. (i) Dominance: A vanishes (or, equivalently B). (ii) Bi-stability: Either A or B vanishes, depending on the initial condition. (iii) Coexistence: A and B coexist in a stable proportions. (iv) Neutrality: Any proportions of A and B are in equilibrium. Here the cases (i), (ii), (iii) all correspond to the ecological examples of two-species competition [63, 47].

With three species, the outcome of competitions looks considerably more complicated. The most obvious difference is the existence of ‘Rock-Paper-Scissors’ cycle in a 3-species model(Fig 1-1(c)). Depending on the parameters of the game, the evolutionary trajectories can spiral inwards, leading to a stable coexistence state of all three species, or spiral outwards, leading to (in the most obvious stochastic dynamical case) a random extinction of two species. These cyclic phenomena have been observed in different ecological systems. For example, in the mating strategy of some species lizards [75], there exist three morphs of male lizards who differ in their throat colour (Fig 1-1(b)). The strongest type A always succeeds in preventing other males from approaching their mate. Type C is less efficient but still can beat type B and obtain the mating right.
Figure 1-1: Different possibilities for population interactions. (a) Four outcomes of Lotka-Volterra Model: B always wins; A or B wins depending on the initial status; stable coexistence, or neutral interactions and coexistence with different proportions is possible; (b) Different species of side-blotched lizards are distinguished by different throat colours; (c) Two outcomes of dynamical three-species competitions: trajectories spiral inwards to an equilibrium or spiral outwards towards the single-species equilibria.
Only type B who is the weakest and does not engage in female-guarding behaviour at all, roams around in search of sneaky matings. The other example is *Escherichia coli* bacteria. There exist three strains who exhibit a similar RPS competitive relationship [31]. For a more detailed model description and methods, please refer to section 1.3.1.

In the case of four or more species, cyclical interactions have much more complicated evolutionary behaviours [78]. For example, the emergence of defensive alliances [77] is stimulated by four-strategy food web with different invasion rates between predator-prey pairs. Similar defensive alliances, as well as noise-guided evolution, have been found in a six-species food web with heterogeneous invasion rates [66]. As paper [78] M. Mobilia remarks, although the outcome of evolutionary game with cyclic dominance may depend on the properties of the interaction networks, on the topology of the network structure, and on the number of species (or strategy) engaged in competitions, there exists fascinatingly robust universal behaviour that is independent of model particularities. In four words, we are interested in such ‘kinds of robust cycles’.

### 1.1.2 Research Objectives

Cyclic competitions play a prominent role in explaining biodiversity in nature [9, 31, 70, 78]. The RPS model mentioned in last section is a good example for explaining the coexistence of three species. Although at infinite population, the RPS model shows cyclic coexistence of 3-species, at finite population size with noise, this model cannot sustain this biodiversity indefinitely. In the latter case, only one species survives finally. If each species has same reproduction-predation rate, we can not predict which one wins. Otherwise, the most likely species to win is the one with the lowest reproduction-predation rate [69, 6]. This reminds us that differences that result from by randomness may arise between the observation in nature and the theoretical prediction in the lab, because the real world is discrete and limited while the analytical researchers prefer assuming a continuous and infinite population model. All discussion above shows that only studying the population dynamics in a deterministic setting is not enough.

Recently research has focussed on building bridges between deterministic models for the case of an infinite population and stochastic models for a finite population. Normally, the deterministic model would provide us with the first impression of the evolution in a system. In many instances of ecological/chemical systems, macro-behaviour could be explained well by a deterministic model. After that, considering the same system without the large population limit assumption, researchers build relevant mathematical models, often based on stochastic processes and other probabilistic tools. For example, they establish differential equations with a stochastic diffusion according interactions at individual level [5, 37], and analyse them using the theory of Stochastic
Differential Equations (SDEs). In this thesis we follow this study pattern, combining deterministic and stochastic approaches in order to present a comprehensive description of demographic fluctuations (which means the noise comes from the discrete and finite population) in the evolution of ‘biological species’ (or other ‘types’).

We are also interested in the periodicity and amplitude of different oscillations which often emerge in the species competitions, e.g. the regular dominance in RPS model. These oscillations may be broken up, damped, or enhanced in different cases. For example, demographic noise often change these properties (slowing down or speeding up the period) of the oscillations [87]. Specifically, in this thesis we combine a set of methods to determine the existence of periodic or quasi-periodic cycles as well as to predict the period according to intrinsic parameters given in different models.

In summary, the motivations of this thesis could be summarised as following: (1) keeping the biodiversity; (2) bridging deterministic models and stochastic models; (3) finding the oscillations in the competitions between species; (4) predicting the period and amplitude (analytically or numerically) of the oscillations.

1.2 Thesis Layout

The thesis consists of five chapters. **Chapter 1** is the introduction, divided into two parts. The first part has stated the general biological background to the project and my specific research objectives. The second part summarises the mathematical methodology that I used in the research. **Chapter 2** concerns 3-species competition. A classic 3-species model, Rock-Paper-Scissors (RPS) model is reviewed here, with the inclusion of mutation effects. We find a sustained oscillation around the inner equilibrium in the stochastic model, while in the infinite and continuous model the oscillation is damped. An extended model with an asymmetric payoff matrix is also discussed. It is different from symmetric model, having a limit cycle when mutation rate is smaller than a critical value. **Chapter 3** concerns 4-species interactions, in the permutational symmetrical case. **Chapter 4** discusses the coupling a subsystem (i.e. the RPS model) to a complicated, bulk environment. Mainly we study the effects of the environment on the stochastic oscillation of the subsystem (which is also discussed in chapter 2). **Chapter 5** discusses possible future work and summarises the results of the thesis.

The main results in Chapter 2 have been published in paper [87]. Further papers based on the results in Chapter 3 and 4 are currently in preparation.
1.3 Methodology

The existence of ‘autocatalytic networks’ is a very useful hypothesis that helps scientists to understand the origin and the organization of life [27]. By definition, this network is a collection of species, each of which can be reproduced catalytically by other species within the set (e.g. RPS model [51], RNA world [39, 27], and some biochemical networks [10]). In this thesis, we study the research objectives in the paradigmatic case of an autocatalytic network.

Mathematically, there are two kinds of autocatalytic network being discussed later. The first type is the deterministic toy model – RPS [51]. It is a small autocatalytic reaction network. We will explain it mainly in section 1.3.1. In 1.3.2 and 1.3.3 we will discuss some mathematical tools based on the network. The second type discussed in the thesis is a kind of random graph. It is equivalent to a random matrix in principle since the random graph can be expressed by the adjacency matrix. In section 1.3.5, we define such random autocatalytic reaction networks and we present an algorithm for generating them.

1.3.1 Replicator Equation, Chemical Reactions, and the Gillespie Algorithm

A classical formalism for studying biological competitions is that of Replicator Equations (REs). The core idea of REs is to introduce Game Theory to Evolutionary Dynamics, and to use a Payoff Matrix (which is often used to present relations between strategies) to show interactions between species [26]. The gain or loss of Species $i$ when it fights against Species $j$ is denoted by $p_{ij}$, forming a ‘payoff matrix’ $P := (p_{ij})_{n \times n}$. The relative abundance (or frequency) of species $i$ is denoted by $x_i$; its expected overall gain in the system is $f_i := \sum_{j=1}^{n} p_{ij} x_j$, where the number $n$ is total of species. The average gain of the whole system is defined as $\phi := \sum_{i=1}^{n} x_i f_i$. Briefly, if single species’ gain is greater than the average, then the relative abundance (or frequency) will increase. This mechanism is captured by replicator equations as follows:

$$\dot{x}_i = x_i (f_i - \phi), \quad i = 1, ..., n. \quad (1.1)$$

Rock-Paper-Scissors model is a good toy example to present the technique. RPS game is a simple two-player, three-state game which illustrates the idea of cyclic dominance: a collection of strategies, or unchanging system states, in which each state in turn is unstable to the next in the cycle. In mathematical neuroscience dynamical switches between such a collection of system states has been referred to as ‘winnerless competition’ since there is no best-performing state overall [68, 82]. In detail: playing
the strategy ‘rock’ beats the strategy ‘scissors’ but loses to the strategy ‘paper’; similarly, ‘scissors’ beats ‘paper’ but loses to ‘rock’. When the two players play the same strategy the contest is a draw.

In game theory, the usual way to summarise this information is via a payoff matrix that specifies the payoff to one player from all possible combinations of actions by both players. It is a mean-field presentation for the competition. In the two-player RPS game, we define the payoff matrix $P$ by setting the entry $(p_{ij})$ to be the payoff to player 1 when player 1 plays strategy $i$ and player 2 plays strategy $j$. For the RPS game we summarise the payoffs in the following table and payoff matrix $P$:

$$
\begin{array}{ccc}
A & B & C \\
A & 0 & 1 & -1 \\
B & -1 & 0 & 1 \\
C & 1 & -1 & 0 \\
\end{array}
$$

$P = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix}$ \hfill (1.2)

Its corresponding REs are:

\[ \dot{x}_1 = x_1(x_3 - x_2), \]
\[ \dot{x}_2 = x_2(x_1 - x_3), \]
\[ \dot{x}_3 = x_3(x_2 - x_1). \] \hfill (1.3)

Note that $\phi = 0$ (since $P$ is anti-symmetric). This is a deterministic and mean-field model. In the figure 1-3(b), a closed orbit can be clearly observed. This phenomenon can be explained by considering the function $V(t) = x_1(t)x_2(t)x_3(t)$ in the toy RPS model; for which

\[ \dot{V} = \dot{x}_1x_2x_3 + x_1\dot{x}_2x_3 + x_1x_2\dot{x}_3 \\
= x_2x_3(x_3x_1 - x_1x_2) + x_1x_3(x_1x_2 - x_2x_3) + x_1x_2(x_2x_3 - x_3x_1) \]
\[ = 0, \] \hfill (1.4)

and hence trajectories for the ODEs lie in level sets $V = \text{constant}$.

**Chemical reaction** schemes are a visual and stochastic version of interactions between species. For example, the reactions below have the same mean-field ODEs as (1.3) [69].

\[ A + B \xrightarrow{1} B + B, \]
\[ B + C \xrightarrow{1} C + C, \] \hfill (1.5)
\[ C + A \xrightarrow{1} A + A. \]
Figure 1-2: This figure describes stochastic evolution of a well-mixed finite biological system, in which there are three species A, B and C. At each time step, two random individuals are chosen to react, and the weaker one will be replaced by its opponent. It is an example of Moran process: in each time step a random individual (which is of either type A or C) is chosen for reproduction and a random individual is chosen for death; thus ensuring that the population size remains constant.

These reactions imply that when an individual from species A meets an individual from species B, the result is to form two individuals from species B; and similarly for the second and third chemical reaction.

These reactions form an autocatalytic network, represented by the reaction matrix:

\[
R = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix}.
\]  

Here each component \( R_{ij} \) is the rate of a reaction \( X_i + X_j \xrightarrow{R_{ij}} 2X_j \), specifically in RPS model \((X_1, X_2, X_3) = (A, B, C)\).

Consider a population of size \( N \) which is well-mixed, with its stochastic dynamics described by the chemical reactions (1.5). This is closely related to the Moran process [69, 53, 40], which has been illustrated in figure 1-2. The Gillespie Algorithm [21] is the classical stochastic simulation algorithm (SSA) for the stochastic modelling of chemical reactions. In contrast to ODEs, the Gillespie algorithm allows a discrete and stochastic simulation of a system with few reactants because every reaction is explicitly simulated.

To simulate the system of chemical reactions (1.5), we perform the following steps at time \( t \), which starts with \( A(0) = A_0, B(0) = B_0, C(0) = C_0 \), and \( A_0 + B_0 + C_0 = N \).
Algorithm 1.1 (Gillespie Reaction Simulation for RPS).

1. Generate two random numbers \( r_1 \) and \( r_2 \) uniformly distributed in \((0, 1)\).

2. Compute the propensity functions of each reaction \( \alpha_1 := A(t)B(t)/N, \alpha_2 := B(t)C(t)/N, \alpha_3 := C(t)A(t)/N \). Compute the total propensity \( \alpha_0 = \alpha_1 + \alpha_2 + \alpha_3 \).

3. Compute the time when the next chemical reaction takes place as \( t + \tau \) where
   \[
   \tau = \frac{1}{\alpha_0} \log \left[ \frac{1}{r_1} \right].
   \] (1.7)

4. Compute the number of individuals at time \( t + \tau \) by
   \[
   A(t + \tau) = \begin{cases} 
   A(t) - 1 & \text{if } 0 \leq r_2 < \alpha_1/\alpha_0; \\
   A(t) & \text{if } \alpha_1/\alpha_0 \leq r_2 < (\alpha_1 + \alpha_2)/\alpha_0; \\
   A(t) + 1 & \text{if } (\alpha_1 + \alpha_2)/\alpha_0 \leq r_2 < 1;
   \end{cases}
   \] (1.8)
   \[
   B(t + \tau) = \begin{cases} 
   B(t) + 1 & \text{if } 0 \leq r_2 < \alpha_1/\alpha_0; \\
   B(t) - 1 & \text{if } \alpha_1/\alpha_0 \leq r_2 < (\alpha_1 + \alpha_2)/\alpha_0; \\
   B(t) & \text{if } (\alpha_1 + \alpha_2)/\alpha_0 \leq r_2 < 1;
   \end{cases}
   \] (1.9)
   \[
   C(t + \tau) = \begin{cases} 
   C(t) & \text{if } 0 \leq r_2 < \alpha_1/\alpha_0; \\
   C(t) + 1 & \text{if } \alpha_1/\alpha_0 \leq r_2 < (\alpha_1 + \alpha_2)/\alpha_0; \\
   C(t) - 1 & \text{if } (\alpha_1 + \alpha_2)/\alpha_0 \leq r_2 < 1;
   \end{cases}
   \] (1.10)

5. Return to step 1.

The Gillespie simulation algorithm is shown in algorithm 1.1 in the paradigmatic case. In fact, it could be applied to any reaction scheme.

Fig 1-3(a) shows the cyclic dominance of the three species for the replicator equations (1.3). We find that although the \( x_i(t) \) fluctuate up and down, they never die out completely. The periodic evolution of \( x_i(t) \) corresponds to the numerical results of ODEs (1.3) and to the blue solid line in the right subfigure 1-3(b). Plotting in barycentric coordinates (because \( x_1 + x_2 + x_3 = 1 \)), which is shown in 1-3(b), it is clear to observe that the periodic evolution of \( x_i(t) \) forms approximately closed orbits, and the radius and the location of these orbits only depends on the initial value of ODEs [51]. In this and subsequent figures we represent the 2-dimensional phase space using the coordinates \((y_1, y_2)\) defined to be \( y_1 := x_1 + \frac{1}{2}x_2, y_2 := \frac{\sqrt{3}}{2}x_2 \).

However, changes happen when we introduce some demographic noise. The red line in figure 1-3(b) is produced by the stochastic simulation (Gillespie Algorithm 1.1)
with \(N = 256\) individuals. It clearly looks to be randomly evolving in time. And there are also qualitative differences, for example the way in which the stochastic evolution hits the boundary (an absorbing set for the dynamics) and then the corner of the simplex (also absorbing) as the species go extinct one by one, until only one survives. The disagreement between the result of the ODEs and the result of the simulations in the toy model illustrates the gap between the deterministic and the stochastic modelling approaches to the same problem.

In summary, the three methods introduced here often give us useful initial information for many models. They will make useful contributions and form the basis for the whole thesis.

1.3.2 Fokker-Planck Equation and Stochastic Differential Equation

In order to reveal the effects of demographic noise, we return to the toy model and chemical reactions (1.5), and consider in detail the derivation of the differential equations from the individual–level stochastic processes.

At the individual level, each step of evolution is randomly chosen following the reaction rules and rates. The state of the system is represented by a vector \(\mathbf{n} = (n_1, n_2, n_3)^T\) where \(n_1 + n_2 + n_3 = N\). The probability of the system being in state \(\mathbf{n}\) at time \(t\) is defined as \(P(\mathbf{n}; t)\). The transition rates \(T(n'|\mathbf{n})\) from state \(\mathbf{n}\) to the state \(\mathbf{n}'\) are given by expressions similar to equation (1) of [48] extended because we have three reactions (1.5):

\[
\begin{align*}
T(n_1 - 1, n_2 + 1, n_3) &= \frac{n_1 n_2}{N}, \\ T(n_1, n_2 - 1, n_3 + 1) &= \frac{n_2 n_3}{N}, \\ T(n_1 + 1, n_2, n_3 - 1) &= \frac{n_3 n_1}{N}.
\end{align*}
\]  

These transition rates are proportional to the product of the number of individuals in the reaction species on the left-hand-sides of the chemical reactions (1.5). The term ‘\(|\mathbf{n}\)’ can be omitted because the information is contained in the arguments \(n_1, n_2, n_3\).

Let \(P(\mathbf{n}, t|\mathbf{n}_0, t_0)\) denote the probability that the system is in state \(\mathbf{n}\) at time \(t\) given that it was in state \(\mathbf{n}_0\) at time \(t_0\), where \(t_0 < t\). As discussed in section 3 of [11], we have

\[
P(\mathbf{n}, t + \Delta t) = \sum_{\mathbf{n}'} P(\mathbf{n}, \Delta t|\mathbf{n}', 0) P(\mathbf{n}', t),
\]  

with

\[
P(\mathbf{n}, \Delta t|\mathbf{n}', 0) = T(\mathbf{n}'|\mathbf{n}) \Delta t + O(\Delta t^2),
\]
Figure 1-3: The figure shows comparison between the solution to REs and the stochastic simulation (algorithm 1.1) result with population size $N = 256$. (a) The solution to ODEs; (b) The solution to ODEs and the simulation of stochastic simulation algorithm (SSA); in a three-species simplex. Horizontal direction $y_1 = x_1 + x_2/2$ and vertical direction $y_2 = \sqrt{3}x_2/2$. 
which is the evolution operator generating \( \mathbb{P}(n, t + \Delta t) \) from \( \mathbb{P}(n, t) \) where \( \Delta t \) is a very small time interval (small enough that with high probability at most one reaction can occur). Here, equation (1.15) is the conditional probability of being in state \( n \) at time \( \Delta t \), given that the system is in state \( n' \) at time 0, expressed to leading order in \( \Delta t \), in terms of transition rate. In order to write these transitions in a more compact notation, we follow [11] and introduce three step operators \( E_1, E_2, E_3 \) that act to increment the variables indicated by the respective subscripts:

\[
\begin{align*}
E_1[f(n)] &:= f(n_1 + 1, n_2, n_3), \\
E_2[f(n)] &:= f(n_1, n_2 + 1, n_3), \\
E_3[f(n)] &:= f(n_1, n_2, n_3 + 1).
\end{align*}
\]

Naturally these step operators have inverses which represent decrements by 1 in each case. Using these operators it is straightforward to compute \( \mathbb{P}(n, t + \Delta t) \) in terms of \( \mathbb{P}(n, t) \):

\[
\begin{align*}
\mathbb{P}(n, t + \Delta t) &= \mathbb{P}(n, t) + (E_A E_B^{-1} - 1)[T(n_1 - 1, n_2 + 1, n_3) \Delta t \mathbb{P}(n, t)] \\
&\quad + (E_B E_C^{-1} - 1)[T(n_1, n_2 - 1, n_3 + 1) \Delta t \mathbb{P}(n, t)] \\
&\quad + (E_C E_A^{-1} - 1)[T(n_1 + 1, n_2, n_3 - 1) \Delta t \mathbb{P}(n, t)] \\
&\quad + O(\Delta t^2).
\end{align*}
\]

We use the scaled variables \( x = n/N \), which is exactly the species frequencies \( x_i \) from the last section, to define a probability density in terms of these variables:

\[
P(x, t, N) := \frac{\mathbb{P}(n, t)}{1/N},
\]

then the step operators (1.16)-(1.18) similarly can be redefined as

\[
\begin{align*}
E_1[g(x)] &:= g(x_1 + 1/N, x_2, x_3), \\
E_2[g(x)] &:= g(x_1, x_2 + 1/N, x_3), \\
E_3[g(x)] &:= g(x_1, x_2, x_3 + 1/N),
\end{align*}
\]

By introducing (1.20) and (1.11)-(1.13) into (1.19) and tidying it up, we now can write
the evolution of the discrete probability density (1.19) in the form:

\[
\frac{1}{N \Delta t} (P(x, t + \Delta t, N) - P(x, t, N)) = (E_1 E_2^{-1} - 1) [x_1 x_2 P(x, t, N)] \\
+ (E_2 E_3^{-1} - 1) [x_2 x_3 P(x, t, N)] \\
+ (E_3 E_1^{-1} - 1) [x_3 x_1 P(x, t, N)] \\
+ O(\Delta t).
\]

Expanding the terms with step operators for a Taylor series up to a sufficient by high order \(O(1/N^2)\), for example

\[
(E_1 E_2^{-1} - 1) [x_1 x_2 P] = \frac{1}{N} \left( \frac{\partial}{\partial x_1} - \frac{\partial}{\partial x_2} \right) [x_1 x_2 P] \\
+ \frac{1}{2N^2} \left( \frac{\partial}{\partial x_1} - \frac{\partial}{\partial x_2} \right)^2 [x_1 x_2 P] + O \left( \Delta t, \frac{1}{N^3} \right).
\]

In the limit \(\Delta t \to 0\) and at leading order in \(1/N\), (1.24) can be simplified into the form of:

\[
\frac{\partial P}{\partial t} + \nabla \cdot (u P) = \frac{1}{2} \frac{\partial}{\partial x} \left( \frac{\partial}{\partial x} \right)^T (BP)
\]

where \(u(x)\) is the vector field \(\begin{pmatrix} x_1 x_3 - x_1 x_2 \\ x_2 x_1 - x_2 x_3 \\ x_3 x_2 - x_3 x_1 \end{pmatrix}\) corresponding to the nonlinear ODEs (1.3), and the matrix \(B\) is:

\[
B(x) := \frac{1}{N} \begin{pmatrix}
  x_1 (x_2 + x_3) & -x_1 x_2 & -x_1 x_3 \\
  -x_1 x_2 & x_2 (x_1 + x_3) & -x_2 x_3 \\
  -x_1 x_3 & -x_2 x_3 & x_3 (x_1 + x_2)
\end{pmatrix}.
\]

Passing to the limit \(N \to \infty\), we obtain an advection equation because \(B\) vanishes, so the right-hand-side of equation (1.26) is zero. This shows that the ODEs (1.3) comprise the usual mean-field description of the dynamics when population size is infinite and probability density is just advected around trajectories of the ODEs. At the same time, the above derivation makes clear the relation between these ODEs (1.3) and the microscopic stochastic description when population size is finite. This is because equation (1.26) is an equation for the time evolution of the probability of being a state. It is also an example of a Fokker-Planck Equation, the vector \(u(x)\) is the drift term and \(B\) describes the diffusion.

Equation (1.26) is a Fokker-Planck (F-P) Equation, where \(u(x)\) represents its drift coefficient and \(B(x)\) is the diffusion coefficient. Following [30, 19], we know that there
is a connection between F-P equation and stochastic differential equation (SDE).

**Definition 1.1** (SDE). In general, many variable systems of stochastic differential equations can be defined for \( n \) variables vector \( x(t) \) by

\[
dx = u(x, t)dt + M(x, t)dW(t), \tag{1.28}
\]

where \( u : \mathbb{R}^n \otimes \mathbb{R}^+ \to \mathbb{R}^n \), \( M : \mathbb{R}^n \otimes \mathbb{R}^+ \to \mathbb{R}^{n \times n} \), the \( W(t) \) is a \( n \)-variable Wiener process.

**Definition 1.2** (Wiener process). We say \( \{W(t) : t \in \mathbb{R}^+\} \) is a 1-variable Wiener process if it is a real-valued Gaussian process with continuous sample paths, mean function \( \mu(t) = 0 \), and covariance function \( \text{cov}(s, t) = \min\{s, t\} \). Here Gaussian process means that \( \{W(t_1), W(t_2), ..., W(t_N)\} \) follows a multivariate Gaussian distribution for any \( t_1, ..., t_N \in \mathbb{R}^+ \) and \( N \in \mathbb{N} \). A \( n \)-variable Wiener process is defined by \( W(t) = [W_1(t), ..., W_n(t)]^T \).

The name ‘Wiener’ refers to Norbert Wiener, who made a significant contribution to the mathematical theory. Wiener process is also frequently called ‘Brownian motion’ after Robert Brown, who identified Brownian motion in the movement of pollen particles [41]. Based on these concepts, the equivalence between F-P equations and SDEs is illustrated in the following theorem.

**Theorem 1.3** (Connection between F-P equations and SDEs). The F-P equation for the conditional probability density \( p(x, t | x_0, t_0) \equiv p \) is

\[
\partial_t p = -\sum_i \partial_i [u_i(x)p] + \frac{1}{2} \sum_{i,j} \partial_i \partial_j \{[M(x)M^T(x)]_{ij}p\}. \tag{1.29}
\]

It is equivalent to a multi-variable SDE:

\[
dx = u(x)dt + M(x)dW_t. \tag{1.30}
\]

**Proof**. Please refer to Appendix A. \( \square \)

According to theorem 1.3, the SDE which is equivalent to equation (1.26) is as follows:

\[
dx = u(x)dt + M(x)dW_t, \tag{1.31}
\]

where \( u(x) \) is same as the term in equation (1.26) and \( M(x) \) satisfies \( M(x)M(x)^T = B(x) \) in equation (1.27).
In summary, the method introduced in this section shows how to obtain ODEs which correspond to the macroscopic dynamics and how to deduce SDEs which correspond to the macroscopic but still stochastic dynamics of the classic RPS model. In deriving the Fokker–Planck Equation, we truncated the expansion at second order, this is equivalent to making a Gaussian moment closure assumption. The correctness of the assumption in the limit of large $N$ is established rigorously by a theorem of Kurtz that we will discuss in the next section. Meanwhile it also reveals the relation between coefficients of differential equation and the payoff matrix and rate coefficients in the chemical reactions described in section 1.3.1. Later, in chapter 2 and chapter 4, the method is widely used and extended in order to consider more complicated models.

1.3.3 Jump Matrix following Kurtz’s theorem

There is another roughly equivalent path which takes us from the chemical reactions in (1.5) to a diffusion process (stochastic differential equation) of the form (1.31). This path follows Kurtz [37] in 1978 who focuses on the Markov process itself. In [5] Baxendale and Greenwood summarize the method through which the SDEs are derived from the Markov process of the chemical reactions. Let us introduce the method in this section briefly with the example RPS model. All notation follows section 1.3.2.

Each type of interaction (chemical reaction) causes the vector $n \in \mathbb{N}^3$ to jump by a jump vector $s \in \mathbb{Z}^3$. The stochastic rate $r(n, s)$ (or $r(x, s)$ with $x := n/N$) at which these jumps $n \rightarrow n + s$ take place are the jump rates in the Markov model (the chemical reaction system). As before, let $N$ be the sum of the components of $n$; $N$ is also a parameter representing the overall size of the system. The finite collection of possible jumps $s$ is denoted by the stoichiometric matrix $S$ and the corresponding jump rates are summarized into a vector $r(x)$. For example, in the RPS model, the $k$th column of $S$, $s_k$, corresponds to the $k$th element of the vector $r$:

$$S = \begin{pmatrix} -1 & 0 & 1 \\ 1 & -1 & 0 \\ 0 & 1 & -1 \end{pmatrix}, \quad r(x) = \begin{pmatrix} x_1 x_2 \\ x_2 x_3 \\ x_3 x_1 \end{pmatrix}.$$ (1.32)

Method of Kurtz

The Markov jump process determined by the chemical reaction is represented by Kurtz [37] as:

$$n(t) = n(0) + \sum_{s_k \in S} s_k P^{(s_k)} \left( \int_0^t N r_k d\tau \right).$$ (1.33)
Here \( \{P^{(s)}(\xi) : \xi \geq 0\} \) is a collection of independent rate 1 Poisson processes [5] and \( r_k \) which is the \( k \)-th element of \( r(x) \) describes the density dependent rate in the Markov system. Dividing by \( N \) gives:

\[
x(t) = x(0) + \sum_{s_k \in S} \frac{1}{N} s_k P^{(s_k)} \left( \int_0^t N r_k d\tau \right).
\]

(1.34)

The Poisson process here can be approximately written in the form:

\[
P^{(s)}(t) \approx t + W(t),
\]

(1.35)

where \( W(t) \) is a Wiener process. Replacing each Poisson process \( P^{(s_k)}(t) \) with \( t + W^{(s_k)}(t) \) in (1.34) gives the equation:

\[
x(t) = x(0) + \int_0^t \left( \sum_{s_k \in S} s_k r_k \right) d\tau + \sum_{s_k \in S} s_k \frac{1}{N} W^{(s_k)} \left( \int_0^t N r_k d\tau \right),
\]

(1.36)

and so the \( x(t) \) satisfies a stochastic differential equation of the form:

\[
dx(t) = \left( \sum_{s_k \in S} s_k r_k \right) dt + \frac{1}{\sqrt{N}} \sum_{s_k \in S} s_k \sqrt{r_k} dW^{(s_k)}(t).
\]

(1.37)

A cleaner and more compact way of writing (1.37) is given by defining:

\[
u(x) := Sr(x), \quad B_{i,j}(x) := \sum_{s_k \in S} r_k s_{ki} s_{kj},
\]

(1.38)

where \( s_{ki} \) means the \( i \)-th element of vector \( s_k \). Here \( u(x) \) is the vector field of means of the first term of the right side of equation (1.37) and \( B(x) = \{B_{i,j}(x)\} \) is the covariance function arising in the second term. In terms of \( u(x) \) and \( B(x) \), the SDE can be written as:

\[
dx(t) = u(x) dt + \frac{1}{\sqrt{N}} M(x) dW(t),
\]

(1.39)

where \( W(t) \) is a \( d \)-dimensional (\( d = 3 \) in the RPS model) Wiener process and the \( d \times d \) matrix function \( M(x) \) is chosen so that \( M(x)M^T(x) = B(x) \).

As \( N \to \infty \) equation (1.39) only has the deterministic term \( \dot{x} = Sr(x) \), which is the REs (1.3) exactly. With a finite \( N \), the stochastic term can also be interpreted with reference to the rate function \( r \) and the jump matrix \( S \).

This idea offers us a bridge between the interpretation of REs which are just derived from the payoff matrix and a set of chemical reactions for individual-level simulation
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1.3.4 Power Spectral Density

The state variable \( x(t) \) above represents the dynamical evolution of the three species in the RPS-model. Now let us forget all the physical/biological background, and consider \( x(t) \) to be just a time series of a stationary stochastic process (see definition in equation (B.14)) with \( n \) variables. Assuming that a periodic/quasi-periodic fluctuation is observed in \( x(t) \), we try to work out its period or spectrum.

We would like to compute ‘Power Spectral Density’ (PSD) which describes how the power in a signal is distributed over frequencies. The PSD will help identify if there exists a most important frequency component to the signal \( x(t) \), i.e. whether \( x(t) \) has obvious periodic or quasi-periodic components. Mathematically, the definition of the PSD in the case of a scalar variable is:

**Definition 1.4 (Power Spectral Density).** The Power Spectral Density of the stochastic scalar process \( x(t) \) is defined in two stages. First, define

\[
y(\omega) = \int_0^T e^{-i\omega t} x(t) dt,
\]

then the spectrum is defined by

\[
\mathcal{P}(\omega) = \lim_{T \to \infty} \frac{1}{2\pi T} |y(\omega)|^2.
\]

It is difficult to calculate the PSD directly from its definition in many cases. Gardiner’s book [19] mentions that “the mean and the variance of \( x(t) \) do not tell a great deal about the underlying dynamics of what is happening. What would be of interest is some quantity which is a measure of the influence of a value of \( x \) at time \( t \) on the value at time \( t + \tau \). Such a quantity is the autocorrelation function.” In fact, the autocorrelation function and the spectrum are closely connected, which is shown by Wiener-Khinchin theorem [86, 32] and offers another way of calculating the PSD.

**Definition 1.5 (Autocorrelation function).** Given a measurable quantity, a stochastic process \( x(t) \) which fluctuates with time, its autocorrelation function is defined to be:

\[
G(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_0^T x(t)x(t+\tau)dt.
\]

**Theorem 1.6 (Wiener-Khinchin theorem).** The Power Spectral Density of the stochas-
tic process $x(t)$ is the Fourier Transform of its autocorrelation function

$$
\mathcal{P}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega\tau} G(\tau) d\tau
$$

(1.43)

where the autocorrelation function $G(\tau)$ of $x(t)$ is defined above.

**Proof.** Please refer to Appendix B.

**Theorem 1.7.** In general, the definitions and theorem is also valid in many-variable systems. If $x(t)$ is given by a linear stochastic differential equation in the form of:

$$
dx = Ax dt + M dW(t),
$$

(1.44)

where $A$ and $M$ are constant matrices with $MM^T = B$ and $B$ is also a constant matrix and $W(t)$ is a multivariate Wiener process. Then the Power Spectral Density of the stochastic process $x(t)$ is

$$
\mathcal{P}(\omega) = \frac{1}{2\pi}(A - i\omega I)^{-1}B(A - i\omega I)^{-\dagger}.
$$

(1.45)

The stochastic process which is define by the SDE (1.44) is called multivariate Ornstein-Uhlenbeck process.

**Proof.** Please refer to Appendix B.

In summary, the Power Spectral Density can be theoretically computed in order to investigate the frequency response observed in many models, assuming that these oscillations can be described by SDEs in the form of Ornstein-Ulenbeck Process (1.44). In chapter 2 and chapter 4 the conclusion (1.45) is applied directly.

1.3.5 Random Matrix and Cavity method

In this subsection we consider a more general form of autocatalytic network is defined on a set of $N$ species $\{X_1, X_2, ..., X_N\}$. As before, we assume that all the interactions occur only in pairs $(X_i, X_j)$. We can use chemical reactions to show these relations: $X_i + X_j \xrightarrow{r_{ij}} 2X_j$. The rate of reactions $r_{ij}$ is a component of the reaction rate matrix $R = \{r_{ij}\}$.

**Random Matrix**

Because we lack specific knowledge of the interaction network, we consider an ensemble of interaction matrices. This idea is inspired by a modelling paradigm in
ecology, going back to the seminal paper of May on the stability of complex systems [46]. We assume that the number of chemical species, \( N \), is large and the total number of reactions is \( M = cN/2 \), so that the mean number of reactions, \( c \), per chemical species obeys \( 1 \ll c \ll N \). Therefore the average degree of the autocatalytic network is \( c \) as well. Then the reaction rates are chosen to be independently identically distributed (IID) with mean \( \mathbb{E}[r] = \mu_1 \) and raw second moment \( \mathbb{E}[r^2] = \mu_2 \) where \( r \) is the rate of a reaction. In numerical experiments we generate IID rates and project \( R \) into the space of row/column balanced matrices where ‘balance’ means that the number of nonzero entries allocated to row is same as that allocated to column. Note that we assume bidirectional reactions are vanishingly rare (such as is food webs, for example), so that generally \( R_{ij}R_{ji} = 0 \). The algorithm for generating the reaction rate matrix \( R \) is as follows.

**Algorithm 1.2** (Generating a random matrix for reactions).

1. **Given the number of species** \( N \), **the mean number of reactions per species** \( c \) (\( c \mod 4 = 0 \) for convenience of balanced projection), and \( \mu_1, \mu_2 \) as defined in last paragraph (i.e. the first and second moments of the probability distributions for rates).

2. **Define two numbers** \( a \) and \( b \) by
   \[
   a = 2 \ln \mu_1 - \frac{1}{2} \ln \mu_2, \quad b = \sqrt{\ln \mu_2 - 2 \ln \mu_1}
   \]  
   (1.46)

3. **Generate an** \( N \times N \) **matrix** \( R \) **with initial value** \( 0 \), **i.e. generate** \( N \) **independent vertices** \( \{v_1, \ldots, v_N\} \).

4. **For the** \( i \)-**th row**, **choose** \( c/4 \) **numbers in the range** \( \{1, \ldots, N\} \setminus \{i\} \) **randomly, and put these numbers in a set** \( J_r \), **i.e. choose** \( c/4 \) **vertices which are disconnected from** \( v_i \).

5. **For each** \( j \in J_r \), **choose the reaction rate** \( R_{ij} \) **at random from a distribution on** \( \mathbb{R}^+ \). **We will consider two examples:** ‘log–normal’ and ‘exponential’ generated via
   \[
   R_{ij} = \begin{cases} 
   \exp(a + b\xi_1) & \text{for lognormal IID} \quad \xi_1 \sim \mathcal{N}(0,1); \\
   -\mu_1 \ln \xi_2 & \text{for exponential IID} \quad \xi_2 \sim \mathcal{U}(0,1);
   \end{cases}
   \]  
   (1.47)

6. **For the** \( i \)-**th column**, **repeat step 4 and 5 to get** \( R_{ji} \) **(here we obtain a set** \( J_c \), **make sure** \( J_r \cap J_c = \emptyset \)), **i.e. draw a directed edge from** \( v_j \) **to** \( v_i \) **with weight** \( R_{ji} \).
7. Iterate steps 4, 5 and 6 for \( i = 1 \ldots N \), then we get a graph with \( N \) vertices, and \( cN/2 \) directed edges.

After generating the random matrix \( \mathbf{R} \) which satisfies all the rules above, we obtain the simplest possible model for a random autocatalytic reaction network.

**Cavity Method**

In the last section we described a convenient way to calculate the power spectral density of a stochastic process \( x(t) \) given by a SDE. However, when the coefficient matrices \( \mathbf{A} \) and \( \mathbf{B} \) are high-dimensional, random and sparse, the calculation of \( \mathbf{P}(\omega) \) in (1.45) could be very tough. When the reaction matrix is a high-dimensional random matrix \( \mathbf{R} \) (e.g. an autocatalytic network, generated by algorithm 1.2), the payoff matrix would be \( \mathbf{P} = \mathbf{R}^T \mathbf{R} \) and then the coefficient matrices \( \mathbf{A} \) and \( \mathbf{B} \) can both be derived from \( \mathbf{P} \) through the techniques described in section 1.3.2 and 1.3.3. In this section we briefly introduce a useful different method, the cavity method, which has been widely used in many applications, to solve the calculation problem of \( \mathbf{P}(\omega) \), when the system is high-dimensional and sparse.

The cavity method was initially invented by M. Mézard, Giorgio Parisi and Miguel Angel Virasoro in 1985 to deal with the Sherrington-Kirkpatrick model of spin glasses [55]. Since then, the cavity method has been applied much more widely [54], for instance, in optimization problems, the \( K \)-satisfiability problem [56] and their variants. In this thesis I will use the cavity method just for a matrix calculation related to Random Matrix Theory (RMT). In [73] and [72], the cavity method is applied to analyse the spectral density of sparse symmetric matrices and non-Hermitian sparse matrices.

The Wigner semicircle law for Gaussian matrices [73], the Marčenko-Pastur law for covariance matrices [73] and the generalized Girko’s law for non-Hermitian sparse random matrices [72] are all recovered within this method easily. A more recent example, in the study of the modularity and stability of ecological communities [23], the cavity method was shown to be a simple and effective way to calculate the distribution of the eigenvalues of a random community network. Similarly, for large random ecosystems, the method has helped in the analysis of the effects of population abundance on the stability of random interacting networks [20]. The general technique used in [23, 20] is to study the spectrum of the community matrix analytically through the cavity method. Motivated by these papers, we introduce the cavity method here in order to help analyse the power spectral density \( \mathbf{P}(\omega) \).

Consider a system of \( N \) dynamical variables (which are spins in the original Sherrington-Kirkpatrick model) \( \mathbf{z} = (z_1, ..., z_N) \). They are arranged in a graph, with interactions between two neighbors \( z_i \) and \( z_j \) given by a bond strength \( A_{ij} \). Actually
a tree-like graph $G = (V, E)$, which means there are long loops in the graph, can illustrate this model by assuming the dynamical variables reside on the vertices of the graph $G$ and interact in pairs according to the edges of the graph. The key idea of the cavity method is to exploit the topological structure of the underlying network. The assumption that $G$ is a tree is key.

Following [73] and [88], we consider the joint probability density function (JPDF) $P(z)$ of the variables $z$. We assume $P(z)$ can be factorised into terms $\{p_{ij}\}$ associated to the edges of $G$ and $\{p_i\}$ associated to the vertices:
\[
P(z) = \frac{1}{Z} \prod_{i,j \in E} p_{ij}(z_i, z_j) \prod_{i \in V} p_i(z_i).
\]
(1.48)

and these two sets of terms $\{p_{ij}\}$ and $\{p_i\}$ are determined by the bond strength $A_{ij}$ specifically. Then consider the same system with the modified graph $G^{(i)} = (V^{(i)}, E^{(i)})$, where $G^{(i)}$ is the subgraph of $G$ in which vertex $i$ is removed. This subgraph is called the cavity graph. If we use the notation $z^{(i)}$ to represent the vector of variables of $z$ with the $i$-th component removed, the JPDF of $z^{(i)}$ is given by:
\[
P^{(i)}(z^{(i)}) = \frac{1}{Z^{(i)}} \prod_{j,k \in E^{(i)}} p_{jk}(z_j, z_k) \prod_{j \in V^{(i)}} p_j(z_j).
\]
(1.49)

Here $Z$ and $Z^{(i)}$ are both normalization coefficients.

At the same time, by the definition of marginal probability, the probability distribution for the single variable $z_i$ is given by:
\[
P_i(z_i) = \int P(z) \prod_{j \neq i} dq_j
\]
\[
\propto p_i(z_i) \int \prod_{j \sim i} (p_{ij}(z_i, z_j) dz_j) \int \prod_{l \neq i} p_l(z_l) \prod_{l,k \neq i} p_{lk}(z_l, z_k) \prod_{l \in V^{(i)} - N_i} dz_l,
\]
(1.50)

where $\int \prod_i dz_i$ represents $\int \cdots \int dz_1 \cdots dz_n$. Here we write $N_i$ for the set of neighbours of the vertex $i$ and $j \sim i$ means that there exists an edge $e_{ij} \in E$ or equivalently, that $j \in N_i$. With writing $Z_i = Z/Z^{(i)}$, we get the $P_i(z_i)$ from (1.50):
\[
P_i(z_i) = \frac{1}{Z_i} \prod_{j \in N_i} p_i(z_i) \prod_{j \in N_i} p_{ij}(z_i, z_j) dz_j.
\]
(1.51)

Now we are at the key step of the cavity method. If the distribution $P^{(i)}_{N_i}$ could be
calculated, of course we could get the individual distribution $P_i(z_i)$ from (1.51).

\[ P_i(z_i) = \prod_{j \sim i} P_j(z_j), \quad (1.52) \]

so the question is interpreted to calculate $P_j(z_j)$. Similar to the form of (1.51), $P_j(z_j)$ is also decided by its neighbours:

\[ P_j(z_j) = \frac{1}{Z_j^{(i)}} p_j(z_j) \int P_{N_j \setminus i}^{(i)}(z_{N_j \setminus i}) \prod_{l \in N_j \setminus i} p_{jl}(z_j, z_l) dz_l. \quad (1.53) \]

Naturally, the term $P_{N_j \setminus i}^{(j)}(z_{N_j \setminus i})$ could be written in the form of product which is similar to equation (1.52) because it happens in the graph $G^{(j)}$, after removing vertex $j$ the rest components are still disconnected:

\[ P_{N_j \setminus i}^{(j)}(z_{N_j \setminus i}) = \prod_{l \in N_j \setminus i} P_l^{(j)}(z_l) = \prod_{l \in N_j \setminus i} P_{jl}(z_l). \quad (1.54) \]
Here the second equivalence $P^{(j)(i)}(z_l) = P^{(j)}(z_l)$ is valid since when vertex $j$ is removed, the vertices $i$ and $l$ reside in different connected components (as shown in figure 1-4). Finally, we conclude that $P^{(i)}(z_j)$ and $P_i(z_i)$ can be written in the form:

$$P^{(i)}_j(z_j) = \frac{1}{Z_j^{(i)}} p_j(z_j) \int \prod_{l \in N_j \setminus i} p_{jl}(z_j, z_l) P^{(j)}_l(z_l) dz_l,$$  \hspace{1cm} (1.55)

$$P_i(z_i) = \frac{1}{Z_i} p_i(z_i) \int \prod_{j \in N_i} p_{ij}(z_i, z_j) P^{(j)}_j(z_j) dz_j$$  \hspace{1cm} (1.56)

For all possible pairs $(i, j)$ the equations in the form of (1.55) define a self-consistent scheme for the cavity distribution $P^{(i)}_j(z_j)$. If they are solved, then using equation (1.56) we may calculate $P_i(z_i)$.

It is very difficult to solve cavity equations directly in many cases: it is a system of $2|E|$ equations. For some tractable events, the cavity distributions can be parameterised (sometimes approximately) by finitely many parameters. By reducing the cavity equations to a set of self-consistent equations for the parameters, the cavity distribution could be solved analytically or numerically.

The derivations above are all based on the assumption that $G$ is a tree-like graph. But actually the cavity equation (1.55) could be applied to any graph, tree-like or not. How good the approximation of the correct distribution this is depends on the degree of the correlations among the vertices. The less they are correlated, the better the approximation is. For example, the cavity method works well in large random graphs drawn from a tree-like matrix [73] and in [12] the asymptotic correctness of the cavity method for the Ising model on locally tree-like graphs has been proved.

For a fully connected graph, the TAP approach (invented by Thouless, Anderson and Palmer) offers the idea of still considering the cavity method as a natural analogue [79]. For the case of Wigner random matrices, with the result of TAP approach, the cavity method can be used to derive the semicircle law; this is shown in [73]. The key point of the approach is to consider that the bond strengths $\{A_{ij}\}$ to form an $N \times N$ Hermitian matrix with independent entries. The mean of these entries is zero and the variance is $1/N$. Although the graph presented by the matrix is not tree-like (it is almost fully connected), the cavity method is still valid in the large $N$ limit. The contribution from the neighbourhood to the local field of a vertex is approximately negligible because the correlation between the connected vertices is very small and tends to zero when $N \to \infty$. This method is applied in chapter 4.
1.3.6 Method Summary

Figure 1-5 briefly illustrates the links between the various methods used throughout the thesis. First of all, there are competitions in species interactions. Then on the population level, the payoff matrix could be used to describe the competitions among several species; on the individual level, we use chemical reactions to show the competitive relationships. These two expressions are intrinsically equivalent. Sections 1.3.2 and 1.3.3 introduce how to convert chemical reactions to differential equations, which are same as the equations derived from the payoff matrix. Section 2.1.2 also shows how to deduce corresponding chemical reactions from existing differential equations which are derived from a payoff matrix.

The right half of fig 1-5 explains how these methods are organised. We use the Gillespie Algorithm to simulate clearly the competition and evolution with chemical reaction scheme. At the same time, this scheme also offers us ideas for stochastic process analysis. Replicator equations can be derived from the expression of payoff matrix, while Fokker–Planck equations and SDE can be obtained by stochastic process analysis. Then we can easily compare the stochastic dynamics to the deterministic dynamics, and analyse the effects from the demographic noise. Last, but not least, the cavity method offers a very helpful approach to dealing with cases that are sparse, random and high-dimensional.

In summary, in this thesis we use combinations of the above methods to study oscillations in multi-species competitions.
Chapter 2

Three Species Competition 三种群竞争

In this chapter we consider in detail the Rock-Paper-Scissors (RPS) model discussed in Chapter 1. Recall the classic RPS model which was introduced in section 1.3.1. Analysis which is based on the mean-field rate equations shows that when the population of the species involved is infinite and well-mixed, the proportion of the three species formed a regular oscillation.

At the same time, in the micro-perspective, although there are some macroscopic rules, the specific individual’s behaviour is still random. Through the stochastic simulation algorithm 1.1 in section 1.3.1, we find that when the size of population is finite, the original closed orbit will be broken, the three species will eventually have only one surviving, and we cannot predict which one (especially in the case of all the species having the same reproduction-predation rate).

For the purpose of promoting species diversity, we hope that even in stochastic simulations, it is possible to find some conditions for stable coexistence of the three species. The introduction of another widely occurring factor in nature, mutation, satisfies our requirement to attempt stabilise the dynamics. This is observation, that we wish to avoid the absorbing states in which only one species remains, motivates the addition of mutation and the form of the model considered in this chapter.

2.1 Two Updated Models based on the RPS Model

Another common variant [51, 69] of the RPS model introduces the additional mechanism of mutation between the three strategies, occurring between any pair with equal frequency (shown in figure 2-1).
Figure 2-1: Illustration of the Rock–Paper–Scissors interaction in the presence of mutations. Green arrows indicate cases in which the state at the head of the arrow wins over the state at the tail of the arrow. Thin (red) arrows indicate possible mutations between states.

### 2.1.1 Symmetric RPS Model with Mutation

As we now include mutation, the individual-based simulations must now follow the chemical reactions (1.5) together with the mutation reactions:

\[
A \xrightarrow{\mu} B, \quad B \xrightarrow{\mu} C, \quad C \xrightarrow{\mu} A, \quad A \xrightarrow{\mu} C, \quad B \xrightarrow{\mu} A, \quad C \xrightarrow{\mu} B. \tag{2.1}
\]

which are taken to all occur at the same rate as each other, denoted by \(\mu\). In our assumption, the mutation rates are same in order to keep the cyclic symmetry of the three species. In other specific models, the rates could be different with each other [80].

### Rate Equations

Mutation affects the rate of change of strategy \(i\) over time since the strategies other than \(i\) will contribute new players of \(i\) at rates \(\mu\) while \(i\) will lose players at a rate given by \(2\mu x_i\) as these players switch to a different strategy. The combined effects of the replicator dynamics together with mutations between strategies gives rise to the model equations (for an infinitely large population)

\[
\begin{align*}
\dot{x}_1 &= x_1(x_3 - x_2) + \mu(x_2 + x_3 - 2x_1), \\
\dot{x}_2 &= x_2(x_1 - x_3) + \mu(x_1 + x_3 - 2x_2), \\
\dot{x}_3 &= x_3(x_2 - x_1) + \mu(x_1 + x_2 - 2x_3). \tag{2.2}
\end{align*}
\]
Obviously, there is a single interior equilibrium point \( x^* = (1/3, 1/3, 1/3) \).

Consider the linear stability of the equilibrium point. Because of the conservation
\[ x_1 + x_2 + x_3 = 1, \]
the ODEs can be simplified to read:
\[
\begin{align*}
\dot{x}_1 &= x_1(1 - x_1 - 2x_2) + \mu(1 - 3x_1), \\
\dot{x}_2 &= x_2(2x_1 + x_2 - 1) + \mu(1 - 3x_2).
\end{align*}
\] (2.3)

So the Jacobian matrix about the equilibrium \( x^* = (1/3, 1/3, 1/3) \) is:
\[
J^* = \left(\begin{array}{cc}
-\frac{1}{3} - 3\mu & -\frac{2}{3} \\
\frac{2}{3} & 1 - 3\mu
\end{array}\right)
\] (2.4)
and the eigenvalues of this matrix are \( \lambda_{\pm} = \lambda \pm i\omega \), where \( \lambda = -3\mu \) and \( \omega = \frac{\sqrt{3}}{3} \). We observe that \( \lambda < 0 \) because \( \mu > 0 \), which means that \( x^* \) is a stable equilibrium.

Figure 2-2 shows typical numerical solutions of the ODEs (2.2) with the parameter value \( \mu = 0.05 \) and initial condition \( x(0) = (0.1, 0.1, 0.8) \). The trajectory spirals in towards the equilibrium in Figure 2-2(b), which directly illustrates its stability.

**Stochastic Simulations: Appearance of a sustained oscillation**

We now turn to a large but finite population. Through the Gillespie algorithm introduced in section 1.3.1, we simulate the chemical reactions (1.5) and (2.1) with a total system size \( N = 2^{16} \), parameter \( \mu = 0.05 \) and the same initial value \( x(0) = (0.1, 0.1, 0.8) \). The comparison between the simulation result and the numerical solution of the ODEs (2.2) is shown in Figure 2-3. Roughly speaking, the simulation results
and numerical solution has a similar evolution tendency. However, there is a sustained oscillation around the equilibrium in the simulation results, after the evolution has converged to a neighbourhood of the equilibrium point.

Figure 2-3: Stochastic simulation results are compared to ODEs numerical solution. (a) Stochastic simulation result always fluctuates around the equilibrium periodically. (b) Comparison between the two methods: they both spiral into the equilibrium with $\mu = 0.05$. Horizontal direction $y_1 = x_1 + x_2/2$ and vertical direction $y_2 = \sqrt{3}x_2/2$.

Analysis of the sustained oscillation

The persistent oscillation of trajectories around the interior equilibrium is caused by the demographic noise. This must be the case since the deterministic dynamics shows exponentially decaying oscillations that do not persist as $t \to \infty$. When the simulation size is finite, according to the derivation in section 1.3.2 (Fokker-Planck Equation) and section 1.3.3 (Kurtz’s theory), the diffusion process cannot be ignored. The stoichiometric matrix here is

\[
S = \begin{pmatrix}
-1 & 0 & 1 & -1 & -1 & 0 & 1 & 1 & 0 \\
1 & -1 & 0 & 1 & 0 & -1 & -1 & 0 & 1 \\
0 & 1 & -1 & 0 & 1 & 1 & 0 & -1 & -1
\end{pmatrix},
\]

(2.5)

and corresponding rate vector is

\[
r = (x_1x_2, x_2x_3, x_3x_1, \mu x_1, \mu x_2, \mu x_2, \mu x_3, \mu x_3). \]

(2.6)

Applying Kurtz’s theorem in equation (1.38), enables us to compute the drift coefficient and diffusion term for this case. The dynamics including the microscopic stochastic behaviour now can be described by Stochastic Differential Equation (SDE) in the same
form as (1.31):
\[ dx = u(x) dt + M(x) dW_t, \]
where \( MM^T = B \), and the drift term is
\[
 u(x) = \begin{pmatrix}
 x_1 x_3 - x_1 x_2 + \mu(x_2 + x_3 - 2x_1) \\
 x_2 x_1 - x_2 x_3 + \mu(x_1 + x_3 - 2x_2) \\
 x_3 x_2 - x_3 x_1 + \mu(x_1 + x_2 - 2x_3)
\end{pmatrix}
\]
\[
 B(x) : = \frac{1}{N} (B_1(x) + \mu B_2(x)) \quad (2.7)
\]

where the two contributions to the matrix of diffusion coefficients are
\[
 B_1(x) = \begin{pmatrix}
 x_1 (x_2 + x_3) & -x_1 x_2 & -x_1 x_3 \\
 -x_1 x_2 & x_2 (x_1 + x_3) & -x_2 x_3 \\
 -x_1 x_3 & -x_2 x_3 & x_3 (x_1 + x_2)
\end{pmatrix} \quad (2.8)
\]
from the deterministic competitive dynamics, and
\[
 B_2(x) = \begin{pmatrix}
 2x_1 + x_2 + x_3 & -x_1 - x_2 & -x_1 - x_3 \\
 -x_1 - x_2 & x_1 + 2x_2 + x_3 & -x_2 - x_3 \\
 -x_1 - x_3 & -x_2 - x_3 & x_1 + x_2 + 2x_3
\end{pmatrix} \quad (2.9)
\]
from the mutation dynamics.

The oscillation occurs around the inner equilibrium \( x^* = (1/3, 1/3, 1/3) \). Linearising the drift term \( u(x) \) in the SDE at the point \( x^* \), we get that:
\[
 u(x) \approx A(x - x^*), \quad (2.10)
\]
where
\[
 A := J(x)|_{x^*} = \begin{pmatrix}
 x_3 - x_2 - 2\mu & -x_1 + \mu & x_1 + \mu \\
 x_2 + \mu & x_1 - x_3 - 2\mu & -x_2 + \mu \\
 -x_3 + \mu & x_3 + \mu & x_2 - x_1 - 2\mu
\end{pmatrix} \bigg|_{x^*} \quad (2.11)
\]
with \( J(x) \) is the Jacobian matrix of the drift function \( u(x) \). Since we are considering dynamics near \( x^* \), \( |x - x^*| \) is assumed to be small, in which case the linearised dynamics should be a quantitatively good approximation to the full nonlinear flow. Since the equilibrium point \( x^* \) is hyperbolic we know from the Hartman–Grobman theorem that the nonlinear and linearised flows are topologically equivalent. For the linearised SDE
we also evaluate the diffusion matrix $M$ at $x^*$ so that it becomes constant in our approximation:

$$\frac{dy}{dt} = Ay \, dt + M(x^*) \, dW(t),$$

where $y := x - x^*$ and $MM^T = B(x^*)$ which is

$$B(x^*) = \frac{1}{N} \begin{pmatrix}
\frac{2}{9} & -\frac{1}{9} & -\frac{1}{9} \\
-\frac{1}{9} & \frac{2}{9} & -\frac{1}{9} \\
-\frac{1}{9} & -\frac{1}{9} & \frac{2}{9}
\end{pmatrix} + \frac{\mu}{N} \begin{pmatrix}
\frac{4}{3} & -\frac{2}{3} & -\frac{2}{3} \\
-\frac{2}{3} & \frac{4}{3} & -\frac{2}{3} \\
-\frac{2}{3} & -\frac{2}{3} & \frac{4}{3}
\end{pmatrix}.$$

(2.12)

Following on from the discussion about the power spectral density in section 1.3.4, the spectral density of $x(t)$ of the sustained oscillation can be computed theoretically from equation (1.45):

$$P(\omega) = \frac{1}{2\pi} (A - i\omega I)^{-1} B(A - i\omega I)^{-\dagger},$$

where $A$ and $B$ are defined in (2.11) and (2.12). We focus first on the element at position $(1,1)$ of $P(\omega)$, denoted by $P_{11}$. It describes the frequency spectrum of $x_1(t)$. Using the above formula and (2.8) to (2.12) we obtain directly

$$P_{11} = \frac{1}{2N\pi} \frac{(4/3\mu + 2/9)(9\mu^2 + 1/3 + \omega^2)}{(9\mu^2 + 1/3 - \omega^2)^2 + 36\omega^2\mu^2},$$

$$= \frac{1}{3N\pi} \frac{3\omega^2(6\mu + 1) + 18\mu^2(9\mu + 1) + (3\mu + 1)^2}{3\omega^2(3\omega^2 + 54\mu^2 - 2) + (27\mu^2 + 1)^2}.$$  

(2.13)

Note that $P_{22} = P_{33} = P_{11}$ because the model is cyclically symmetric.

$P_{11}$ has a peak at the point $\omega_0$ when the derivative $P'_{11} = 0$ (see Figure 2-4). This can be computed analytically, giving

$$\omega_0 = \left( -9\mu^2 - \frac{1}{3} + \frac{1}{2} \sqrt{\frac{16}{9} + 48\mu^2} \right)^{1/2}.$$  

(2.14)

Equation (2.14) shows the main angular speed of the oscillation occurring at the equilibrium $(1/3, 1/3, 1/3)$. When $\mu = 0$, $\omega_0 = \frac{\sqrt{3}}{3}$, equal to the imaginary part of eigenvalues of Jacobian Matrix $J^*$ (2.4) at the equilibrium. This is reasonable because intrinsically they describe the same thing.

The red line in Figure 2-4 is the stochastic simulation result in the frequency-domain obtained by applying the Fast Fourier Transform to the time series $x(t)$. This figure shows that the calculation results based on SDEs and power spectral density agrees with the simulation result well, as we hoped. This result confirms that the
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Figure 2-4: The power spectral density $P(\omega)$ for a time series $x(t)$ resulting from an individual-based simulation of the 3 species RPS system with mutation, using the Gillespie algorithm, for 20 sample simulations. The population size of the simulations is $N = 2^{16}$, the mutation rate here is $\mu = 0.05$, the time step of the data recorded in simulations is 0.05, and the last 10000 time points recorded are used for the FFT. The dominant frequency $\omega_0$, at which the theory predicts $P$ to have a maximum, is indicated by the vertical dashed line.

The linearised SDE is a good approximation to the individual-based stochastic dynamics when $N$ is large and $\mu$ is small.

**Short Summary**

The RPS with mutation model is a cyclic-dominance model with a fixed mutation rate. This avoids the case in which one species dominates the whole system in the stochastic simulation. The dynamics can be described by deterministic ODEs at the population level. At the same time, the SSA describes the microscopic dynamic at the individual level and is a stochastic method.

For the RPS with mutation model the two approaches have some agreement and some disagreements. Numerical solutions of ODEs agree roughly with the stochastic simulation results, especially in the stability of the equilibrium: they both spiral into the equilibrium and near the equilibrium point. However, disagreement also exists: the
SSA result has a quasi-periodic oscillation around the equilibrium, rather than staying at the point exactly in the deterministic result.

Stochastic Differential Equations (SDEs) link the two methods together. They present a more precise description than the ODEs since the SDEs take account of the large but finite population size. The SDEs not only predict the oscillation around the equilibrium, but also predict the frequency of the oscillation. Finally, we show that the theoretical calculation of the frequency of the oscillation fits the simulation results well. We note that this combination of approaches has been used in other applications as well [5]. Our results agree with those of previous authors. In the next subsection we will discuss an asymmetric model, which shows different evolutionary behaviours.

2.1.2 Asymmetric RPS Model with Mutation

The models discussed in previous subsection of this chapter are all win-lose symmetric, which means that the loss and gain due to a particular choice of strategy is always the same, and the payoff matrix of the RPS game is zero-sum. In this subsection, we will introduce an asymmetry into the RPS model, such that losses are always greater than gains. This extension of the model was analysed by Mobilia [51]. The model is summarised by the payoff matrix in the mean-field:

\[
\begin{pmatrix}
0 & 1 & -1 - \beta \\
-1 - \beta & 0 & 1 \\
1 & -1 - \beta & 0
\end{pmatrix}
\]

P := \begin{pmatrix}
0 & -1 - \beta & 1 \\
1 & 0 & -1 - \beta \\
-1 - \beta & 1 & 0
\end{pmatrix}

(2.15)

where \( \beta \geq 0 \) is a parameter that indicates that the loss incurred in losing contests is greater than the payoff gained from winning them. When \( \beta = 0 \), the row and column sums of \( P \) are zero: this is the simplest case and corresponds to that discussed in 1.3.1. When \( \beta > 0 \), the game becomes more complicated, particularly since we would like, as before, to relate the behaviour at the population level to the individual level, in the form of chemical reactions, as we discuss later.

**Deterministic rate equations**

Following the method in the section 1.3.1, the replicator equations (ordinary differential equations) (1.1)

\[ \dot{x}_i = x_i (f_i - \phi), \quad i = 1, ..., n. \]
describe the dynamics at the mean-field population level:

\[
\begin{align*}
\dot{x}_1 &= x_1[x_3 - (1 + \beta)x_2 + \beta(x_1x_2 + x_2x_3 + x_1x_3)] + \mu(x_2 + x_3 - 2x_1), \\
\dot{x}_2 &= x_2[x_1 - (1 + \beta)x_3 + \beta(x_1x_2 + x_2x_3 + x_1x_3)] + \mu(x_1 + x_3 - 2x_2), \\
\dot{x}_3 &= x_3[x_2 - (1 + \beta)x_1 + \beta(x_1x_2 + x_2x_3 + x_1x_3)] + \mu(x_1 + x_2 - 2x_3),
\end{align*}
\]

(2.16)

where again we include mutation. In contrast to equations (2.2)

\[
\begin{align*}
\dot{x}_1 &= x_1(x_3 - x_2) + \mu(x_2 + x_3 - 2x_1), \\
\dot{x}_2 &= x_2(x_1 - x_3) + \mu(x_1 + x_3 - 2x_2), \\
\dot{x}_3 &= x_3(x_2 - x_1) + \mu(x_1 + x_2 - 2x_3),
\end{align*}
\]

the new chaotic terms in (2.16) are introduced by the effect of the win-lose asymmetry parameter, \(\beta\).

These equations are to be solved in the region of \(\mathbb{R}^3\) where all coordinates are non-negative. This region is clearly invariant under the vector field (2.16). Moreover, the constraint \(x_1 + x_2 + x_3 = 1\) is required to hold at all times.

As before, we can now proceed to carry out standard investigations of the dynamics of (2.16). We observe that there is only one interior equilibrium point, \(x^* = (1/3, 1/3, 1/3)\). To investigate stability of this equilibrium point we write \(x_3 = 1 - x_1 - x_2\), substitute this into (2.16) and then look at the resulting 2-dimensional system for \((x_1, x_2)\). The Jacobian matrix at \(x^*\) can be easily calculated to be

\[
J^* = \begin{pmatrix}
-\frac{1}{3} - 3\mu & -\frac{2}{3} - \frac{1}{3}\beta \\
\frac{2}{3} + \frac{1}{3}\beta & \frac{1}{3} + \frac{1}{3}\beta - 3\mu
\end{pmatrix}.
\]

The eigenvalues of \(J^*\) are \(\lambda_\pm = \lambda \pm i\omega\), with \(\lambda = \frac{\beta}{6} - 3\mu\) and \(\omega = \frac{1}{2\sqrt{3}}\beta + \frac{1}{\sqrt{3}}\). If \(\lambda < 0\), then the equilibrium point is linearly stable and there are no periodic orbits. In the case \(\lambda > 0\), the equilibrium point \(x^*\) is unstable; in terms of the parameters the critical value of \(\mu\) is \(\mu_c = \frac{\beta}{18}\), and \(x^*\) is unstable when \(\mu < \frac{\beta}{18}\) which is the parameter regime we will focus on.

Previous work by Mobilia [51] has shown that the system undergoes a supercritical Hopf bifurcation as \(\mu\) decreases and that for \(\mu < \mu_c\) trajectories of (2.16) spiral out away from \(x^*\) and are attracted to a unique periodic orbit which is stable, i.e a limit cycle. This behaviour is illustrated in fig 2-5.
Figure 2-5: A typical trajectory of the ODEs (2.16) in the \((y_1, y_2)\) plane, showing spiralling outwards from the equilibrium point \(x^*\) and convergence to the limit cycle. Parameter values: \(\beta = 0.5\), \(\mu = \frac{1}{216} < \mu_c = \frac{1}{36}\). Horizontal direction \(y_1 = x_1 + x_2/2\) and vertical direction \(y_2 = \sqrt{3} x_2/2\).

**Stochastic chemical reactions**

We have discussed a deterministic, population-level model for the RPS game, based on the replicator equations. In a finite population, the behaviour of many competing individuals is more appropriately modelled using a set of stochastic transitions between these states of individuals: essentially a scheme of chemical reactions. In the limit of an infinitely large population, one would expect to recover the dynamics of the deterministic ODEs (2.16) describing the system behaviour. It is common practice to specify such a stochastic model as a chemical reaction scheme, which, chosen appropriately, should recover the ODEs (2.16) in the limit of large systems. It is interesting to note that different stochastic individual-based models may give rise to the same mean-field ODEs, so that the question of constructing a stochastic reaction scheme starting from a particular set of ODEs may not have a unique answer. We will discuss this point in more detail in the concluding chapter. This is different to the process of establishing ODEs from chemical reactions in section 1.3.2 and 1.3.3 for which a given system of chemical reactions always produces a unique set of mean-field ODEs. Moreover, the construction of the stochastic model is subject to a number of natural constraints, for example that all reaction rates are at all times non-negative.
For the “replicator” part of the dynamics in (2.16) we propose the chemical reactions

\[ A + B \overset{1}{\rightarrow} B + B, \quad B + C \overset{1}{\rightarrow} C + C, \quad C + A \overset{1}{\rightarrow} A + A, \]
(2.17)

\[ A + B + B \overset{\beta}{\rightarrow} B + B + B, \]
(2.18)

\[ A + A + C \overset{\beta}{\rightarrow} A + A + A, \]
(2.19)

\[ B + C + C \overset{\beta}{\rightarrow} C + C + C, \]
(2.20)

As before, mutations are included in the model through the additional six reactions

\[ A \overset{\mu_1}{\rightarrow} B, \quad B \overset{\mu_2}{\rightarrow} C, \quad C \overset{\mu_3}{\rightarrow} A, \]

\[ A \overset{\mu_4}{\rightarrow} C, \quad B \overset{\mu_5}{\rightarrow} A, \quad C \overset{\mu_6}{\rightarrow} B. \]
(2.21)

This information can be more usefully summarised in terms of a stoichiometric matrix \( \mathbf{S} \), describing the changes to \( \mathbf{x} \) caused by the various reactions (so element \( S_{ij} \) represents the increment or decrement of species \( i \) taking place in reaction \( j \)), and vector \( \mathbf{r}(\mathbf{x}) \) describing the reaction rates. For the reactions in (2.17) –(2.20) we have

\[
\mathbf{S}_1 = \begin{pmatrix}
-1 & 0 & 1 & -1 & 1 & 0 \\
1 & -1 & 0 & 1 & 0 & -1 \\
0 & 1 & -1 & 0 & -1 & 1
\end{pmatrix},
\]
(2.22)

and the reaction rate vector

\[
\mathbf{r}_1 = (x_1 x_2, x_2 x_3, x_3 x_1, \beta x_1 x_2^2, \beta x_1^2 x_3, \beta x_2 x_3^2)^T.
\]
(2.23)

Similarly the mutation reactions in (2.21) are specified by the jump matrix

\[
\mathbf{S}_2 = \begin{pmatrix}
-1 & 0 & 1 & -1 & 1 & 0 \\
1 & -1 & 0 & 0 & -1 & 1 \\
0 & 1 & -1 & 1 & 0 & -1
\end{pmatrix},
\]
(2.24)

and the reaction rate vector

\[
\mathbf{r}_2 = \mu(x_1, x_2, x_3, x_1, x_2, x_3)^T.
\]
(2.25)
The jump matrix and rate vector for the full scheme are found simply by concatenation:

$$S = [S_1, S_2], \quad r = \begin{bmatrix} r_1 \\ r_2 \end{bmatrix}.$$ (2.26)

So that $S$ is a $3 \times 12$ element matrix, and $r$ is a $12 \times 1$ element vector.

We choose to express our reactions in this form in order to appeal to a very useful theorem of Kurtz [37] (introduced in section 1.3.3), which states that in the limit $N \to \infty$ of large populations, the stochastic process described by these reactions converges to the deterministic dynamical system

$$\dot{x} = Sr(x),$$

where $x = (x_1, x_2, x_3)$. It is easy to check that the above scheme thus reproduces the system (2.16). Although we will develop our analysis for this particular chemical reaction scheme, it is important to reiterate that it may not be unique in reproducing the replicator equations in the large population limit. For example, in paper [51] the author set a reaction scheme with an average payoff rate (e.g. $A+B \overset{1+f_1-\phi}{\underset{1+\phi}{\rightarrow}} B+B$ with $f_1 = \sum_{j=1}^{3} P_{1j} x_j$ and $\phi = \sum_{i=1}^{3} \sum_{j=1}^{3} x_i P_{ij} x_j$). The advantage of that model is that a reaction scheme consisting only of two-body interactions is a more natural system in the real world, so at the beginning of my research I tried to follow this method. However, when the mutation rate is very small, the average payoff rate might become negative. Consequently, we have chosen to adopt the current reaction scheme in order to carry out the stochastic simulations.

Simulations

To gain an initial insight into the differences between the deterministic and stochastic viewpoints for the win-lose asymmetric RPS game with mutation, we use the Gillespie algorithm 1.1 (introduced in the section 1.3.1) [21], to simulate the chemical reactions (2.17)-(2.21) in order to illustrate the typical dynamics in the stochastic case and to compare that with the deterministic case. The standard and widely used stochastic simulation algorithm is referred to as the ‘SSA’ in the legend of subsequent figures.

Figure 2-6 presents results comparing the stochastic and deterministic cases for two different values of the mutation rate $\mu$. In each plot we show a typical realisation of the stochastic simulation algorithm, for two different finite, but large, population sizes $N = 2^8$ (green dashed line) and $N = 2^{16}$ (red dashed line), together with a trajectory of the ODEs (blue solid line).

The solution to the ODEs shown by the blue line in 2-6(a) is the same as that
shown in figure 2-5. The red dashed line in 2-6(a) starts from a very similar initial condition and evolves similarly: spiralling out towards the boundary of phase space and at large times occupying a region of phase space near to the limit cycle but with small fluctuations around it. The green dashed line in 2-6(a) shows much larger fluctuations around the limit cycle, including excursions that take the simulation onto the boundaries of the phase space, and much closer to the corners. Note that because of the mutations, the boundaries of the phase space are not absorbing states for the random process (or invariant lines for the ODE dynamics).

Figure 2-6(b) illustrates the behaviour for a significantly larger value of $\mu$ for which the limit cycle for the ODEs (blue curve) lies much closer to the centre of the phase space. The SSA for $N = 2^{16}$ lies close to the limit cycle but fluctuates around it; for $N = 2^8$ the fluctuations are much larger and the sample path of the stochastic process lies outside the limit cycle for a large proportion of the simulation time.

To quantify the differences between the three results shown in each part of figure 2-6, we focus on one specific aspect of the dynamics: the period of the oscillations around the central equilibrium point at $(1/3, 1/3, 1/3)$. For the ODEs, the period of the limit cycle can be defined to be the smallest elapsed time between successive crossings of a hyperplane in the same direction, for example the plane $x_1 = 1/2$ (this is a sensible choice because, as we will later show, the effect of noise is smallest at this part of the cycle). We denote by $T_{ODE}$ the period of the deterministic limit cycle. In stochastic simulations, a trajectory may by chance cross a hyperplane back and forth several times in quick succession, thus the time between crossings may not represent a full transit of the cycle. We avoid this complication by measuring the period as three times the transit time between the first interaction with a given hyperplane and the first subsequent interaction with its $2/3$ rotation in the barycentric coordinates. The expected value of this oscillation period in the stochastic case we denote by $T_{SSA}$.

Figure 2-7 provides a quantitative comparison of the different dependencies of the average period $T_{SSA}$ of the stochastic simulations and the period $T_{ODE}$ of the deterministic ODEs on the mutation rate $\mu$, for $0 < \mu < \mu_c$. The blue solid line indicates the relatively slow increase in the period $T_{ODE}$ as $\mu$ decreases. The red error bars indicate the range of values of the oscillation period in the stochastic case, with the averages of those values shown by the red dots. The data in this figure for the stochastic simulations was obtained from simulations for a total number of oscillation periods $T_{sim} = 2000$ at a fixed value $N = 2^{17} = 131072$ with $\mu$ varying. When the simulation is running, we record the time that the state passes $x_1 = 0.5$, $x_2 = 0.5$ and $x_3 = 0.5$ in turns. The last 6000 $(3 \times T_{sim})$ sets of recorded timings are chosen for illustrating the ‘period’ $T_{SSA}$. These data obey a distribution, so we use error-
Figure 2-6: Illustrative comparisons between trajectories of the ODEs (blue solid lines) and realisations of the stochastic simulations (red and green dashed lines). Horizontal direction $y_1 = x_1 + x_2/2$ and vertical direction $y_2 = \sqrt{3}x_2/2$. The time step in the simulation is 0.5 and the initial value is $(x_1, x_2, x_3) = (0.3, 0.3, 0.4)$. (a) When $\mu \ll \mu_c$, the trajectories lie close to the boundary of the phase space. Parameter values are $\beta = 1/2$, $\mu = 1/216$, $t \in [0, 300]$. (b) When $\mu$ is only slightly smaller than $\mu_c$, trajectories lie much closer to the central equilibrium point. Parameter values are $\beta = 1/2$, $\mu = 5/198$, $t \in [0, 25]$.

bar to show the main statistical properties (raw mean and variance). However, for presentational reasons that will become clearer later in the chapter we have chosen to plot the scaled quantity $\mu N \ln N$ on the horizontal axis. We then observe that if $\mu$ is sufficiently small then the difference between $T_{\text{ODE}}$ and $T_{\text{SSA}}$ is very significant: the oscillations in the stochastic simulation have a much longer period, on average, than that predicted by the ODEs, while if $\mu N \ln N$ is larger than unity, the agreement in terms of the oscillation period, between the deterministic and stochastic simulations is very good. We label these two regimes ‘Region III’ and ‘Region I’ respectively. The cross-over region where $\mu N \ln N \approx 1$ we label ‘Region II’.

To summarise, in this section, we introduced two extensions of the RPS model by considering (i) mutation and (ii) a win-lose asymmetric payoff matrix. For the symmetric model, with mutation, trajectories are always attracted to the central equilibrium point. Demographic noise drives stochastic oscillations around the equilibrium point. For the asymmetric model, there is a stable limit cycle when mutation rate is small, and the demographic noise slows down the oscillations.

The innovation of our work here includes: (1) scheme of translating the ODEs derived from asymmetric payoff matrix to chemical reactions; (2) identification of three
Figure 2-7: Comparison between the period $T_{\text{ODE}}$ of the limit cycle in the deterministic case and the average period $T_{\text{SSA}}$ of oscillations in the stochastic case, as a function of the parameter $\mu$ at fixed $N = 2^{17}$. The blue line shows $T_{\text{ODE}}$ and red dots indicate $T_{\text{SSA}}$. As $\mu$ decreases, the two periods start to separate from each other in Region II where $\mu N \log N \approx 1$.

regimes in the parameter space, distinguished by the value of $\mu N \log N$, in which the period of the stochastic oscillations are almost the same as in the ODEs, a little greater, or of totally different period, respectively.

In the next section, we will analyse these three regions in detail with different mathematical techniques, to understand how the noise affects the cycles.

2.2 Behaviour of the Limit Cycle in Regions I–III

We have previously proposed a division of the interval $(0, \mu_c)$ into three regions. In this section we will focus on each of the three regions. In the section 2.2.1 we study the period of the limit cycle in the ODEs (region I). In the section 2.2.2 we analyse the stochastic dynamics to determine the average period of cycles in region III. In the section 2.2.3 the cross-over between the deterministic and stochastic regions is understood through the analysis of an SDE that combines both deterministic and stochastic effects, thus describing region II.
2.2.1 Analysis of the Periodic Orbit in Region I

Region I is defined to be the right hand side of figure 2-7; more precisely, it is the regime in which $N \gg 1$ and $(N \log N)^{-1} \ll \mu < \mu_c$. In this region, stochastic simulation results show only very small fluctuations about a mean value, and this mean value coincides well with numerical solutions to the ODEs. This is evidence that the behaviour of the deterministic ODEs provides a very good guide to the stochastic simulation results in this region. Hence our goal in this section is to explain the asymptotic result that the period, $T_{ODE} \propto -3 \log \mu$ for $\mu$ small, but for large, even infinite, $N$ as shown in figure 2-8.

The standard approach to the analysis of trajectories near the limit cycle, in the regime where it lies close to the corners of the phase space, is to construct local maps that analyse the flow near the corners, and global maps that approximate the behaviour of trajectories close to the boundaries [24]. Figure 2-9 shows the construction of a local map in the neighbourhood of the corner where $x_3 = 1$, followed by the global map from this neighbourhood to a neighbourhood of the corner where $x_1 = 1$. In this section we consider local and global maps in turn and we then study their composition, and deduce an estimate for the period $T_{ODE}$ of the limit cycle.

Figure 2-8: Period $T_{SSA}$ for three different values of $N$, compared with the result for $T_{ODE}$ (blue solid line) on a log-linear plot indicating the scaling law $T_{ODE} \propto -3 \log \mu$ which applies in region I where the stochastic simulations behave in a similar way to the ODEs. The method used to record the 'period' of the stochastic simulations is the same as previously explained.
Figure 2-9: This picture shows the local map and the global map starting from initial position \((x_0^1, h, x_0^3)\), which shown in the picture is \((x_a^1, h, x_0^3)\). Here all the subscripts \(\{a, b, c\}\) can be replaced by \(\{1, 2, 3\}\) respectively.

**Local map**

Using the notation as in figure 2-9, we begin by defining a neighbourhood of the corner \(x_3 = 1\) by setting \(0 < h \ll 1\) to be a small positive constant. We assume that the trajectory for the ODEs (2.16) starts at the point \((x_0^1, h, x_0^3)\) at time \(t = 0\), and arrives at the point \((h, x_1^2, x_3^1)\) at time \(t = T_1 > 0\). For the whole time \(0 < t < T_1\) the trajectory lies close to the corner \((0, 0, 1)\), so we suppose that \(0 < x_1, x_2, u \ll 1\) where \(u := 1 - x_3\). Note that we have \(x_1 + x_2 - u = 0\) since \(x_1 + x_2 + x_3 = 1\).

Then the behaviour of the ODEs (2.16) in this neighbourhood is very similar to that of their linearisation obtained by dropping terms higher than linear order in the small quantities \(0 < x_1, x_2, u \ll 1\). For the linearised system we obtain

\[
\begin{align*}
\dot{x}_1 &= \mu - x_1(3\mu - 1), \\
\dot{x}_2 &= \mu - x_2(1 + \beta + 3\mu), \\
\dot{u} &= -x_2(1 + \beta) + x_1 + 2\mu - 3\mu u.
\end{align*}
\] (2.27)
The equations (2.27) are linear and constant coefficient and so can be solved analyti-
cally; note that the first and second equation are actually decoupled from each other
and from the $u$ equation. Integrating from $t = 0$ to the time $t = T_1$, we denote the
point on the trajectory by $(x_1(T_1), x_2(T_1), x_3(T_1)) = (x_1^1, x_2^1, x_3^1)$ where

$$x_2^1 = \frac{\mu}{\gamma} \left( 1 - e^{-\gamma T_1} \right) + he^{-\gamma T_1},$$

$$x_1^1 = h = \frac{\mu}{\gamma} e^{-\gamma T_1} \left( x_1^0 - \frac{\mu}{\gamma} \right),$$

where $\gamma := 1 + \beta + 3\mu$ and $\hat{\gamma} := 3\mu - 1$. Equation (2.29) allows us to express $T_1$ in
terms of $x_1^0$:

$$T_1 = -\frac{1}{\gamma} \log \left( \frac{h - \mu/\hat{\gamma}}{x_1^0 - \mu/\hat{\gamma}} \right),$$

and we can now use (2.30) to eliminate $T_1$ from (2.28) and obtain a relationship between
$x_1^0$ and $x_2^1$ which takes the form

$$x_2^1 = \frac{\mu}{\gamma} + \left( h - \frac{\mu}{\hat{\gamma}} \right) \left( h - \frac{\mu/\hat{\gamma}}{x_1^0 - \mu/\hat{\gamma}} \right)^{\gamma/\hat{\gamma}}.$$

This relationship is the key part of the local map near the point $(x_1, x_2, x_3) = (0, 0, 1)$
that we will use in what follows.

**Global Map**

For the global map, we observe that trajectories remain close to one of the bound-
daries (in this case, the boundary $x_2 = 0$) and so we propose that the trajectory starting
from $(x_1^1 = h, x_2^1, x_3^1)$ arrives at the point $(x_1^2, x_2^2, h)$ at time $t = T_2$. Referring to (2.16),
the ODE for $x_2$ near the boundary can be well approximated by taking just $\dot{x}_2 = \mu$
(since $x_1 + x_3 = 1$ when $x_2 = 0$), so its solution is

$$x_2^2 = x_2^1 + (T_2 - T_1)\mu = x_2^1 + C_0\mu,$$

where we denote the elapsed time by $C_0 := T_2 - T_1$. As is typical in these analyses,
trajectories take a relatively short time to arrive at the hyperplane $x_3^2 = h$ starting
from $x_3^1$, compared to the time taken to move along the part of the trajectory from $x_3^0$
to $x_3^1$; this is intuitively because the absolute value of $\dot{x}_3$ on the global part of the map
between $T_1$ and $T_2$ is much larger than on the local part, i.e. when $0 < t < T_1$. As a
result, the time taken on the global part of the map, $C_0 := T_2 - T_1$ is much less than
the local travel time $T_1$; the majority of the time spent on the limit cycle is taken up
with travel near the corners.
Composition of maps

The composition of local and global maps near the corner $x_3 = 1$ and boundary $x_2 = 0$ is now straightforward: we combine (2.31) and (2.32) to obtain:

$$x_2^2 = C_0 + \frac{\mu}{\gamma} + \left(h - \frac{\mu}{\gamma}\right) \left(\frac{h - \mu/\hat{\gamma}}{x_1^0 - \mu/\hat{\gamma}}\right)^{\gamma/\hat{\gamma}}.$$  \hspace{1cm} (2.33)

We can now use the permutation symmetry inherent in the dynamics to complete the analysis. Due to the fact that the model is rotationally symmetric, the next stage of the evolution is a local map again with the same parameter values. The trajectory will start from $(x_1^0, x_2^0, h)$ and stay near the corner $(1, 0, 0)$ for long time before arriving at a point, say, $(x_3^0, h, x_3^0)$ where we will construct another global map, and so on:

$$x_0 \xrightarrow{\text{local}} x_1 \xrightarrow{\text{global}} x_2 \xrightarrow{\text{local}} x_3 \xrightarrow{\text{global}} x_4 \xrightarrow{\text{local}} x_5 \xrightarrow{\text{global}} x_6 \rightarrow \cdots \hspace{1cm} (2.34)$$

which can be summarised further as

$$y_0 \xrightarrow{\text{local \& global}} y_1 \xrightarrow{\text{local \& global}} y_2 \xrightarrow{\text{local \& global}} y_3 \rightarrow \cdots \hspace{1cm} (2.35)$$

Equations (2.34) and (2.35) above define a one-to-one correspondence between the points $\{(x_1^n, x_2^n, x_3^n)\}$ on a trajectory and a sequence of values (selecting appropriate coordinates) $\{y_n\}$. From the previous discussion on local and global maps, the map that generates the sequence $\{y_n\}$ takes the form

$$y_{n+1} = C_0 + \frac{\mu}{\gamma} + \left(h - \frac{\mu}{\gamma}\right) \left(\frac{h - \mu/\hat{\gamma}}{y_n - \mu/\hat{\gamma}}\right)^{\gamma/\hat{\gamma}},$$  \hspace{1cm} (2.36)

where, as before, $\gamma := 1 + \beta + 3\mu$ and $\hat{\gamma} := 3\mu - 1$.

If iterates of the map (2.36) converge to a fixed point then this corresponds to a stable limit cycle for the ODE dynamics. We now estimate the location of this fixed point and deduce an estimate for the period of the resulting limit cycle.

Let $z_n := y_n/\mu$ be a scaled version of $y_n$, then (2.36) can be written as:

$$z_{n+1} = C_0 + \frac{1}{\gamma} + \left(h - \frac{\mu}{\gamma}\right) \frac{1}{\mu} \left(\frac{z_n + \frac{\mu}{1-3\mu}}{h + \frac{\mu}{1-3\mu}}\right)^{\frac{1+3\mu+\beta}{1-3\mu}},$$  \hspace{1cm} (2.37)

where $\gamma := 1 + \beta + 3\mu$. Denoting the fixed point of the map by $z^*$, from (2.37) we see that $z^* = C_0 + 1/\gamma + o(\mu)$ in the limit $\mu \to 0$. This observation is crucial in order to ensure
that we obtain the correct leading-order behaviour and distinguish carefully between the various small quantities in the problem. Then it follows that $y^* = \mu z^* \approx C_1 \mu$, where $C_1 = C_0 + 1/(1 + \beta)$, in the limit $\mu \to 0$.

Introducing this leading-order approximation for $y^*$ into (2.30), we obtain an estimate of the time spent in a neighbourhood of the corner $T_1$ of the stable limit cycle:

$$T_1 = \frac{1}{1 - 3\mu} \log \left( \frac{h + \mu(1 - 3\mu)}{C_1 \mu + \mu(1 - 3\mu)} \right). \quad (2.38)$$

Since in this case $\mu$ is assumed to be very small, (2.38) takes the form, at leading order,

$$T_1 = \frac{1}{1 - 3\mu} \log \left( \frac{1}{\mu} \right) + B_0 \text{ as } \mu \to 0. \quad (2.39)$$

where $B_0$ is a constant.

Finally, as remarked on above, because trajectories remain near each corner for large parts of the period of the orbit, the local map travel time $T_1$ is the dominant contribution, compared to the time spent on the global map. Hence the period of the limit cycle is given at leading order by considering only the contribution from the three local maps required in one full period of the limit cycle. Hence our estimate for $T_{ODE}$ becomes

$$T_{ODE} \approx 3T_1 = -3 \log \mu + B_1, \quad (2.40)$$

as $\mu \to 0$. In Region I, $\mu < \mu_c = 1/36$ is small enough to make equation (2.40) valid. Therefore it gives a good approximation of the period in Region I.

### 2.2.2 Analysis of the Periodic Orbit in Region III

We now turn our attention to Region III, where the period of the orbit in the stochastic simulations increases much more rapidly as $\mu$ decreases, at fixed finite $N$, than the prediction from the analysis of the ODEs in section 2.2.1 above suggests. Figure 2-10 illustrates this by plotting the period $T_{SSA}$ as a function of $\mu N \ln N$ for three different values of $N$. By plotting, on a log-log scale, the mean values of the periods and the error bars from an ensemble of stochastic simulations we observe that the period $T_{SSA} \approx (\mu N \ln N)^{-1}$ for small $\mu$, with a constant that does not demonstrate any systematic dependence on $N$. In fact, the range of values of $N$ presented here is small: we cannot distinguish from these numerical results the precise form of the dependence on $N$.

As well as the dependence of the period $T_{SSA}$ on $\mu$ it is also of interest to determine the extent of Region III in which this scaling behaviour applies; in other words how small is $\mu$ required to be in order to move into this regime? The numerical data in
Figure 2-10: Log-log plot of the period $T_{\text{SSA}}$ as a function of the mutation rate $\mu$ for three different values of $N$, showing that in region III the mean period scales roughly as $T_{\text{SSA}} \approx (\mu N \ln N)^{-1}$.

Figure 2-10 indicate that the cross-over from the ODE result to this new stochastic scaling arises when $\mu N \log N \approx 1$.

In this section, then, our aim is to explain firstly why this new scaling regime in Region III exists, and secondly, why it extends as far as $\mu N \ln N = 1$. We will find that in fact the period should scale as $T_{\text{SSA}} \approx (\mu N)^{-1}$ for small $\mu$ (due to time spent waiting for rare mutations), but that the observation that the cross-over occurs when $\mu N \ln N \approx 1$ is correct; this explains why we have chosen to plot figure 2-10 in the form that it appears.

Careful examination of the numerical simulations in this regime show that their behaviour is qualitatively different from that in Region I discussed above. In stochastic simulations the system becomes strongly attracted to the corner states (which would be absorbing states in the absence of mutation) and then can only escape from a corner in the correct direction when a mutation occurs; mutations are rare when $\mu N \ln N \approx 1$ is small. Our analysis later in this section shows that the mean period of oscillation is dominated by the contribution from the time needed to escape one step from a corner. If the system takes a step directly towards the next corner in the sequence, then it will leave the neighbourhood of the corner quickly and continue moving towards the next corner; if the system takes a step in a different direction then the system will remain near the corner until it moves off in the correct direction. Trajectories then typically move along a boundary towards the next corner. We show below that, although this latter part
requires at least \( N - 1 \) steps, the expected total time required is less than the waiting time to escape from the corner. Our schematic approach is illustrated in figure 2-11, in which the separation of these two parts to the dynamics is sketched: a first step away from a corner, followed by movement along the adjoining boundary.

![Figure 2-11: Sketch of the dynamics in the small-\( \mu \) stochastic limit. The system is strongly attracted to corner states where the population is all in one state. Mutation is then the only mechanism for escape, and the expected time for the first mutation (curved arrows) is longer than the expected time required for subsequent steps along a boundary towards the next corner (straight lines with arrows).](image)

In the following subsections we consider in detail three issues: firstly, in the part ‘Probability of hitting the absorbing state’ we show that the probability that the motion along a boundary is towards the next corner in the sequence, and that the system state hits this next corner tends to 1 as \( N \to \infty \). Since we are interested in the regime in which the mutation rate is very small, we carry out this calculation in the limit \( \mu = 0 \). In the part ‘Average hitting time’ we compute the expected time until the system hits this next corner, again setting \( \mu = 0 \). Finally, in the part ‘The effect of mutation on the stochastic dynamics’ we compare this expected time for the system state to evolve along the boundary with the expected time until a mutation occurs. Together, this analysis confirms the intuitive picture outlined in the previous paragraph.

**Probability of hitting the absorbing state**

Here we consider the discrete–state and continuous–time Markov Chain dynamics of the system evolving along a boundary, ignoring the effect of mutation. In this case
the system is a one dimensional chain of $N + 1$ states with transition probabilities $p_i$ and $q_i$ defined diagrammatically as follows:

\[ \begin{array}{ccccccc}
0 & p_1 & q_1 & p_2 & q_2 & \ldots & p_{N-1} & q_{N-1} & 0
\end{array} \]

The $N + 1$ states are labelled 0 to $N$, corresponding to, for example, the number of strategy $B$ individuals invading a population of size $N$ initially composed of all strategy $A$ individuals. Let $h_i = \mathbb{P}_i(\text{hit } 0)$ be the probability that the system hits (and is therefore absorbed by) state 0 having started at node $i$, and similarly let $h_i = \mathbb{P}_i(\text{hit } N)$ be the probability of hitting state $N$ having started at node $i$.

When the system is in state $i$ there are two possible moves: jumps to the left or to the right. The rate at which jumps to the left occur is $p_i = (N - i)^2 / N^2$; the rate at which jumps to the right occur is $q_i = (N - i)^2 (1 + \beta) / N^2 + (N - i)i / N$. The transition probabilities of moving to the left and to the right are then $\ell_i = p_i / (p_i + q_i)$ and $r_i = q_i / (p_i + q_i)$; clearly $\ell_i + r_i = 1$. We remark that the ratio of transition probabilities can be simplified to be

\[ \frac{\ell_i}{r_i} = \frac{p_i}{q_i} = \frac{(N - i)^2 / N^2}{i / (1 + \beta) + N} = \frac{1}{i(1 + \beta) + N}. \quad (2.41) \]

This allows us to derive a recurrence relation for the probability $h_i$ that the system hits the state 0 starting from state $i$:

\[ \begin{cases} 
  h_0 = 1, \\
  h_i = \ell_i h_{i-1} + r_i h_{i+1}, & \text{for } i = 1 \ldots N - 1, \\
  h_N = 0. 
\end{cases} \quad (2.42) \]

Recurrence relations of this type are straightforward to solve by standard methods [60]. From the recurrence formulas (2.42), and using $r_i + \ell_i = 1$ we have the relation
\[ r_i(h_i - h_{i+1}) = \ell_i(h_{i-1} - h_i) \] which implies that

\[
\begin{align*}
    h_i - h_{i+1} &= \frac{\ell_i}{r_i} (h_{i-1} - h_i) \\
    &= \frac{\ell_i \ell_{i-1}}{r_i r_{i-1}} (h_{i-2} - h_{i-1}) \\
    &= \cdots \\
    &= \frac{\ell_i \ell_{i-1} \cdots \ell_1}{r_i r_{i-1} \cdots r_1} (h_0 - h_1) =: \gamma_i(h_0 - h_1),
\end{align*}
\]

defining the ratio \( \gamma_i \) for \( 1 \leq i \leq N - 1 \), where we also define \( \gamma_0 = 1 \), so that we can write the recurrence relation between the \( h_i \) as

\[
h_i - h_{i+1} = \gamma_i(h_0 - h_1). \tag{2.43}
\]

We note that the following inequality, bounding \( \gamma_i \), will be very useful:

\[
\gamma_i := \prod_{j=1}^{i} \frac{\ell_j}{r_j} = \prod_{j=1}^{i} \frac{j}{j(1 + \beta) + N} < \frac{i!}{N^i} \tag{2.44}
\]

Summing (2.43) from \( i = 0 \) to \( i = N - 1 \) enables us now to compute \( h_1 \) in terms of \( h_0 \) and \( h_N \):

\[
h_0 - h_N = \sum_{i=0}^{N-1} (h_i - h_{i+1}) = (1 + \gamma_1 + \gamma_2 + \cdots + \gamma_{N-1})(h_0 - h_1). \tag{2.45}
\]

Finally, \( h_1 \) can be calculated directly since \( h_0 = 1 \) and \( h_N = 0 \):

\[
h_1 = \frac{\sum_{i=1}^{N-1} \gamma_i}{1 + \sum_{i=1}^{N-1} \gamma_i}, \tag{2.46}
\]

and of course \( \bar{h}_1 = 1 - h_1 = \left(1 + \sum_{i=1}^{N-1} \gamma_i \right)^{-1} \).

We now examine the limiting behaviour of this result and prove that \( h_1 \to 1 \) as \( N \to \infty \). Since

\[
0 < \gamma_{i+1} = \frac{p_{i+1}}{q_{i+1}} \gamma_i,
\]
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and $p_{i+1}/q_{i+1} < 1$, it follows that $\gamma_{i+1} < \gamma_i$. Also, since $\gamma_i < i!/N^i$, we conclude that

$$0 < \sum_{i=1}^{N-1} \gamma_i = \gamma_1 + \sum_{i=2}^{N-1} \gamma_i \leq \gamma_1 + \sum_{i=2}^{N-1} \gamma_2 \leq \frac{1}{N} + (N-2) \frac{2}{N^2},$$

which clearly tends to zero as $N \to \infty$. Hence

$$\lim_{N \to \infty} \sum_{i=1}^{N-1} \gamma_i = 0. \quad (2.47)$$

In conclusion, we have shown that, given that it starts at state 1, the probability of the system hitting the absorbing state at $N$ tends to 1 as $N \to \infty$.

**Average hitting time**

Having shown that the system reaches state $N$ with high probability, we now consider the expected time until this happens. Let $T_i$ be the first time at which the system hits an absorbing state starting from state $i$ at time 0, i.e. the time at which the system hits either 0 or $N$. Define $\tau_i = \text{E}(T_i)$ for $0 \leq i \leq N$, the expected hitting time starting from state $i$. Clearly we have that $\tau_0 = \text{E}(T_0) = 0$ and $\tau_N = \text{E}(T_N) = 0$.

Through a similar calculation to the part *Probability of hitting the absorbing status* [60], we now compute $\tau_1$, the mean time taken to reach either 0 or $N$, starting from state 1.

The recurrence formula for expected hitting times $\tau_i$ can be computed as the sum of the expected time spent in state $i$ before jumping either left or right, plus the expected future time required when in that new state:

$$\tau_i = \frac{1}{p_i + q_i} + \ell_i \tau_{i-1} + r_i \tau_{i+1}, \quad \text{for } i = 1 \ldots N-1. \quad (2.48)$$

This recurrence relation can be rearranged to give

$$(p_i + q_i)\tau_i = p_i \tau_{i-1} + q_i \tau_{i+1} + 1$$

$$\implies q_i(\tau_i - \tau_{i+1}) = p_i(\tau_{i-1} - \tau_i) + 1 \quad (2.49)$$

$$\implies \tau_i - \tau_{i+1} = \frac{p_i}{q_i}(\tau_{i-1} - \tau_i) + \frac{1}{q_i}$$
Repeated substitution of the term \( \tau_{i-1} - \tau_i \) in (2.49) gives

\[
\tau_i - \tau_{i+1} = \frac{p_i}{q_i} \left( \frac{p_{i-1}}{q_{i-1}} (\tau_{i-2} - \tau_{i-1}) + \frac{1}{q_{i-1}} \right) + \frac{1}{q_i} \\
= \frac{p_i p_{i-1}}{q_i q_{i-1}} (\tau_{i-2} - \tau_{i-1}) + \frac{p_i}{q_i} \frac{1}{q_{i-1}} + \frac{1}{q_i} \\
= \cdots \\
= \frac{p_i p_{i-1} \cdots p_2 p_1}{q_i q_{i-1} \cdots q_2 q_1} (\tau_0 - \tau_1) + \frac{p_i p_{i-1} \cdots p_3 p_2}{q_i q_{i-1} \cdots q_3 q_2} \frac{1}{q_1} \\
+ \frac{p_i p_{i-1} \cdots p_4 p_3}{q_i q_{i-1} \cdots q_4 q_3} \frac{1}{q_2} + \cdots + \frac{p_i}{q_i} \frac{1}{q_i-1} + \frac{1}{q_i}.
\] (2.50)

To simplify notation, note that (2.50) can also be written in the form:

\[
\tau_i - \tau_{i+1} = \gamma_i (\tau_0 - \tau_1) + \sum_{j=1}^{i} \frac{\gamma_i}{\gamma_j q_j}.
\]

In order to manipulate this, we write out the first and last terms explicitly, for clarity:

\[
\begin{align*}
\tau_0 - \tau_1 &= \tau_0 - \tau_1, \\
\tau_1 - \tau_2 &= \gamma_1 (\tau_0 - \tau_1) + \frac{1}{q_1}, \\
&\vdots \\
\tau_{N-2} - \tau_{N-1} &= \gamma_{N-2} (\tau_0 - \tau_1) + \frac{\gamma_{N-2}}{\gamma_1} \frac{1}{q_1} + \frac{\gamma_{N-2}}{\gamma_2} \frac{1}{q_2} + \cdots + \frac{\gamma_{N-2}}{\gamma_{N-3}} \frac{1}{q_{N-3}} + \frac{1}{q_{N-2}}, \\
\tau_{N-1} - \tau_N &= \gamma_{N-1} (\tau_0 - \tau_1) + \frac{\gamma_{N-1}}{\gamma_1} \frac{1}{q_1} + \frac{\gamma_{N-1}}{\gamma_2} \frac{1}{q_2} + \cdots + \frac{\gamma_{N-1}}{\gamma_{N-2}} \frac{1}{q_{N-2}} + \frac{1}{q_{N-1}}.
\end{align*}
\] (2.51)

Summing the equations in (2.51), and rewriting the summation of the terms on the right hand side, we now write this as

\[
\tau_0 - \tau_N = \left( 1 + \sum_{i=1}^{N-1} \gamma_i \right) (\tau_0 - \tau_1) + \sum_{i=1}^{N-1} \left( \frac{1}{q_i} \sum_{j=1}^{N-1} \gamma_j \right) \\
= \left( \sum_{i=1}^{N-1} \gamma_i \right)^{-1} \sum_{i=1}^{N-1} \left( \frac{1}{q_i} \sum_{j=1}^{N-1} \gamma_j \right).
\] (2.52)

Since \( \tau_0 = \tau_N = 0 \) we can solve this to obtain \( \tau_1 \) directly:

\[
\tau_1 = \left( 1 + \sum_{i=1}^{N-1} \gamma_i \right)^{-1} \sum_{i=1}^{N-1} \left( \frac{1}{q_i} \sum_{j=1}^{N-1} \gamma_j \right).
\] (2.53)

We now wish to examine the asymptotic behaviour of this expression for the expected hitting time, in the limit when \( N \gg 1 \). Initial numerical explorations lead us to propose that \( \tau_1 \propto \ln N \) when \( N \) is sufficiently large. In the remainder of this section we will deduce this estimate systematically.
First, note that from (2.47) we know that
\[ \lim_{N \to \infty} \left( 1 + \sum_{i=1}^{N-1} \gamma_i \right) = 1. \] (2.54)

From the discussion before (2.41) we have that
\[ q_i = i(N - i) \frac{1}{N} \left[ \frac{i}{N} (1 + \beta) + 1 \right] \]
\[ \Rightarrow \frac{1}{q_i} = \frac{N}{i(N - i)} \frac{1}{1 + (1 + \beta) \frac{1}{N}}. \] (2.55)

Since
\[ \frac{1}{2 + \beta} < \frac{1}{1 + (1 + \beta) \frac{i}{N}} < 1, \]
(as \( 1 \leq i \leq N - 1 \)), we can bound \( \sum_{i=1}^{N-1} 1/q_i \) as follows
\[ \frac{1}{2 + \beta} \sum_{i=1}^{N-1} \frac{N - i + i}{(N - i)i} \leq \sum_{i=1}^{N-1} \frac{1}{q_i} \leq \sum_{i=1}^{N-1} \frac{N - i + i}{(N - i)i} \]
\[ \Rightarrow \frac{2}{2 + \beta} \sum_{i=1}^{N-1} \frac{1}{i} \leq \sum_{i=1}^{N-1} \frac{1}{q_i} \leq 2 \sum_{i=1}^{N-1} \frac{1}{i} \]
\[ \Rightarrow \frac{2}{2 + \beta} \ln(N - 1) \leq \sum_{i=1}^{N-1} \frac{1}{q_i} \leq 2 (1 + \ln(N - 1)). \] (2.56)

Next we prove that, for any \( 1 \leq i \leq N - 1 \), \( \sum_{j=i}^{N-1} \gamma_j / \gamma_i \) is bounded as \( N \to \infty \). From the definition of \( \gamma_j \) we see that
\[ \frac{\gamma_j}{\gamma_i} = \prod_{k=i+1}^{j} \frac{1}{(1 + \beta) + \frac{N}{k}} < \prod_{k=i+1}^{j} \frac{k}{N + k} = \frac{j! (N + i)!}{i! (N + j)!} \] (2.57)

Therefore,
\[ \sum_{j=i}^{N-1} \frac{\gamma_j}{\gamma_i} < \sum_{j=i}^{N-1} \frac{j! (N + i)!}{i! (N + j)!} = \frac{1}{N - 1} \left[ i + N - 2N \frac{N! (N + i)!}{i!(2N)!} \right] \leq 2. \]

We note that if we set \( i = N - 1 \) in the above, then the limiting value is small, due
to the influence of the negative term that is a ratio of factorials, but the limit must still be positive; in the case \(i = 1\) we have a limit that is closer to 1. In all cases, since \(1 \leq i \leq N - 1\) the limiting value must be non-negative, and at most 2. Hence we see that

\[
\lim_{N \to \infty} \sum_{j=i}^{N-1} \frac{\gamma_j}{\gamma_i} \leq 2.
\]  

(2.58)

We now apply the results (2.54), (2.56) and (2.58) to (2.53) in order to deduce the result

\[
\tau_i \leq 4 (1 + \ln(N - 1))
\]  

(2.59)

which is an upper bound on the expected time, starting in state 1, until the system hits one of the two absorbing states 0 or \(N\). Together with the conclusion of the previous section, in which we computed that the probability that the system arrives in state \(N\) tends to 1 as \(N \to \infty\), we can conclude that the expected time required for the system to hit state \(N\) is no greater than \(4(1 + \ln N)\). In using this result later, we will omit the subdominant constant term 1 since we are concerned primarily with values of \(N\) for which \(\ln N \gg 1\), in the limit \(N \to \infty\).

The effect of mutation on the stochastic dynamics

The analysis in the previous two subsections ignored the role of mutation in order to understand the dynamics on the boundary of phase space and, in particular, to estimate the time required to travel along the boundary to a corner.

Since in the absence of mutation the corners are absorbing states, mutation plays an important role in moving the system from a corner (state 0) to state 1 on the boundary, allowing it then to travel further towards the next corner. The mutation rate \(\mu\), together with our assumptions on the stochastic dynamics, imply that, for any system state, the time until the next mutation event, \(M\), occurs is exponentially distributed:

\[
P(M > t) = e^{-\mu N t}
\]

For system states on the boundary of phase space, we would expect that mutations would move them away, into the interior, where the analysis in the previous sections might become less useful. This is unlikely to happen if mutations are not expected during the time taken for the system to move along the whole boundary, i.e. if

\[
P(\text{hit state } N \text{ before mutation}) = P(M > 4 \ln N) = e^{-4\mu N \ln N}.
\]  

(2.60)
is close to 1. From the form of (2.60), if $N$ is fixed and $\mu \to 0$, then this probability of hitting state $N$ before any mutation occurs tends to 1, which implies that the system remains in boundary states and so the analysis of the parts ‘Probability of hitting the absorbing state’ and ‘Average hitting time’ applies. On the other hand, if $N \to \infty$, and $\mu$ remains fixed, then mutation is expected to occur before the system reaches the next corner, and so the system state tends to leave the boundary. The intermediate balance between these two regimes occurs when $\mu \sim (N \ln N)^{-1}$.

An equivalent discussion can be framed in terms of the sketch of the dynamics indicated in figure 2-11. The time required for a full period of the oscillation is composed of two contribution on each boundary piece: the first contribution $\tau_m$ is the time required to jump, via mutation, from a corner to a state with one new individual of the appropriate kind. This mutation takes an expected time $\tau_m \sim 1/(N\mu)$ since there are $N$ individuals and each mutates independently at a rate $\mu$. The second contribution $\tau_1$ is the time required to traverse the boundary starting from state 1. This is approximately $\tau_1 = 4\ln N$. If $\tau_m \gg \tau_1$, i.e. $\mu \ll (4N \ln N)^{-1}$, then the largest contribution to the mean period of oscillation is from the mutation events, and so we expect in this regime to have the period of the orbit being dominated by the time required for three independent mutations to occur, i.e. $T_{SSA} \sim 3/(N\mu)$.

2.2.3 Analysis of the Periodic Orbit in Region II

Region II is the cross-over region between ‘large $\mu$’ where the ODE approximation is valid, and ‘small $\mu$’ where the stochastic approach, based on a Markov Chain, is appropriate. Using the analysis of the previous section we see mathematically speaking that region II arises where $\mu \sim (N \ln N)^{-1}$. In region II the stochastic simulations show large fluctuations around the ODE predictions, but the system does not spend time always near the boundaries of phase space, so it is not clear that the analysis of region III should apply directly.

In this section we examine region II, and explain why the fluctuations in the stochastic system act to increase the period of the oscillations rather than to decrease it. This involves a third approach to the dynamics, using a stochastic differential equation derived from the chemical reaction model and which is valid for large, but not infinite, system sizes (this method was introduced in the section 1.3.2). We show that the SDE approach captures, in some detail, the transition between the deterministic and the fully stochastic regimes described in the previous sections.
Stochastic differential equation

It was proved by Kurtz [37] that trajectories of Markov jump processes specified in terms of a stoichiometric matrix \( S \) and rate vector \( r(x) \), as discussed in the sections 1.3.2 and 1.3.3, are well approximated for large \( N \) by the trajectories of the SDE

\[
dx = u(x)\,dt + \frac{1}{\sqrt{N}} M(x)\,dW(t). \tag{2.61}
\]

Here \( dW(t) \) is a vector, each element of which is an independent Wiener process [19], and the vector \( u \) and matrix \( M \) are given by

\[
u(x) = S \, r(x), \quad M(x)M^T(x) = B(x). \tag{2.62}
\]

where \( B_{ij}(x) = \sum_{s_k \in S} r_k s_{ki} s_{kj} \) following (1.38) and \( S \) and \( r(x) \) are given by (2.26). In the calculation of the statistical properties of this equation, it is more useful to consider the matrix \( B = MM^T \). For our system we obtain the explicit formulas

\[
u_1 = x_1[x_3 - (1 + \beta)x_2 + \beta(x_1x_2 + x_2x_3 + x_1x_3)] + \mu(x_2 + x_3 - 2x_1), \tag{2.63}
\]

\[
u_2 = x_2[x_1 - (1 + \beta)x_3 + \beta(x_1x_2 + x_2x_3 + x_1x_3)] + \mu(x_1 + x_3 - 2x_2),
\]

\[
B_{11} = x_1x_2 + x_3x_1 + (x_1x_2^2 + x_3x_1^2)(2 + \beta) + \mu(2x_1 + x_2 + x_3),
\]

\[
B_{12} = B_{21} = -(x_1x_2 + x_1x_3)(2 + \beta) + \mu(x_1 + x_2), \tag{2.64}
\]

\[
B_{22} = x_1x_2 + x_2x_3 + (x_1x_2^2 + x_2x_3^2)(2 + \beta) + \mu(x_1 + 2x_2 + x_3),
\]

because \( x_1 + x_2 + x_3 = 1 \). Here we preserve \( x_3 \) in these equations to make the expression compact. It does not matter for the next calculation.

Asymptotic phase of points near the periodic orbit

In order to explain the increase in the period of the orbit as the fluctuations grow, we use the SDE (2.61) to derive a SDE equation for the angular velocity around the limit cycle, and we then compute the period of the limit cycle by integrating the angular velocity. Here we extend this idea by deriving an SDE for the angular velocity. This allows us to investigate the effects of noise on the period of the orbit. A fully analytic approach is unfortunately not possible, so our approach is a combination of numerical and analytic methods. Identifying the correct scalings for features of the limit cycle however enables us to confirm the various asymptotic scalings found in regions I and III and to see how they both contribute in this region, region II.

We borrow the idea of asymptotic phase from [58]; figure 2-12 shows an example of the concept. If there is an attracting periodic orbit, then even though given a small
Figure 2-12: Idea from the Newby’s paper [58]. Reproduced with permission from [58]. The limit cycle is produced by ODEs in polar coordinates: $\dot{\theta} = \omega$, $\dot{\rho} = -\rho(\rho^2 - 1)$. Given a small perturbation a point on the stable limit cycle is pushed away from the cycle, but then it goes back by the attraction but located in a different place.

To pursue this analysis we next focus on coordinate transformation to express my model in the form of angular velocity. Since the phase space is two dimensional, we follow the presentation started in the section 1.3.1, showing the periodic orbit in the plane $\mathbb{R}^2$ using coordinates

$$y = (y_1, y_2) = \left(x_1 + \frac{1}{2} x_2, \frac{\sqrt{3}}{2} x_2\right).$$

These, and the following definitions for our coordinate systems, are all illustrated in figure 2-13.

Let $\Gamma \subset \mathbb{R}^2$ be the set of points on the limit cycle, e.g. the red curve in figure 2-13. We further define the polar coordinates $(\rho, \theta)$ to be based on the centre of the triangle,
Figure 2-13: The red curve is the limit cycle when $\beta = 1/2, \mu = 1/216$, the blue curve is the limit cycle when $\beta = 1/2, \mu = 10^{-6}$. When $\mu$ is very small, it is hard to tell the difference between triangle boundary and limit cycle without zooming-in.

in the $y$ coordinates, i.e. let

$$\rho(y) = \sqrt{\left(y_1 - \frac{1}{2}\right)^2 + \left(y_2 - \frac{\sqrt{3}}{6}\right)^2},$$

and

$$\theta(y) = \arctan\left(\frac{y_1 - 1/2}{\sqrt{3}/6 - y_2}\right).$$

Let $T$ be the period of the limit cycle, i.e. $T$ is the smallest positive value such that $\forall y \in \Gamma$, $y(t) = y(t + T)$ but for any $0 < T' < T$, $y(t) \neq y(t + T')$. All points in the interior of the limit cycle (except the equilibrium point at $y = (1/2, \sqrt{3}/6)$ are attracted to the limit cycle, enabling us to define a ‘landing point’ on $\Gamma$ to which they are asymptotically attracted. Although the $\omega$-limit set of a point $y_0 \in \mathbb{R}^2$ would clearly be the entire orbit $\Gamma$, by looking at the sequence defined by advancing for multiples of the period $T$ we can identify a single limit point $p_\infty(y_0)$. Specifically we write the time-evolution map for the ODEs as $\phi_t(y_0) := y(t)$ where $y(t)$ solves the ODEs (2.16)
subject to the initial condition \( y(0) = y_0 \). Then we define the sequence \( \{ p_n \}_{n \geq 0} \) by

\[
p_n = \phi_{nT}(y_0), \quad \text{and} \quad p_0 = y_0.
\]

and the limit point

\[
p_\infty(y_0) := \lim_{n \to \infty} \phi_{nT}(y_0).
\]

Note that \( p_\infty(y_0) \in \Gamma \) always, and that if \( y_0 \in \Gamma \) then \( p_\infty(y_0) = y_0 \).

We can now define the asymptotic phase \( \varphi(y_0) \) of a point near, but not necessarily on, the limit cycle by setting

\[
\varphi(y_0) := \theta(p_\infty(y_0)). \tag{2.66}
\]

So that if \( y_0 \in \Gamma \), then \( \varphi(y_0) = \theta(y_0) \), and curves on which \( \varphi(y_0) \) is constant cross through \( \Gamma \) at these points. We can use \( \varphi(y_0) \) to consider the influence of noise, which pushes trajectories off the limit cycle, causing time advances or delays, as illustrated in figure 2-14(b). This concept has been explored recently for a more general class of limit cycles in [58] (see figure 2-14(a)), whose approach we follow here. It is analogous to the noise-induced drift observed in various ecological models including invasions [64] and the evolution of altruism [8]; see [65] for an introduction.

The three-fold rotation symmetry of the problem suggests that it is enough to focus on the interval \( \varphi \in [-\pi/3, \pi/3] \). In general, in this subsection we transform the state with the vector variable \((x_1, x_2, x_3)\) to a scalar variable \( \theta \). This dimensional reduction simplifies our understanding and calculation of asymptotic phase \( \varphi \) of the state in the ‘triangle’ of figure 2-13.

A stochastic differential equation for \( \varphi \)

Since \( \varphi \) is a function on the phase space, we can derive an SDE for the evolution of \( \varphi \) using (2.61) and Itô’s formula [19] (see in appendix A). We obtain

\[
d\varphi(x) = \left\{ \sum_i u_i(x, t) \partial_i \varphi(x) + \frac{1}{2N} \sum_{i,j} [B(x, t)]_{ij} \partial_i \partial_j \varphi(x) \right\} dt + \frac{1}{\sqrt{N}} \sum_{i,j} M_{ij}(x, t) \partial_i \varphi(x) dW_j(t). \tag{2.67}
\]

Note that our notation \( \varphi(x) \) really means \( \varphi(y(x)) \) since \( \varphi \) is defined by (2.66) which uses the coordinates \( y \) defined in (2.65). The advection vector \( u \) and the matrix
Figure (2-14): (a) Idea from the Newby’s paper [58]. (b) Application of the idea to our model, using the lower part of $\Gamma$ as shown in the $(y_1,y_2)$ plane. Each of the three black points lies on the limit cycle $\Gamma$: trajectories evolve along $\Gamma$ from left to right in the figure. Perturbations of these points (in green) towards the boundary lead to trajectories that have longer periods than $\Gamma$ has, hence the green arrows indicate the asymptotic convergence of trajectories back to the limit cycle to points that lie to the left of the black dots. In contrast, perturbations (red dots) towards the interior of $\Gamma$ lead to states that are accelerated by trajectories and converge asymptotically to points on $\Gamma$ that are ahead of the black dots.
$B \equiv MM^T$ are those given previously in (2.63) and (2.64).

Although analytic expressions for $\varphi$ and its first and second derivatives in phase space, i.e., $\partial_1 \varphi$, $\partial_2 \varphi$, $\partial_1^2 \varphi$, $\partial_1 \partial_2 \varphi$, and $\partial_2^2 \varphi$ are unknown, they can be estimated numerically. Since we are interested in the behaviour of perturbations near $\Gamma$, we have estimated these derivatives at points on $\Gamma$ and then used them to define two functions of $\varphi$:

$$
\omega_\infty(\varphi(x)) := \sum_i u_i(x,t) \partial_i \varphi(x), \quad \text{and}
$$

$$
\omega_1(\varphi(x)) := -\frac{\mu}{2} \sum_{i,j} [B(x,t)]_{ij} \partial_i \partial_j \varphi(x).
$$

(2.68)

Note that we have included in the definition of $\omega_1$ a prefactor of $\mu$. This is necessary since the stochastic slowdown effect is stronger for smaller $\mu$, as indicated by the previous stochastic analysis, and shown numerically in the left panel of figure 2-16. We can conclude that, curiously, whilst the noise itself has negligible strength (order $1/N$) in region II, the noise-induced slowdown has an order one impact on the dynamics. Specifically, the leading order form of equation (2.67) in large $N$ and small $\mu$ is simply

$$
\frac{d}{dt} \varphi = \omega_\infty(\varphi) - \frac{1}{N\mu} \omega_1(\varphi),
$$

(2.69)

which enables us investigate the contributions to the period of the limit cycle of the advection term $u$ and the fluctuation-related contribution $B$, separately.

Figures 2-15 and 2-16 show numerically-computed approximations to the two functions $\omega_\infty(\varphi)$ and $\omega_1(\varphi)$, respectively. We observe that $\omega_\infty$ remains positive as $\varphi$ increases, with a maximum near, but not exactly at, $\varphi = 0$. This shows that points on $\Gamma$ move in the direction of increasing $\varphi$; there is no reason for any symmetry about $\varphi = 0$ due to the cyclic nature of the dynamics. The shape of the curve $\omega_\infty(\varphi)$ varies little with $\mu$ except near the equilibrium points in the corners, near $\varphi = \pm \pi/3$. Figure 2-16 shows the variation in $\omega_1(\varphi)$ as $\mu$ increases. Note that the definition of $\omega_1$ in (2.68) contains a factor of $\mu$: including this factor of $\mu$ yields curves for $\omega_1(\varphi)$ that are extremely close to each other even as $\mu$ increases by a factor of 16. Note also that the curves tend to zero at both ends, indicating that the changes in $\mu$ do not change the contribution from $\omega_1(\varphi)$ to the time spent near each equilibrium point. In the first part of the plot, $\omega_1(\varphi)$ is negative, indicating that the angular velocity here overall, from (2.69), is increased, so that the period of the orbit would be decreased. But this effect is more than compensated for by the behaviour in the second part of the plot where $\omega_1(\varphi)$ becomes more strongly positive, leading to a decrease in the overall angular velocity here, and hence a larger increase in the period of the orbit. The combined
effect is therefore to increase the period of the deterministic orbit which is only given by \( \omega_\infty \), and this increase is driven directly by the fluctuations described by the matrix \( B \) in the original SDE.

Equation (2.67) can be used to quantify these contributions to the period of the orbit since the expected period of the limit cycle can be computed from the SDE (2.67) by writing

\[
T_{\text{SDE}} = 3 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{d\varphi}{\omega_\infty(\varphi)} = 3 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{d\varphi}{\omega_\infty(\varphi) - \frac{1}{N\mu} \omega_1(\varphi)},
\]

(2.70)

which, considering the case \( N \gg 1 \), can be approximated by

\[
T_{\text{SDE}} \approx 3 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{d\varphi}{\omega_\infty(\varphi)} + \frac{3}{N\mu} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{\omega_1(\varphi) d\varphi}{\omega_\infty^2(\varphi)} + O\left(\frac{1}{N^2}\right).
\]

The first integral on the right hand side corresponds to the ODE approximation \( T_{\text{ODE}} \approx 3 \ln(1/\mu) \), valid for larger \( \mu \); we infer that \( \omega_\infty(\varphi) \) depends (relatively weakly) on \( \mu \). The second integral contains the leading-order \( N \)-dependent behaviour and shows that this is a contribution to the period that scales as \( T \propto 1/(N\mu) \). Although \( \omega_\infty \) depends on \( \mu \), as observed above, this dependence is visible most obviously near to the equilibrium points at which points \( \omega_1(\varphi) \) is close to zero. Overall we might therefore expect the \( \mu \)-dependence of the second integral to be even weaker than the \( \ln \mu \) dependence of the \( \omega_\infty(\varphi) \) function itself. If this were the case, we would be left with just the \( T \propto 1/(N\mu) \) dependence that would come to dominate the expression for \( T_{\text{SDE}} \) for small \( \mu \).
Figure 2-16: (a) Numerically-computed functions $\sum_{ij} B_{ij}(x,t) \partial_i \partial_j \varphi$ for five different values of $\mu$. (b) Numerically-computed function $\omega_1(\varphi)$, the data collapse visible here justifies the inclusion of the explicit factor of $\mu$ in the definition (2.68). Note that $\omega_1$ appears to cross through zero close to $\varphi = \pm \pi/3$.

In this way we observe that the SDE is able to capture the effects of fluctuations near the limit cycle and yields an expression for the period of oscillations that indicates that the period increases as $\mu$ decreases, leading into region III-type scaling at small $\mu$. Moreover, at larger $\mu$ (and larger $N$ at fixed $\mu$) we observe that the period of oscillations is given by the deterministic expression computed for region I. Hence this analysis of region II is able to capture the cross-over in scalings for the periodic orbit as we move between regions I and III.
2.2.4 Short Summary

At the end of section 2.1.2, we presented figure 2-7 to illustrate the goal of analysing the mean period of oscillations in three different regions of $\mu$. In section 2.2, we use three different theoretical analyses to explain the three regions in detail. The conclusions are summarised in figure 2-17 tells us everything.

In figure 2-17, the solid blue curve and the dashed black curve are taken from figure 2-7. They represent ODE solution about period of the limit cycle and the mean period of the stochastic simulations respectively. Then in different regions, our theoretical derivations are confirmed by the simulation results. In region I, the ODE result coincides with the simulation well. We combine local and global maps to predict the period of cycles by analysing ODEs. In region II, the SDE result in section 2.2.3 (which is drawn as a red solid line) also explains the crossover between I and III well. In region III, we analysed an effective Markov process to estimate the ‘period’ of the cycles occurring in the stochastic simulations, and the thick magenta line fits the simulation perfectly.
Chapter 3

Four Species Competition 四种群竞争

The Rock-Paper-Scissors model discussed in chapter 2 is the simplest setting in which to discuss cyclic domainance between multiple species. ‘Simplest’ means that the phase space has the lowest possible dimension; when the constraint of a constant population size $N$ is taken into account, the system is effectively two dimensional. This, in turn, restricts the possible kinds of dynamics present in the mean-field ODEs (for example, chaotic dynamics are not possible). It also simplifies the Markov Chain analysis in region III since the dynamics takes place near the boundary of the phase space, which is a one-dimensional set.

Competition between four or more species allows the dynamics to potentially become qualitatively more complicated, introduces new bifurcations and additional problem parameters, and means that analysis (in both the mean-field ODE and Markov Chain cases) becomes more complicated to carry out. In the last few years, there has been a number of studies dedicated to various aspects of the dynamics of 4 species in cyclic competition. In [16], deterministic trajectories (e.g. saddles, arrows, and spirals) were studied in cyclic competition of four species. In [14], the authors considered the cyclic four-species Lotka–Volterra model and investigated the stochastic behaviour in the extinction process. In [33], global stability properties of Lotka-Volterra networks (with four or five species) were investigated. Lastly in 2018, Dobramysl and Mobilia offered a very detailed review for four species cyclic competition in section 4 of [13].

In this chapter we set out the same initial investigations for the simplest four-species extension of the RPS model investigated in detail in chapter 2. Most of our attention is focussed on the mean-field ODE regime, and we outline directions for future research that would link this to the result of stochastic individual-based simulations.
more closely.

The RPS model is the simplest toy model for studying the oscillations of species competition. The model looks simple, while it produces rich variants and shows us many possible interesting behaviours (discussed in chapter 2). In this chapter, we extend the RPS model (which is about three-species competition) into a four-species competition model. As before, we first express the model with a payoff matrix, which represents the average earning and losing in the competition, and develop from the mean-field model chemical reactions and perform stochastic simulations.

3.1 Model

We consider the simplest extension of the RPS dynamics to the case of four species \( \{X_1, X_2, X_3, X_4\} \) competing in a closed environment, i.e. the total population size is held constant. The competitive relations between the four species can be summarised by the payoff matrix below.

\[
\begin{array}{cccc}
X_1 & X_2 & X_3 & X_4 \\
0 & 1 & \varepsilon_3 & -1 - \beta \\
-1 - \beta & 0 & 1 & \varepsilon_4 \\
\varepsilon_1 & -1 - \beta & 0 & 1 \\
1 & \varepsilon_2 & -1 - \beta & 0 \\
\end{array}
\]

Table 3.1: Payoff to the species in the row label of pairwise interactions between the species \( \{X_1, X_2, X_3, X_4\} \).

As in chapter 3 we allow for unbalanced, win-lose asymmetric, interactions when \( \beta > 0 \). We note also that the payoffs \( \varepsilon_1, ..., \varepsilon_4 \) are new and have no analogue in the three-species interactions. The value of the \( \varepsilon_j \) allow for greater variety in the dynamics. The corresponding payoff matrix \( P \) is given by:

\[
P := \begin{pmatrix}
0 & -1 - \beta & \varepsilon_1 & 1 \\
1 & 0 & -1 - \beta & \varepsilon_2 \\
\varepsilon_3 & 1 & 0 & -1 - \beta \\
-1 - \beta & \varepsilon_4 & 1 & 0 \\
\end{pmatrix}
\] (3.1)

3.1.1 Replicator Equations

We write \( x_i \) as the proportion of species \( X_i \) in the system, so that \( x_1 + x_2 + x_3 + x_4 = 1 \). Following section 1.3.1, the evolution of \( x_i(t) \) in the mean field limit is supposed to be given by the replicator equations according to equation (1.1), assuming an infinite
population:

\[ x_i(t) = x_i(t) \left( \sum_j P_{ij} x_j(t) - \sum_{j,k} P_{jk} x_j(t) x_k(t) \right), \quad i, j, k \in \{1, 2, 3, 4\}. \tag{3.2} \]

If \( P \) is an anti-symmetric matrix, the double sum on the right will vanish and the simplest corresponding reactions are clear (i.e. similar to the case discussed in section 2.1.1). This would be the case if \( \beta = 0 \) and \( \varepsilon_1 = -\varepsilon_3 \) and \( \varepsilon_2 = -\varepsilon_4 \). Now we are more interested in a more general case when \( P \) is not anti-symmetric. Note from (3.2) that it is only the symmetric part of \( P \) that is important; i.e. we can replace \( P \) by \( \frac{1}{2}(P + P^T) \) in (3.2) without changing the dynamics of the replicator equations.

Writing the 4 equations for \( x_1, \ldots, x_4 \) out explicitly from (3.2), including mutation, as previously, we obtain the system of ODEs

\[ \begin{align*}
\dot{x}_1 &= x_1 x_4 - (1 + \beta)x_2 + \varepsilon_1 x_3 + \beta X - Y + \mu(x_2 + x_3 + x_4 - 3x_1), \\
\dot{x}_2 &= x_2 x_1 - (1 + \beta)x_3 + \varepsilon_2 x_4 + \beta X - Y + \mu(x_1 + x_3 + x_4 - 3x_2), \\
\dot{x}_3 &= x_3 x_2 - (1 + \beta)x_4 + \varepsilon_3 x_1 + \beta X - Y + \mu(x_1 + x_2 + x_4 - 3x_3), \\
\dot{x}_4 &= x_4 x_3 - (1 + \beta)x_1 + \varepsilon_4 x_2 + \beta X - Y + \mu(x_1 + x_2 + x_3 - 3x_4).
\end{align*} \tag{3.3} \]

with \( X := x_1 x_2 + x_2 x_3 + x_3 x_4 + x_4 x_1 \) and \( Y := (\varepsilon_1 + \varepsilon_3)x_1 x_3 + (\varepsilon_2 + \varepsilon_4)x_2 x_4 \).

### 3.1.2 Technique of Finding Reactions

Similar to section 2.1.2, we can deduce a set of chemical reactions from the ODEs (3.3). The reaction scheme has the same dynamics in mean-field but provides a way to carry out explicit simulations at the individual level.

Specifically, to find a chemical reaction scheme that contains only positive rates (assuming \( \beta \) is positive in finding the reactions scheme) we replace the term \( \varepsilon_i x_i^2 x_{i+2} \) in \( i \)-th equation with the exactly equivalent term \( \varepsilon_i x_i x_{i+2}(1-\sum_{j\neq i} x_j) \) (here \( i+2 = (i+1) \mod 4 \)+1). After tidying up (3.3), we can obtain a system of \( n \) reactions with positive rates by considering \( \mathbf{x} = S \mathbf{r(x)} \), where \( S \) is jump matrix with size \( 4 \times n \) and entries \( \{0, +1, -1\} \), and \( \mathbf{r} \) is the rate matrix with \( n \) positive entries. The number \( n \) is the total number of reactions. These notations follow the earlier section 1.3.3. For the ODEs (3.3), we obtain the corresponding \( S \) and \( \mathbf{r(x)} \) as follows:

\[ S := (S_1, S_2, S_3, S_4), \tag{3.4} \]
constructed out of four separate pieces given by

$$S_1 = \begin{pmatrix}
-1 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 1 & -1 \\
\end{pmatrix}, \quad r_1 = (x_1 x_2, x_2 x_3, x_3 x_4, x_4 x_1)^T. \quad (3.5)$$

$$S_2 = \begin{pmatrix}
1 & 1 & 1 & -1 & 0 & 0 & 0 & 0 & -1 & -1 & 0 & 0 \\
-1 & 0 & 0 & 1 & 1 & 1 & -1 & 0 & 0 & 0 & 0 & -1 \\
0 & -1 & 0 & 0 & -1 & 0 & 1 & 1 & 1 & 0 & -1 & 0 \\
0 & 0 & -1 & 0 & 0 & -1 & 0 & -1 & 0 & 1 & 1 & 1 \\
\end{pmatrix}, \quad (3.6)$$

$$r_2 = (\varepsilon_1 x_1 x_2 x_3, \varepsilon_1 x_1 x_3 x_4, \varepsilon_1 x_1 x_1^2, \varepsilon_2 x_1 x_2 x_4, \varepsilon_2 x_1 x_3 x_4, \varepsilon_2 x_2 x_4^2,
\varepsilon_3 x_1 x_2 x_3, \varepsilon_3 x_2 x_3 x_4, \varepsilon_3 x_4^2 x_3, \varepsilon_4 x_1 x_2 x_4, \varepsilon_4 x_2 x_3 x_4, \varepsilon_4 x_2 x_4^2)^T. \quad (3.7)$$

$$S_3 = \begin{pmatrix}
-1 & -1 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & -1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 \\
\end{pmatrix}, \quad (3.8)$$

$$r_3 = \beta (x_1 x_2^2, x_1 x_2 x_4, x_2 x_3 x_1, x_3 x_4^2, x_3 x_4 x_2, x_4 x_1^2, x_1 x_2^2)^T. \quad (3.9)$$

$$S_4 = \begin{pmatrix}
-1 & -1 & -1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & -1 & -1 & -1 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & -1 & -1 & -1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & -1 & -1 & -1 \\
\end{pmatrix}, \quad (3.10)$$

$$r_4 = \mu (x_1, x_1, x_2, x_2, x_2, x_3, x_3, x_3, x_4, x_4, x_4)^T. \quad (3.11)$$

The jump matrix $S_1$ and vector $r_1$ represent the cyclic competition between the four species. The jump matrix $S_2$ and vector $r_2$ illustrate all the allowed reactions with rates $\varepsilon_i$. The jump matrix $S_3$ and vector $r_3$ represent all reactions with rate $\beta$ which allow the payoff to be unbalanced. Finally, the jump matrix $S_4$ and vector $r_4$ represent all the mutation reactions with rate $\mu$. 
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The complete system contains a total of 36 chemical reactions:

\[ X_i + X_{i+1} \rightarrow 2X_{i+1}, \quad i \in \{1, 2, 3, 4\}, \tag{3.13} \]
\[ X_i + X_j + X_{i+2} \xrightarrow{\varepsilon_i} 2X_i + X_{i+2}, \quad i, j \in \{1, 2, 3, 4\}, \text{ and } i \neq j, \text{ if } \varepsilon_i > 0 \tag{3.14} \]
\[ X_i + X_j + X_{i+2} \xrightarrow{-\varepsilon_i} 2X_j + X_{i+2}, \quad i, j \in \{1, 2, 3, 4\}, \text{ and } i \neq j, \text{ if } \varepsilon_i < 0 \tag{3.15} \]
\[ X_i + X_{i+1} + X_{i+1} \xrightarrow{\beta} 2X_{i+1} + X_{i+1}, \quad i \in \{1, 2, 3, 4\}, \text{ if } \beta > 0 \tag{3.16} \]
\[ X_i + X_{i+1} + X_{i+3} \xrightarrow{\beta} 2X_{i+1} + X_{i+3}, \quad i \in \{1, 2, 3, 4\}, \text{ if } \beta > 0 \tag{3.17} \]
\[ X_i + X_{i+1} + X_{i+1} \xrightarrow{-\beta} 2X_i + X_{i+1}, \quad i \in \{1, 2, 3, 4\}, \text{ if } \beta < 0 \tag{3.18} \]
\[ X_i + X_{i+1} + X_{i+3} \xrightarrow{-\beta} 2X_i + X_{i+3}, \quad i \in \{1, 2, 3, 4\}, \text{ if } \beta < 0 \tag{3.19} \]
\[ X_i \xrightarrow{\mu} X_j, \quad i, j \in \{1, 2, 3, 4\}, \text{ and } i \neq j \tag{3.20} \]

here all indices should be interpreted cyclically, i.e. \( i+k := (i+k-1) \pmod{4} + 1 \) and in the reactions with rate \( \varepsilon_i \) or \( \beta \) there are catalytic effects: species are necessary for a reaction to proceed but are not used up in the reaction itself. The parameters \( \varepsilon_i \) and \( \beta \) can be positive, negative and zero, so we list all possible reactions here in different cases.

### 3.1.3 Existence and Stability of Equilibria

First of all, to make the derivation of stability tractable, we assume that the mutation rate \( \mu = 0 \) and all \( \varepsilon_i = \varepsilon \). The steady states from the ODEs (3.3) can be classified into 3 types: (1) interior equilibrium. (1/4, 1/4, 1/4, 1/4); (2) edge equilibrium. \( \nu_{13} = (1/2, 0, 1/2, 0) \), \( \nu_{24} = (0, 1/2, 0, 1/2) \), or \( \nu_{12} = ((1 + \beta)/\beta, -1/\beta, 0, 0) \) and its permutations with \( \beta \leq -1 \); (3) vertex equilibria. (1, 0, 0, 0) and its permutations. Figure 3-1 describes the stability of all the equilibria in the \( \beta - \varepsilon \) plane. Different regions in figure 3-1 correspond to different attractors for typical trajectories of the ODEs (3.3) in the case \( \mu = 0 \).

In the following subsections, we will present the detailed mathematical analysis of these equilibria, and based on their stability we obtain some inequalities about parameters \( \beta \) and \( \varepsilon \). All the relationships are illustrated in diagram 3-1.

#### Inner equilibrium.

The interior equilibrium (1/4, 1/4, 1/4, 1/4) is stable if the eigenvalues of the Jacobian Matrix evaluated at the equilibrium, have negative real parts. Direct computation
Figure 3-1: Dynamics in different regions of the \((\beta, \varepsilon)\) plane when \(\mu = 0\). The purple line is \(\varepsilon = 0\), and the red line is \(\varepsilon = -\beta\), which are both derived from the stability analysis of the inner equilibrium and the edge equilibria \((1/2, 0, 1/2, 0)\). The black dashed line is \(\beta = -1\), which is the critical value of existence of equilibrium \(v_{12} = (1+\beta, -\frac{\beta}{2}, 0, 0)\). The blue solid curve is \(\varepsilon = -(\beta + 1)(\beta + 2)\), and the green solid curve is \(\varepsilon = (2 + \beta)/(1 + \beta)\). These two are critical curves of stable equilibria \(v_{12}\) and its permutations. The yellow curve is \(\varepsilon = (\beta + 2)^2/\beta\) and the black line is \(\beta = 0\). They are critical curves which are derived in stability analysis of heteroclinic cycles in section 3.2.1. The ‘face cycle’ and ‘edge cycle’ are shown in figure 3-4.

shows that the eigenvalues are:

\[
\left\{ \frac{\beta - \varepsilon}{4}, \frac{1}{4}[-\varepsilon - (\beta + 2)i], \frac{1}{4}[-\varepsilon + (\beta + 2)i], \frac{\beta + \varepsilon}{4} \right\}.
\]

This equilibrium point is therefore stable when \(0 < \varepsilon < -\beta\) (all trajectories finally are stable in figure 3-2). In Figure 3-1, this corresponds to the region in the second quadrant between the red line \(\varepsilon = -\beta\) and the purple line \(\varepsilon = 0\).

**Edge equilibria.**

1. For these equilibria on the edges, i.e. \(v_{13} := (1/2, 0, 1/2, 0)\) or \(v_{24} := (0, 1/2, 0, 1/2)\), the eigenvalues of the Jacobian matrix are:

\[
\left\{ \frac{1}{2}(-\beta - \varepsilon), \frac{1}{2}(-\beta - \varepsilon), -\frac{\varepsilon}{2}, -\frac{\varepsilon}{2} \right\}.
\]
Figure 3-2: A solution of ODEs (3.3). It is an example of the inner equilibrium with $\beta = -0.5$ and $\varepsilon = 0.25$.

Hence these equilibria are stable when $\varepsilon > 0$, and $\varepsilon > -\beta$ (the blue and the magenta trajectories are stable at 1/2 and the black and red ones are stable at 0 in figure 3-3(a)). The relationship $\beta - \varepsilon$ is illustrated in the region above red line and purple line (the whole of the first quadrant and half of the second quadrant) in Figure 3-1.

Figure 3-3: Solutions of ODEs (3.3). Panel (a) shows an example of the edge equilibrium $v_{24} = (0,1/2,0,1/2)$ with $\beta = 0.8$ and $\varepsilon = 0.05$. Panel (b) shows an example of the edge equilibrium $(v_{12}, v_{23}, 0, 0) = (1 + 1/\beta, -1/\beta, 0, 0)$ with $\beta = -1.9$ and $\varepsilon = -0.3$. 
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2. Similarly, by studying the local dynamics around the point \( v_{12} := ((1 + \beta)/\beta, -1/\beta, 0, 0) \), we obtain the Jacobian matrix

\[
J_1 = \begin{pmatrix}
-\frac{\beta+1}{\beta} & 0 & \frac{(\beta+1)(\varepsilon\beta+\beta+2\varepsilon)}{\beta^4} & \frac{(\beta+1)(\beta^2+2\beta+2\varepsilon)}{\beta^4} \\
0 & -\frac{\beta+1}{\beta} & \frac{\beta^2+2(\varepsilon+1)(\beta+2\varepsilon)}{\beta^4} & \frac{\beta^2+2\beta+2\varepsilon}{\beta^4} \\
0 & 0 & \frac{\beta(e-1)+\varepsilon-2}{\beta} & 0 \\
0 & 0 & 0 & -\frac{\beta^2+3\beta+\varepsilon+2}{\beta^2}
\end{pmatrix}
\] (3.21)

Note, first, that the equilibrium point exists when \( \beta < -1 \) because \( 0 < x_1, x_2 < 1 \). This corresponds to the region in the figure 3-1 to the left side of the dashed line \( \beta = -1 \). Secondly, it is stable when all eigenvalue of \( J_1 \) are negative. Obviously, we see that when \( v_{12} \) exists, \(-(\beta + 1)/\beta < 0 \). These are sometimes referred to as ‘radial’ eigenvalues since they correspond to perturbations in the two coordinate directions in which we have non-zero components. The third and the forth eigenvalues are negative when \( \varepsilon \) and \( \beta \) satisfy \( \varepsilon < \min\{(2+\beta)/(1+\beta), -(\beta+1)(\beta+2)\} \). The region of the \((\beta, \varepsilon)\) plane in which these inequalities hold is shown in figure 3-1 between the blue and the green curve. An example of edge equilibrium \((v_{12}, v_{23}, 0, 0)\) can be seen in figure 3-3(b)). The blue curve is \( \varepsilon = -(\beta + 1)/(\beta + 2) \), and the green solid curve is \( \varepsilon = (2 + \beta)/(1 + \beta) \).

In the region between the purple line and the blue (or green) curves (assuming \( \beta < -1 \) and \( \varepsilon < 0 \)), there exists a heteroclinic ‘face cycle’ \( \{v_{12}, v_{23}, v_{34}, v_{41}\} \) in the system (see in figure 3-4(b)). The cycle is only stable when \( \varepsilon < (\beta + 2)^2/\beta \), which is indicated by the sub-region between the yellow curve \( \varepsilon = (\beta + 2)^2/\beta \) and the blue (or green) curve in figure 3-1. The mathematical detail of the dynamics here will be discussed further, later.

**Vertex equilibria.**

For the equilibrium \( v_1 := (1, 0, 0, 0) \), the Jacobian matrix is:

\[
J(v_1) = \begin{pmatrix}
0 & -1 & -\varepsilon & \beta + 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & \varepsilon & 0 \\
0 & 0 & 0 & -\beta - 1
\end{pmatrix}
\] (3.22)

Note that the Jacobian matrix evaluated at the equilibrium \( v_2, v_3, v_4 \) are related by symmetry to \( J(v_1) \) and have the same eigenvalues. The points \( v_1, v_2, v_3, v_4 \) are therefore never stable states, but are connected to each other by heteroclinic orbits that form a heteroclinic ‘edge cycle’ (see figure 3-4(a)). This cycle exists when \( \beta > -1, \varepsilon < 0 \) and
is stable when $\beta > 0, \varepsilon < 0$. The mathematical details of this will be discussed in the next subsection.

3.2 Heteroclinic Cycles

Figure 3-4: Numerical examples of the two kinds of both heteroclinic cycle. The blue lines are data from the numerical integration of the ODEs (3.3). (a) $\beta = 0.5$, $\varepsilon = -0.1$. The cycle is formed by connecting the vertices $v_1$, $v_2$, $v_3$ and $v_4$. We call it the ‘edge cycle’ because it follows the edge of the convex polygon. (b) $\beta = -1.5$, $\varepsilon = -0.2$. The cycle is formed by connecting the vertices $v_{12}$, $v_{23}$, $v_{34}$ and $v_{41}$. It is called ‘face cycle’ because the connecting orbits lie within faces of the tetrahedron.

In the previous subsection, we have investigated the stability of different kinds of equilibrium and found that most of them are stable when $\varepsilon > 0$, which corresponds to the first and second quadrants in figure 3-1. In this section, we will focus on the case $\varepsilon < 0$ (the third and fourth quadrant in figure 3-1). There are two possible kinds of heteroclinic cycle that form, connecting equilibria. The cycle formed by connections between the four vertices of the tetrahedron \{v_1, v_2, v_3, v_4\} is called the ‘edge cycle’ because its connecting orbits follow edges of the tetrahedron. The cycle formed by connections between the four edge equilibria \{v_{12}, v_{23}, v_{34}, v_{41}\} is called the ‘face cycle’ because its connecting orbits lie in faces if the tetrahedron, but not on edges. These two kinds of cycle are illustrated in figure 3-4.

3.2.1 Stability of Cycles

Edge cycle.

As can be seen from the Jacobian matrix (3.22), for the point $v_1 = (1, 0, 0, 0)$ we have four eigenvalues \{0, 1, \varepsilon, -\beta - 1\}. There exists an edge heteroclinic cycle when
\( \varepsilon < 0 \) and \( \beta > -1 \), so that \( v_1 \) has only a single unstable direction. We follow the standard definitions for robust heteroclinic cycles, see for example the book by Chossat and Lauterbach [7] and the papers by Krupa [35] and Krupa and Melbourne [36]. Since the observed order of visiting neighbourhoods of the equilibria is \( v_1 \rightarrow v_2 \rightarrow v_3 \rightarrow v_4 \rightarrow v_1 \rightarrow \cdots \) we label the \( v_2 \) direction (at \( v_1 \)) ‘expanding’ and the \( v_4 \) direction (at \( v_1 \)) ‘connecting’. Then the expanding eigenvalue is \( e = 1 \) and the contracting eigenvalue is \( c = -\beta - 1 \) here. Classic results in the literature, see the references above, show that if \( c/e > 1 \) the heteroclinic cycle is stable. Figure 3-5 shows numerical simulation near the edge cycle.

![Figure 3-5: These figures show oscillations in the dynamics, near the ‘edge cycles’. (a) \( \beta = 0.5, \varepsilon = -0.5 \); (b) \( \beta = -0.5, \varepsilon = -0.5 \). The edge cycle exists in both cases, since \( \varepsilon < 0 \) and \( \beta > -1 \). The four species proportions are represented by \( \{x_1, x_2, x_3, x_4\} \). All the data is from the numerical simulations of the ODEs (3.3).](image)

In figure 3-5(a) the trajectory spends increasingly long times near each saddle point \( v_j \) before moving rapidly to the neighbourhood of the next one. The trajectory becomes closer to the heteroclinic cycles as \( t \to \infty \). In figure 3-5(b) the trajectory settles to a periodic oscillation close to, but not at, the edge cycle. This case is valid when \(-1 < \beta < 0\), the edge cycle is unstable.

**Face cycle.**

Similar to the ‘edge cycle’, we find that the ‘face cycle’ exists when its four eigenvalues of the Jacobian matrix of points \( \{v_{12}, v_{23}, v_{34}, v_{41}\} \) have two radial eigenvalues \( -r_1, -r_2 \) \((r_1, r_2 > 0)\), a expanding eigenvalue \( e > 0 \) and a contracting eigenvalue \( -c \) \((c > 0)\). The model is cyclicly symmetric, so we pick \( v_{12} = ((1 + \beta)/\beta, -1/\beta, 0, 0) \) as an example. The point exists when \( \beta < -1 \) since we must keep \( 0 < x_1, x_2 < 1 \). As
Figure 3-6: These figures show the oscillation in the dynamics, known as the ‘face cycles’. Four species proportion is represented as \( \{x_1, x_2, x_3, x_4\} \). All the data is from the numerical result of ODEs (3.3). The cycle is stable when \( \varepsilon < (\beta+2)^2/\beta \), specifically \( \beta = -1.5, \varepsilon < -1/6 \). (a) \( \beta = -1.5, \varepsilon = -0.2 \). (b) \( \beta = -1.5, \varepsilon = -0.1 \).

shown by matrix (3.21), the eigenvalues are \( \{-\frac{\beta+1}{\beta}, -\frac{\beta+1}{\beta}, \frac{\beta(\varepsilon-1)+\varepsilon-2}{\beta}, -\frac{\beta^2+3\beta+\varepsilon+2}{\beta}\} \). If we define \( e := \frac{\beta(\varepsilon-1)+\varepsilon-2}{\beta} \) and \( c := \frac{\beta^2+3\beta+\varepsilon+2}{\beta} \), the inequalities \( e > 0 \) and \( c > 0 \) imply \( \varepsilon > (2+\beta)/(1+\beta) \) and \( \beta > -2 \), which is the region between the green curve and the purple line when \( -2 < \beta < -1 \) in figure 3-1. If we define \( e := -\frac{\beta^2+3\beta+\varepsilon+2}{\beta} \) and \( c := -\frac{\beta(\varepsilon-1)+\varepsilon-2}{\beta} \), similarly we get \( \varepsilon > -(\beta+1)(\beta+2) \) and \( \beta < -2 \), which corresponds to the region between the blue curve and the purple line when \( \beta < -2 \) in figure 3-1. These two kinds of face cycle differ in the ordering of the vertices along the cycle.

As in the case of the edge cycle, the face cycle may be stable or unstable. In the region where the face cycle is stable, trajectories slow down as the approach neighbourhoods of the saddle points, see figure 3-6(a). When the face cycle is unstable, a stable periodic orbit exists close to it, as illustrated in figure 3-6(b). The curve \( \varepsilon = (\beta+2)^2/\beta \) is the yellow curve in figure 3-1. It divides the existence region of ‘face cycle’ into two parts.

Since the face cycles have no counterpart in chapter 2, we focus on them here. We have found the corresponding reactions of ODEs (3.3) with the technique used in section 2.1.2, next we pick the specific value of \( \beta = -1.5 \), to study the relation between the period of oscillations and the parameter \( \varepsilon \). We choose this value of \( \beta \) because at this point a face cycle occurs and with different value of \( \varepsilon \), the stability is changed. The critical value \( \varepsilon = -1/6 \) of its stability is determined by the yellow curve for \( c/e = 1 \) in diagram figure 3-1. By local and global maps, we investigate the dependence of the oscillation period, denoted by \( T \) as we vary \( \varepsilon \). Finally, we compare simulations of the chemical reactions with our theoretical analysis.
3.2.2 Maps of Cycles

In this subsection we analyse the dynamics near the face cycle using ‘Poincare’ return maps composed of local maps near each equilibrium point and global maps between them. The ODEs for \( \{x_1(t), \ldots, x_4(t)\} \) are as derived previously in the infinite-population limit:

\[
\dot{x}_1 = x_1 \left[ x_4 - (1 + \beta)x_2 + \varepsilon x_3 + \beta X - 2\varepsilon(x_1x_3 + x_2x_4) \right] + \mu(x_2 + x_3 + x_4 - 3x_1),
\]

from which the other three equations can be deduced by cyclically permuting the indices. Note that \( \mu \geq 0 \) is the mutation rate. If \( \mu \) vanishes then the subsets of the phase space given by setting coordinates equal to zero (in any combination) are invariant for the dynamics. If \( \mu > 0 \) then they are no longer invariant.

We have analysed the equilibrium points when \( \mu = 0 \) by setting two of the coordinates to be zero (without loss of generality we set \( x_3 = x_4 = 0 \)). The equilibrium point \( x_0^* = (1 + \beta)/\beta, x_2^* = -1/\beta \) exists as long as \( \beta \leq -1 \) (since all coordinates are non-negative).

Looking near this equilibrium point we define

\[
x_1 = \frac{1 + \beta}{\beta} + u_1, \quad x_2 = -\frac{1}{\beta} + u_2,
\]

where we consider \( 0 < u_1, u_2 \ll 1 \) and we linearise in these variables and in \( x_3 \) and \( x_4 \) (which are also small). Keeping only the linear terms we obtain

\[
\begin{align*}
\dot{u}_1 &= \frac{1 + \beta}{\beta} \left[ -(\varepsilon + 1 + \frac{2\varepsilon}{\beta})x_3 - u_1 + x_4 \left( 2 + \beta + \frac{2\varepsilon}{\beta} \right) \right] \\
&\quad + \mu \left( u_2 + x_3 + x_4 - 3u_1 - 3 - \frac{4}{\beta} \right), \\
\dot{u}_2 &= -\frac{1}{\beta} \left( -2 + \beta \right)x_3 + (1 + \varepsilon + \beta)x_4 + (1 + \beta)u_2 - 2\varepsilon \left( 1 + \beta \right)x_3 + 2\varepsilon x_4 \\
&\quad + \mu \left( 1 + \frac{4}{\beta} + u_1 + x_3 + x_4 - 3u_2 \right), \\
\dot{x}_3 &= x_3 \left( \frac{\varepsilon(1 + \beta) - (2 + \beta)}{\beta} \right) + \mu(1 + u_1 + u_2 + x_4 - 3x_3), \\
\dot{x}_4 &= -x_4 \left( \frac{\varepsilon + (1 + \beta)(2 + \beta)}{\beta} \right) + \mu(1 + u_1 + u_2 + x_3 - 3x_4).
\end{align*}
\]

The \( x_3 \) and \( x_4 \) equations together describe the evolution of trajectories close to the equilibrium point and are valid even when \( \mu > 0 \). We write these in the more compact form, assuming \( \mu \) is small and dropping terms where \( \mu \) is multiplied by any
of the coordinate variables (which are also small).

\[ \begin{align*}
\dot{x}_3 &= cx_3 + \mu, \\
\dot{x}_4 &= -cx_4 + \mu,
\end{align*} \]

(3.25)

where we set \( \beta = -1.5 \), so the contracting eigenvalue is \( -c \) where \( c := \frac{\varepsilon + (1+\beta)(2+\beta)}{\beta} = \frac{(1 - 4\varepsilon)}{6} > 0 \) and the expanding eigenvalue \( e := \frac{\varepsilon(1+\beta) - (2+\beta)}{\beta} = \frac{(\varepsilon + 1)}{3} > 0 \) in the range of \( \varepsilon \) that we consider, i.e. \(-1 < \varepsilon < 0\) (see the range in figure 3-1 for \( \beta = -1.5 \)).

![Figure 3-7: A sketch of the local and global maps near \( v_{12} \). The light blue solid line is the local map in a small box-shaped region near the point \( v_{12} = (1+1/\beta, -1/\beta, 0, 0) \). The dark blue dashed line indicates other global and local maps before the trajectory returns to near \( v_{12} \) again.](image)

We now consider integrating the \( x_3 \) and \( x_4 \) equations from the point \((x_3, x_4) = (x_3(0), h)\) at time \( t = 0 \) to the point \((h, x_4(T))\) at time \( t = T \), where \( h \) is a fixed parameter that describes the location of the relevant hyperplanes between which we integrate (3.25) (see figure 3-7). The local integrations result in

\[ \begin{align*}
&x_4(T) - \mu/c = (h - \mu/c) \exp(-cT), \\
&h + \mu/e = (x_3(0) + \mu/e) \exp(eT).
\end{align*} \]

(3.26)

In the case \( \mu = 0 \) the global map is given to leading order by multiplication by a
constant factor, due to the invariance of the coordinate hyperplanes. We assume that even when $\mu$ is small and positive this is still a valid assumption and the form of the map would vary only through the addition of $O(\mu)$ correction terms.

From the second equation (3.26) we can write the integration time $T$ as

$$T = \frac{1}{e} \log \left( \frac{h + \mu/e}{x_3(0) + \mu/e} \right),$$

(3.27)

and hence we can eliminate $T$ between the two equations above, to give the relation between $x_3(0)$ and $x_4(T)$ on the $(n+1)^{th}$ time the trajectory passes near this equilibrium point:

$$\frac{x_4^{(n+1)}(T) - \mu/c}{h - \mu/c} = \left( \frac{x_3^{(n+1)}(0) + \mu/e}{h + \mu/e} \right)^{c/e}.$$  

(3.28)

Now we consider the global map from $x_4^{(n)}(T)$ to $x_3^{(n+1)}(0)$. When $\mu = 0$ this is expected to be just multiplication by a scalar at leading order. When $\mu > 0$ the global map should probably also contain a factor of $\mu$; when composed with the local map this factor of $\mu$ is expected only to make a small contribution. So for the global map we write

$$x_3^{(n+1)}(0) = K x_4^{(n)}(T),$$

(3.29)

where $K > 0$ is a constant. Composing the global and local maps results in the map for $x_n := x_4^{(n)}(0)$ given by

$$\frac{x_{n+1} - \mu/c}{h - \mu/c} = \left( \frac{K x_n + \mu/e}{h + \mu/e} \right)^{c/e}.$$  

(3.30)

Note that the eigenvalue parameters $c$ and $e$ are determined as functions of $\varepsilon$ and $\beta$, but the parameters $h$ and $K$ are an determined but should not depend, at least to leading order on $\mu$, $\varepsilon$, or $\beta$. We verify the form of the map (3.30) against numerical simulations. Since we expect that if $\mu N \gg 1$ the ODEs are in good agreement with stochastic simulation results, we run stochastic simulation for $N = 3 \times 10^5$, and $\mu = 10^{-4}$, see figure 3-8. We fit the result of iterating the map (3.30), setting $K = 0.12$ and $h = 0.9$ which yields the lower blue dashed curve in figure 3-8. Then without changing values of $K$ and $h$ but only setting $N = 5 \times 10^5$ and $\mu = 10^{-5}$ we now compare theory and numerical simulations again. This results in the upper pair of curves in figure 3-8, showing that the form of the map has validity over a range of $\mu$ values.

When $\varepsilon$ tends to $-1$ the expanding eigenvalue $e$ tends to zero, indicating that a local bifurcation takes place at $v_{12}$. The period of stochastic oscillations also becomes very large as $\varepsilon \rightarrow -1$, as shown in figure 3-9. This increase is not captured so well.
Figure 3-8: Comparison between iterating map results and stochastic simulations by setting $x_0 = 0.001$, $K = 0.12$ and $h = 0.9$. Lower: $\mu = 10^{-4}$ and $N = 3 \times 10^5$. Upper: $\mu = 10^{-5}$ and $N = 5 \times 10^5$. The dashed ‘map’ curves illustrate equation (3.30) and (3.27). The dot curves are the simulation data which comes from Gillespie simulations: we record the first time that $x_1, x_2, x_3, x_4$ increase and jump over 0.25, and iterate 1000 times. The dots are the mean value of the last 800 cycles.

by the map (3.30); future work could consider adjustments to (3.30) to improve it near $\varepsilon = -1$. When $\mu N$ is not so large, the mean period of stochastic oscillations increases for all $-1 < \varepsilon < 0$. These results are qualitatively in line with chapter 2 where the increase in stochasticity increased the mean period for above the mean-field ODE prediction.
Figure 3-9: Mean period of face cycles of stochastic simulations of chemical reactions when $\mu = 10^{-4}$, $\beta = -1.5$ with different size of population. The dot curves are the simulation data which comes from Gillespie simulations: we record the first time that $x_1$, $x_2$, $x_3$, $x_4$ increase and jump over 0.25, and iterate 1000 times. The dots are the mean value of the last 800 cycles. More simulation points of the parameter $\varepsilon$ are taken near $\varepsilon_c = -1/6$ (which is given by the yellow cure for $c/e = 1$ in diagram figure 3-1), because we are interested in the ‘turning’ around the critical value.
Chapter 4

Interactions between Species and Complex Environment 种群竞争与环境互动

In the previous discussion, we pay most attention to the interactions (such as cyclic dominance and mutation) in some (3 or 4) species. We establish the corresponding equations, analyse the evolution of species in the population level and the stochastic oscillations in the individual level. However, these models and equations are fully specified, and assumed to be essentially isolated from their environment. The species, named as ‘A’, ‘B’, ‘C’ or ‘D’ only interact with each other, never communicate with others. For real-world systems such a clean separation is simply not possible. In ecology, for example, the interactions of a few species of interest are complicated by fluctuations in the wider ecosystem of which they are part.

In this chapter, we start to consider the communication between these main species and other species which live in the surrounding area. This kind of interaction might be much weaker than the internal cyclic competitions among the previous species, but the effects from the surroundings should not be ignored.

We study this case to understand if and how the environment affects the dynamics of the small species set which we are interested in.

4.1 An Isolated ‘Island’

First of all, we should establish a model to describe the surrounding complicated environment. By assuming the existence of thousands species on an ‘island’, we believe that there are many interactions among these species. So we begin by introducing a
model of a general autocatalytic reaction networks.

4.1.1 Model

Figure 4-1: Illustration of the environment: an autocatalytic network in a volume $V$, with dynamics damped by diffusion of strength $D$. The blue circle points represent a species. The blue arrow from a species to another one means the competition: one beats another one.

Fig.4-1 shows an example of the possible environment. We consider a biochemical reaction network composed of $N$ chemical ‘types’ (equivalently representing animal species), labelled $\{X_i\}_{i=1}^N$. Reactions take place in a compartment of large but finite volume $V \gg 1$ (for example an isolated island). Molecules enter and leave the compartment with rate $D \ll 1$, and engage in two-body reactions (like the competitive interactions between different species) of the autocatalytic form $X_i + X_j \rightarrow 2X_j$, with rate constants $r_{ij}$ encoded in an interaction matrix $R$. According to method in the section 1.3.1, the payoff matrix of the two-body interactions is then given by $P = R^T - R$.

From equation (1.1) we obtain ODEs to describe the dynamics:

$$\dot{x}_i = x_i \sum_j (r_{ji} - r_{ij})x_j + D(1 - x_i).$$  \hspace{1cm} (4.1)

Here, to obtain the equilibrium quickly, we consider the particular case in which the reaction network obeys Kirchoff’s first law: for all $i$ we have $\sum_j r_{ij} = \sum_j r_{ji}$. This assumption gives us the equilibrium $\mathbf{x} = (1, \ldots, 1)$. This is a technical assumption whose purpose is to simplify the analysis. Solving for the equilibrium is not our key interest here; the main features of our research results apply more widely in other cases.
with different equilibria. Also note that, the rate of influx of particles $D$ has same function with the mutation rate $\mu$ in chapter 2 and chapter 3: to make the equilibrium stable.

For clarity of exposition, we choose the model so as to ensure that the deterministic dynamics for chemical concentrations derived in the infinite-volume limit has a globally attractive equilibrium state. The eigenvalues of the Jacobian around this state all have negative real part, implying stability, while any imaginary part of the spectrum gives rise to damped oscillations as the system relaxes to equilibrium. In finite volumes intrinsic noise excites the system and induces sustained stochastic oscillations [48, 59], such as those in figure 2-3.

Write $x_i$ for the concentration of chemical species $i$, and $\mathbf{x}$ for the column-vector of all concentrations, specifying the system state. Following the standard techniques described in sections 1.3.3 and 1.3.2, for large $V$ the dynamics of the autocatalytic networks the chemical concentrations obey the SDEs:

$$
\dot{x}_i = x_i \sum_j (r_{ji} - r_{ij}) x_j + D(1 - x_i) + \frac{1}{\sqrt{V}} \eta_i(t).
$$

The noise $\eta_i(t)$ here is Gaussian with correlator $\langle \eta_i(t), \eta_j(t') \rangle = \delta(t - t')[\delta_{ij} x_i((\mathbf{R} + \mathbf{R}^T)x_i - \mathbf{x}^T(\mathbf{R} + \mathbf{R}^T)x)].$

In the limit $V \to 0$ the system becomes deterministic, and it is straightforward to observe that the homogeneous state $x_i \equiv 1$ is a stable equilibrium, with Jacobian matrix $A = \mathbf{R}^T - \mathbf{R} - D\mathbf{I}$. The equilibrium is globally attractive, meaning relaxation to homogeneity is the only possible deterministic dynamical behaviour. In a finite volume, however, intrinsic noise radically alters this behaviour, which is similar to the case discussed in the symmetric RPS model in the section 2.1.1. Similarly, linearising around the stable equilibrium we obtain the linearised SDEs:

$$
d\mathbf{x} = A\mathbf{x}dt + \frac{1}{\sqrt{V}} \mathbf{M}d\mathbf{W}(t)
$$

Driven by Gaussian noise that is delta-correlated in time and has $\mathbf{M}\mathbf{M}^T = \mathbf{B}$ where $B$ has entries $B_{ij} = \delta_{i,j} \sum_k (R_{ik} + R_{ki}) - (R_{ij} + R_{ji}).$

Following the technique in 1.3.4, the stochastic oscillations of the chemical concentration here are captured by the power spectral density of $\mathbf{x}$, given by the matrix coefficients $A$ and $B$ derived for this model:

$$
\mathcal{P}(\omega) = \frac{1}{2\pi} (A - i\omega I)^{-1} B (A - i\omega I)^{-\dagger}.
$$

Here the equation (4.4) is the general form of PSD for stochastic oscillations; only the
4.1.2 Analysis of Oscillations

Lacking specific knowledge of the ‘island’ interaction network, we propose to consider a random autocatalytic network. Following algorithm 1.2, we can generate a random matrix using parameters \( N, M, c, \mu_1 \) and \( \mu_2 \). Recall that \( N \) is the number of species which are involved, \( M \) is the total number of reactions, \( c \) is the mean number of reactions per chemical species, and \( \mu_1 \) and \( \mu_2 \) are the first and second moment of reaction rate distribution, just as defined previously in section 1.3.5. We choose the distribution of the elements of the random matrix to be ‘lognormal’ or ‘exponential’ to satisfy the nonnegative rate condition, of course other choices are possible. This matrix is the reaction matrix \( R \) defined in section 4.1.1. Technically, it is not possible to choose fully IID reaction rates as we have previously imposed Kirchoff’s law, which implies a correlation between rates. However, we find these correlations are negligible for even moderate values of \( N \) and \( c \), so the algorithm 1.2 is suitable here.

After generating a random matrix \( R \) which satisfies all the above rules, we obtain the simplest possible description of an autocatalytic reaction network on an ‘island’. From equation (4.4) for the PSD it may appear that the power spectral density of the environment network depends in detail on the configuration of the rate matrix. However, it can be shown that this is not the case: in the limit of large \( N \) and \( c \), all chemical species in the network exhibit the same universal quarter-circle power spectrum, which depends only on the parameters \( D, c, \mu_1 \) and \( \mu_2 \). The quarter-circle power spectrum is a variant of Wigner semicircle distribution [73], whose graph of its probability density function is a semi-circle of radius \( R \) centered at \((0, 0)\).

Calculation of \( \mathcal{P}(\omega) \)

Given the reaction rate matrix \( R \), it is straightforward to compute the coefficient matrices \( A \) and \( B \) in the PSD equation (4.4). \( A \) and \( B \) are, however, high-dimensional, and random, so direct calculations are almost impossible. We will instead apply the ‘cavity method’ to solve the problem.

The cavity method was invented to analyse the spin glass model of Sherrington and Kirkpatrick [55, 49], by exploiting the graph structure of that model. More generally, it can be used for any system in which a calculation may be broken down into contributions from the sites and bonds of an underlying network structure. In particular, in [73, 72] the method was adapted to study the distribution of eigenvalues of random matrices, via an analogy between Gaussian integrals and spin systems. Here we follow similar lines and use the cavity method without considering its physical background.
First of all, as \( P \) is Hermitian, it can be expressed as a complex Gaussian integral. With this interpretation, \( P \) can be transformed into the form of partition function. In following part, we first introduce three forms of Gaussian integral. They help us to represent \( P \) as an exponential integral.

**Theorem 4.1 (Gaussian integral).** If \( \Gamma \) is an \( N \times N \) Hermitian matrix, \( z, \mu \in \mathbb{C}^N \) are column vectors, we have

\[
\frac{1}{\pi^N \text{det}(\Gamma)} \int_{\mathbb{C}^N} e^{-\langle z - \mu \rangle \Gamma^{-1} (z - \mu) \rangle} dz = 1 \quad (4.5)
\]

\[
\frac{1}{\pi^N \text{det}(\Gamma)} \int_{\mathbb{C}^N} e^{-\langle z - \mu \rangle \Gamma^{-1} (z - \mu) \rangle} z \bar{z} \rangle dz = \Gamma \quad (4.6)
\]

\[
\frac{1}{\pi^N \text{det}(\Gamma)} \int_{\mathbb{C}^N} e^{-\langle \bar{z} - \mu \rangle \Gamma^{-1} (\bar{z} - \mu) \rangle + \langle u \rangle \bar{z} + \langle \bar{z} \rangle v \rangle \rangle d\bar{z} = e^{\langle u \rangle \Gamma v} \quad (4.7)
\]

where \( z \) is an \( N \)-dimensional vector of complex variables with \( z_i = x_i + iy_i \), and we introduce the shorthand

\[
\int_{\mathbb{C}^N} dz = \int_{\mathbb{C}} \cdots \int_{\mathbb{C}} \prod_{i=1}^N d\text{Re}z_i d\text{Im}z_i = \int_{\mathbb{C}} \cdots \int_{\mathbb{C}} \prod_{i=1}^N dx_i dy_i.
\]

The first and second of these results follow since this is a normalised probability distribution, and the second moment is precisely \( \Gamma \). The third equation, (4.7), is evaluated directly by writing real and imaginary parts of the vector and integrating them.

From equation (4.6), the PSD equation, by setting \( \Gamma = \mathcal{P}(\omega) \) and observing that \( \text{det}(\mathcal{P}(\omega)) = |B|/|A - i\omega I|^2 \) and ignoring the constant coefficient \( (2\pi)^{-1} \), is transformed into:

\[
\mathcal{P}(\omega) = \frac{|A - i\omega I|^2}{\pi^N |B|} \int_{\mathbb{C}^N} e^{-z^\dagger (A - i\omega I)^\dagger B^{-1}(A - i\omega I)z} z z^\dagger dz. \quad (4.8)
\]

There is still an inverse matrix \( B^{-1} \) in (4.8), which is difficult to calculate. With equation (4.7), we set the terms

\[
\Gamma = B^{-1}, \quad u^\dagger = -z^\dagger (A - i\omega I)^\dagger, \quad v = (A - i\omega I)z, \quad (4.9)
\]

then we may rewrite (4.8) as

\[
\mathcal{P}(\omega) = \frac{|A - i\omega|^2}{\pi^2 N} \int_{\mathbb{C}^N} z z^\dagger dz \int_{\mathbb{C}^N} e^{-\mathcal{H}(z, \bar{z})} d\bar{z}, \quad (4.10)
\]

90
where
\[ H(z, \tilde{z}) := z^\dagger (A - i\omega I)\tilde{z} - \tilde{z}^\dagger (A - i\omega I)z + \tilde{z}^\dagger B\tilde{z}. \tag{4.11} \]

This expression is more simple because matrices are not in a product, and \( B \) is not inverted. The technique of achieving such a simplification by introducing additional integration variables originates in statistical physics and is known as a Hubbard-Stratonovich transformation \([28]\). We choose the notation \( H(z, \tilde{z}) \) to imply an analogy between this integral and partition function of a spin system with ‘Hamiltonian’ given by (4.11).

The approach named as cavity method has been discussed in section 1.3.5. Equation (4.10) now has similar form with equation (1.51), which is friendly to cavity method. Our approach here is to treat \( \omega \) as a parameter (in the following we drop the explicit dependence from the notation), and consider the integral (4.8) as something akin to the computation of the covariance matrix of a system of complex-valued spins with quenched disorder. This technique has a long tradition in random matrix theory \([17, 71, 50, 74, 38, 73]\), where the statistical mechanics analogy allows one to import a powerful set of techniques developed in that field.

What we are really interested in is the diagonal terms of \( \mathcal{P}(\omega) \), which shows frequency distribution of time series \( x_i(t) \). In the setting based on a spin system, we have \( \mathcal{P}_{ii} = \langle |z_i|^2 \rangle \) where angle brackets refer to integrating against the complex density (which is different from the definition in chapter 1 in that it is not a probability measure, but the method remain the same)

\[ F(z, \tilde{z}) = Z^{-1} e^{-H(z, \tilde{z})}, \tag{4.12} \]

with \( Z = \pi^{2N} / |A - i\omega|^2 \), i.e.

\[ \mathcal{P}_{ii} = \int_C |z_i|^2 dz_i \int_C F(z, \tilde{z}) d\tilde{z}. \tag{4.13} \]

Now the interactions between spins in the Hamiltonian (4.11) map directly to those of the underlying chemical reaction network. In particular, in analogy with (1.48) we can split the Hamiltonian into site and bond contributions:

\[ \mathcal{H} = \sum_i \mathcal{H}_i + \sum_{i \sim j} \mathcal{H}_{ij}, \tag{4.14} \]

where we write \( i \sim j \) to denote the event that species \( i \) and \( j \) are involved in a reaction together. With compound spins \( \varphi_i = (z_i, \tilde{z}_i)^T \) each part in the Hamiltonian (4.14) can
be written in a compact form:

\[ H_i = \varphi_i^\dagger Q_i \varphi_i, \]

\[ H_{ij} = \varphi_i^\dagger Q_{ij} \varphi_j, \]  

(4.15)

with transfer matrices

\[ Q_i = \begin{pmatrix} 0 & -A_{ii} + i\omega \\ -A_{ii} + i\omega & B_{ii} \end{pmatrix} = \begin{pmatrix} 0 & -D + i\omega \\ D + i\omega & \sum_k (R_{ik} + R_{ki}) \end{pmatrix}, \]

\[ Q_{ij} = \begin{pmatrix} 0 & A_{ji} \\ -A_{ij} & B_{ij} \end{pmatrix} = \begin{pmatrix} 0 & R_{ij} - R_{ji} \\ R_{ji} - R_{ij} & -R_{ij} - R_{ji} \end{pmatrix}. \]

(4.16)

To obtain the power spectrum of species \( i \) it is necessary to compute the single-site covariance matrix \( U_i := \langle \varphi_i \varphi_i^\dagger \rangle \), from which \( \mathcal{P}_{ii} \) is obtained as the top left entry. Following the large connectivity limit of the cavity method in section 1.3.5, we write \( f_i \) for the marginal density at site \( i \), obtained by integrating the density (4.12) over all other variables. Then the covariance matrix \( U_i \) can be expressed as:

\[ U_i = \int C \varphi_i \varphi_i^\dagger f_i(\varphi_i) d\varphi_i. \]  

(4.17)

Using (4.6), the matrix \( U_i \) is also transformed as:

\[ U_i = \frac{1}{\pi^2 \det U_i} \int C \varphi_i \varphi_i^\dagger e^{-\varphi_i^\dagger U_i^{-1} \varphi_i} d\varphi_i, \]  

(4.18)

setting \( \Gamma = U_i \) and \( z = \varphi_i \) in (4.6). So by equating (4.17) and (4.18), we know that:

\[ f_i(\varphi_i) = \frac{1}{\pi^2 \det U_i} e^{-\varphi_i^\dagger U_i^{-1} \varphi_i}. \]  

(4.19)

At the same time exploiting the sparsity of the reaction network we have the almost exact relation

\[ f_i(\varphi_i) \approx \frac{1}{Z_i} e^{-H_i} \int C \prod_{j \neq i} \left( e^{-H_{ij} - H_{ji}} f_j^{(i)}(\varphi_j) d\varphi_j \right), \]  

(4.20)

where \( f_j^{(i)} \) is the so-called cavity marginal, describing the single site density at \( j \) in the network with site \( i \) removed. The normalized coefficient is \( Z_i \). Introducing (4.19) into (4.20), parameterizing the site and cavity densities with \( 2 \times 2 \) covariance matrices and
performing the integration in (4.20) yields

\[ e^{-\varphi_i U_i^{-1} \varphi_i} = \frac{1}{Z_i} e^{-\mathcal{H}_i} \int \prod_{j \sim i} \left( e^{-\mathcal{H}_{ij} - \mathcal{H}_{ji}} e^{-\varphi_j (U_j^{(i)})^{-1} \varphi_j} d\varphi_j \right), \]

\[ = \frac{1}{Z_i} e^{-\varphi_i Q_i \varphi_i} \int \prod_{j \sim i} \left( e^{-\varphi_j Q_{ij} \varphi_j} Q_{ji} e^{-\varphi_j (U_j^{(i)})^{-1} \varphi_j} d\varphi_j \right), \]

\[ = \frac{1}{Z_i} e^{-\varphi_i (Q_i - \sum_{j \sim i} Q_{ij} U_j^{(i)} Q_{ji}) \varphi_i}. \]

(4.21)

The third equivalence is valid with the integration (4.7) in Theorem 4.1. Naturally the equation (4.21) could be simplified by taking logarithm to obtain

\[ U_i^{-1} = Q_i - \sum_{j \sim i} Q_{ij} U_j^{(i)} Q_{ji}. \]

(4.22)

Lacking any special structure imposed on the reaction network, we surmise that the sum over network neighbours is approximately self-averaging, which means that the network can be described by averaging over a sufficiently large sample [22]. To make progress we take the expectation of the right-hand side of (4.22) to solve the equation. We can deal it in this way because the cavity network here is highly-connected and correlation between vertices is small. In statistical physics, this technique is named the ‘TAP approach’ [79, 73]. We may thus replace both the site and cavity covariance matrices with the average matrix \( U \), then obtain a self-consistent equation to solve:

\[ U^{-1} = \mathbb{E} (Q_i) - \mathbb{E} \left( \sum_{j \sim i} Q_{ij} U Q_{ji} \right). \]

(4.23)

We parameterise

\[ U = \begin{pmatrix} s & r \\ -\tau & 0 \end{pmatrix}, \]

(4.24)

where \( \langle |z|^2 \rangle = s \in \mathbb{R}^+ \) and \( \langle \tau \zbar \rangle = r \in \mathbb{C} \). Taking expectation over the quenched disorder of the reaction rates in (4.23) obtains

\[ \begin{pmatrix} s & r \\ -\tau & 0 \end{pmatrix}^{-1} = \begin{pmatrix} 0 & -D + i\omega \\ D + i\omega & c\mu_1 \end{pmatrix} + c\mu_2 \begin{pmatrix} 0 & -\tau \\ r & s \end{pmatrix}. \]

(4.25)

The parameters \( D, \mu_1, \mu_2, c \) are defined in generating reaction matrix \( R \). By setting
\( r = a + bi(a, b \in \mathbb{R}) \), we get two equations from (4.25):

\[
\begin{align*}
\frac{a-bi}{a^2+b^2} &= (D + c \mu_2 a) + i(\omega + c \mu_2 b) \\
\frac{s}{a^2+b^2} &= c \mu_1 + c \mu_2 s,
\end{align*}
\]

(4.26)

Rearranging the two equations by replacing term \( a^2 + b^2 \) with \( s/(c \mu_1 + c \mu_2 s) \), we find that the cross-spectrum \((r)\) can be written succinctly in terms of the spectrum \((s)\),

\[
r(\omega) = \frac{s}{c} \left( \frac{D}{\mu_1} - i \frac{\omega}{\mu_1 + 2s \mu_2} \right).
\]

(4.27)

Plugging this result into Eq. (4.26) and solving for \( s \) determines the mean power spectrum of oscillations for chemical species in the bulk random reaction network. By assuming the diffusion rate \( D \ll 1 \), we obtain the solution expanded in order of \( D \):

\[
\begin{align*}
\text{When } 4c \mu_2 &> \omega^2, \quad r(\omega) = \frac{i \omega - \sqrt{4c \mu_2 - \omega^2}}{2c \mu_2} + O(D), \\
& \quad s(\omega) = \frac{\mu_1 \sqrt{4c \mu_2 - \omega^2}}{2D \mu_2} - \frac{\mu_1}{2 \mu_2} + O(D), \\
\text{When } 4c \mu_2 &< \omega^2, \quad r(\omega) = \frac{i (\sqrt{\omega^2 - 4c \mu_2} - \omega)}{2c \mu_2} + O(D), \\
& \quad s(\omega) = \frac{\mu_1}{2 \mu_2} \left( \frac{\omega}{\sqrt{\omega^2 - 4c \mu_2} - 1} \right) + O(D).
\end{align*}
\]

(4.28)

Specifically, we find that the leading order expression in small \( D \) is given by the quarter circle law

\[
s(\omega) = \begin{cases} 
\frac{\mu_1}{2D \mu_2} \sqrt{4c \mu_2 - \omega^2} & \text{for } \omega \in [0, 2 \sqrt{c \mu_2}) \\
\frac{\mu_1}{2 \mu_2} \left( \frac{\omega}{\sqrt{\omega^2 - 4c \mu_2}} - 1 \right) & \text{for } \omega \in (2 \sqrt{c \mu_2}, \infty).
\end{cases}
\]

(4.29)

**Numerical Confirmation**

This result (4.29) is universal in the sense that it does not depend on the details of the distribution of reaction rates, but only on the first and second moments. Fig. 4-2 shows two examples; power spectra of single instances of random networks with log-normal and exponential distributions of reaction rates. It is worth pointing out that the leading order ‘bulk’ and ‘tail’ expressions written in (4.29) do not agree at the band edge \( \omega = 2 \sqrt{c \mu_2} \), due to the change from \( O(D^{-1}) \) to \( O(1) \).
Figure 4-2: Examples of the quarter-circle law for reaction networks with exponential and log-normal distributed rates. The arithmetic mean of the power spectrum for chemical species (solid lines) is compared to the theoretical result in the limit $N \to \infty, D \to 0$. In both cases the parameters are $N = 256, c = 32, D = 0.02, \mu_1 = 0.1, \mu_2 = 0.02$.

4.2 Adding Specific Species to the ‘Island’

Our aim in this chapter is to explore the effect of coupling a small system of interest to a wider unknown network. After determining the large complicated interaction network in the last section, we focus on the symmetric Rock-Paper-Scissors model again, which has been discussed in detail in the sections 1.3.1 and 2.1.1.

Fig 4-3 illustrates the example of placing a competitive 3-species subsystem into the island. There are four kinds of interaction on the island. The first is the reactions which happen among all species in the environment. They are represented by blue points and arrows. The second is diffusion which is shown by red arrows. The third one is the cyclic dominance between the three species subsystem, which is shown by black points and arrows. It is exactly the RPS model discussed before. Lastly, represented by the light blue arrows, is the communication between the RPS subsystem and the environment. This interaction should be very weak, so we choose the lightest colour to show it. The numbers $\kappa$ and 1 represent the reaction rates. We will introduce them in the description of the coupling model.

4.2.1 Coupling Model – Overlap of Two Evolving Systems

1. Rock-paper-scissors model - To make it clear, we first restate the subsystem. We use chemical reaction notation to describe the interactions of the subsystem at the individual level. Chemical reactions for the classic RPS (Rock-Paper-Scissors)
model are:

\[
R + P \xrightarrow{1} P + P, \\
P + S \xrightarrow{1} S + S, \\
S + R \xrightarrow{1} R + R. 
\]  
(4.30)

and the corresponding reactions for the diffusion are

\[
R \xleftrightarrow{D} \emptyset, \ P \xleftrightarrow{D} \emptyset, \ S \xleftrightarrow{D} \emptyset. 
\]  
(4.31)

with a constant \( D \ll 1 \), which is same as that mentioned before. Then following the definition in the last section, we define the two–body reaction rate matrix of subsystem (RPS) as \( R_s \),

\[
R_s := \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix} 
\]  
(4.32)

So the deterministic dynamic of RPS is:

\[
\begin{aligned}
\dot{x}_r &= x_r(x_s - x_p) - Dx_r + D, \\
\dot{x}_p &= x_p(x_r - x_s) - Dx_p + D, \\
\dot{x}_s &= x_s(x_p - x_r) - Dx_s + D,
\end{aligned} 
\]  
(4.33)
with the concentration of the three species being \( \mathbf{x}_s := (x_r, x_p, x_s)^T \). The equilibrium point of (4.33) is \( \mathbf{x}^*_s = (x_r, x_p, x_s)^T = (1, 1, 1)^T \).

2. Random environment - The random environment is described by these chemical reactions:

\[
\begin{align*}
X_i + X_j &\xrightarrow{r_{ij}} 2X_j, \quad i, j \in \{1, \ldots, N\}, \\
X_i &\xrightarrow{D} \emptyset, \quad i \in \{1, \ldots, N\},
\end{align*}
\]

with \( r_{ij} \) sampled from prescribed distribution. The matrix \( \mathbf{R}_b := (r_{ij}) \) is the two-element reaction rate matrix for the random environment, the 'bulk' network.

3. Coupling the RPS model and the random environment - Regard RPS as a subsystem, named \( X_s \), with three elements \((R, P, S)\). Coupling RPS \( X_s \) with \( X_j \) in the surrounding environment, here \( j \in \{4, \ldots, N + 3\} \), we propose the following chemical reactions:

\[
\begin{align*}
X_s + X_j &\xrightarrow{r_{sj}} 2X_j, \\
X_j + X_s &\xrightarrow{r_{js}} 2X_s.
\end{align*}
\]

The rates \( r_{sj} \) and \( r_{js} \) are also sampled from prescribed distribution, which can be chosen independent of the rate \( r_{ij} \) in the matrix \( \mathbf{R}_b \).

The overall reaction rate matrix of the coupled system is \( \mathbf{R} \):

\[
\mathbf{R} := \begin{pmatrix} \mathbf{R}_s & \begin{pmatrix} r_{sj} \end{pmatrix} \\ \begin{pmatrix} r_{js} \end{pmatrix} & \mathbf{R}_b \end{pmatrix}
\]

(4.37)

This matrix is easily understood. The top-left \( 3 \times 3 \) square matrix shows the reactions in the subsystem, while the bottom-right \( N \times N \) square matrix describes the unknown 'bulk' network discussed in the last section. The remaining parts, a \( 3 \times N \) and a \( N \times 3 \) rectangular matrix, represent the couplings. Assuming a random distribution for the coupling reactions, we replace the sum of the row in the coupled matrix with the average, introducing \( \kappa := \sum_j \mathbb{E}(R_{ij}^2 + R_{ji}^2) \). Again, we also assume that the reactions are not reciprocal, so \( R_{ij}R_{ji} = 0 \). Here, \( i \in \{1, 2, 3\} \) and \( j \in \{4, \ldots, N + 3\} \).

Similar to before, mean-field ODEs can also be used to describe the dynamics of the coupled system. If the vector of all chemical species is denoted by \( \mathbf{x} = (x_1, x_2, x_3, x_4, \ldots, x_{N+3})^T \), there is an equilibrium point which is also the vector \( \mathbf{x}^* \) with all entries equal to 1. After linearization around the fixed point, the equation looks like:

\[
\frac{d\mathbf{x}}{dt} = \mathbf{A}\mathbf{x}dt + \frac{1}{\sqrt{V}}\mathbf{M}\mathbf{dW}(t),
\]

(4.38)
where $A$ and $M$ are:

$$A = R^T - R - D = \begin{pmatrix} A_s & A_c \\ -A_c^T & A_b \end{pmatrix}, \quad MM^T = B = \begin{pmatrix} B_s & B_c \\ B_c^T & B_b \end{pmatrix}.$$  (4.39)

and $B$ has entries $B_{ij} = \delta_{i,j} \sum_k (R_{ik} + R_{ki}) - (R_{ij} + R_{ji})$.

### 4.2.2 Spectrum Calculation

Figure 4-4: Typical stochastic time series for the subsystem in isolation (thin black) and when coupled (thick pink).

Our aim here is to explore the effect of coupling a small system of interest to a wider unknown network. It can be seen in Fig. 4-4 that the interference between a small subsystem and a wider reaction network causes stochastic oscillations typically to increase in both frequency and amplitude. In this subsection, we will calculate the power spectral density to show by how much it is enhanced due to the surrounding network.

Following the relevant calculation in section 2.1.1 above, the power spectrum of the chemical species in the isolated subsystem is found to be

$$P_s(\omega) = (A_s - i\omega I)^{-1} B_s (A_s - i\omega I)^{-\dagger}.$$  (4.40)

For each species of the subsystem, we obtain:

$$P_{ii} = \frac{2(\omega^2 + 3 + D^2)}{(\omega^2 - 3)^2 + 2D^2(\omega^2 + 3) + D^4}, \quad i \in \{1, 2, 3\}. \quad (4.41)$$

by directly calculating (4.40). The factor of $(\omega^2 - 3)^2$ in the denominator is responsible for a pronounced peak in the spectrum at $\omega = \sqrt{3}$, corresponding to the dominant frequency of oscillation (visible in the ‘isolated’ timeseries shown in Fig. 4-4).

We know from section 4.1.1 that the PSD of the ‘bulk’ random network obeys the universal quarter circle law, shown in equation (4.29). Similarly, we extend the cavity method and obtain $P_{ii}$ of the subsystem with coupling.
To study the effect of a weak coupling between the three component cycle and an unknown bulk, we propose the Hamiltonian $H = H^s + H^b + H^c$, with $s, b, c$ respectively denoting contributions coming from the three component subsystem, the bulk, and the coupling. Writing $\phi_s$ for the vector of compound spins corresponding to the subsystem, we generalize (4.20) to the case where we consider removing the entire subsystem, as opposed to just a single site. We then have

$$f_s(\phi_s) = \frac{1}{Z_s} e^{-H^s} \prod_{i \in s, j \in b} \left( e^{-(H^s_{ij} + H^c_{ij})} f^{(i)}(\varphi_j) d\varphi_j \right),$$

where the cavity distribution $f^{(i)}$ is the bulk distribution with covariance matrix $U$ derived previously, which is known as $U = \begin{pmatrix} s & r \\ -r & 0 \end{pmatrix}$. That is because after deleting all $i \in s$ from the network, the remaining vertices are exactly the bulk network which has been studied before. Here both $s$ and $r$ have been derived and presented in formula (4.28). This is reasonable if the connectivity of the bulk is high, but the coupling between the bulk and the subsystem is sufficiently sparse that there are very few species in the bulk that are involved in a reaction with more than one subsystem species. So the cavity distribution $f^{(i)}_j$ could be written directly as:

$$f^{(i)}_j(\varphi_j) = \frac{1}{Z_j} \exp (-\varphi_j^t U^{-1} \varphi_j).$$

Applying the transformation (4.7) to the integration term in (4.42), we obtain a simplification:

$$f_s(\phi_s) = \frac{1}{Z_s} e^{-H^s} \prod_{i \in s, j \in b} \left( e^{-(\varphi_j^t Q_{ij} \varphi_j + \varphi_j^t Q_{ji} \varphi_i) U^{-1} \varphi_j} d\varphi_j \right),$$

which we obtain the second line with equation (4.7) in theorem 4.1, and the fourth line by assuming a random distribution for the coupling reactions (encoded in the $Q_{ij}$ matrix).
above), and replacing the sum with the average i.e. \( \kappa = \sum_j E(R_{ij}^2 + R_{ji}^2) \). The \( I \) in the last line is an identity matrix with the same size of the subsystem matrix.

Following \( \mathcal{H} \) in (4.11), we have \( \mathcal{H}^s \):

\[
\mathcal{H}^s(z, \tilde{z}) = Z_s z_0^\dagger (A_s - i\omega I)^\dagger \tilde{z}_s - \tilde{z}_0^\dagger (A_s - i\omega I)z_s + \tilde{z}_0^\dagger B_s \tilde{z}_s. \tag{4.45}
\]

Plugging it into (4.44), we finally obtain the cavity density of the coupled subsystem:

\[
f_s(\varphi_s) = Z_s^{-1} e^{-\mathcal{H}^s(z, \tilde{z})}, \tag{4.46}
\]

with

\[
\mathcal{H}^s(z, \tilde{z}) = \mathcal{H}^s(z, \tilde{z}) - \varphi_s^\dagger \begin{pmatrix} 0 & \kappa I \\ -\kappa I & -\kappa I \end{pmatrix} \varphi_s, \tag{4.47}
\]

Following the definition in section 4.1.1, the power spectral density for the coupled subsystem is obtained by integrating over the auxiliary field \( \tilde{z}_s \):

\[
\mathcal{P}_s = \langle z_s z_s^\dagger \rangle = \int_{\mathcal{C}} z_s^\dagger z_s \int_{\mathcal{C}} f_s(\varphi_s) d\varphi_s,
\]

\[
= \int_{\mathcal{C}} z_s^\dagger z_s \int_{\mathcal{C}} f_s(\varphi_s) d\varphi_s,
\]

\[
= (A_s - i\omega I - \kappa r I)^{-1} (B_s + \kappa s I)(A_s - i\omega I - \kappa r I)^{-\dagger}. \tag{4.48}
\]

Here in the second line we apply the transform (4.7) and in the third line (4.6). Finally we yield

\[
\mathcal{P}_s = (A_s - i\omega I - \kappa r I)^{-1} (B_s + \kappa s I)(A_s - i\omega I - \kappa r I)^{-\dagger}, \tag{4.49}
\]

where \( A_s \) and \( B_s \) are respectively the Jacobian and noise covariance matrices corresponding to the subsystem, and \( s \) and \( r \) are respectively the power spectrum and cross-spectrum of the bulk, determined from the entries of \( U \). Comparing equation (4.49) to the unmodified power spectral density \( \mathcal{P}(\omega) = (A - i\omega I)^{-1} B(A - i\omega I)^{-\dagger} \), one can clearly see the effect of the coupling in modifying the frequency and amplitude of oscillations. According to our assumption on \( \kappa \), we know \( \kappa \) is a nonnegative number. Besides, \( s \) and \( r \) are both given by equation (4.28). We can observe that the amplitude is enhanced because \( \kappa s \geq 0 \). The effects on the frequency will be discussed in the next section. Roughly speaking, the environment will accelerate the frequency of the oscillation in the subsystem.
4.2.3 Effects from the Complicated Environment

Figure 4-5: Faster and stronger oscillations induced in the three-cycle when coupled to a random network. The left panel shows the peak in the power spectrum of the coupled system (dark solid line for theory, circles for the empirical spectrum of a time series from a microscopic stochastic simulation), relative to the peak observed for the isolated system (pale solid line). The right panels show the appearance of further spectral peaks as the coupling strength $\kappa$ is increased. In all cases the bulk has log-normally distributed rates, with parameters the same as those in the Fig. 4-2.

Fig. 4-5 shows the results of simulations of the three component cycle, coupled to a large external bulk interaction network, compared with the results obtained when the system is modelled in isolation. The inset subfigures show that, despite the fact that the subsystem possesses only a single dominant frequency, the coupled system can exhibit pronounced stochastic oscillations of up to three distinct frequencies. To understand the origins of this effect, we explore the small $D$ asymptotics of the modified power spectrum described by Eq. (4.49).

Examining the asymptotic expressions for the spectrum (4.29) and cross-spectrum (4.27) of the bulk, we find that $r(\omega)$ is (to leading order in small $D$) purely imaginary when $\omega$ is outside of the spectral bulk (i.e. $\omega > 2\sqrt{c\mu_2}$):

$$r(\omega) = \frac{i(\sqrt{\omega^2 - 4c\mu_2} - \omega)}{2c\mu_2} + O(D).$$

In this case, the terms in (4.49) involving the inverse of $A_s - [i\omega + \kappa r(\omega)]$ imply an order $1/D^2$ spike in the modified spectrum whenever $i\omega + \kappa r(\omega)$ is close to an eigenvalue of the subsystem Jacobinan $A_s$. Specifically, if $\omega_i = \text{Im} \lambda_i$ is the imaginary part of an eigenvalue of $A_s$, we can solve for $\omega$ in $\omega_i = \omega - i\kappa r(\omega)$ to obtain an estimate for the
frequency $\omega^*_i$ of induced peak in the modified spectrum:

$$\omega^*_i = \omega_1 + \frac{\kappa \sqrt{4(\kappa - c\mu_2) + \omega^2_1 - \kappa \omega_i}}{2(\kappa - c\mu_2)} + O(D).$$  (4.51)

This calculation is predicated on the assumption that the excited frequency, $\omega^*_i$, lies outside the spectrum of the bulk network. Following this reasoning, we expect to see a peak in the power spectrum of the coupled system corresponding to each eigenvalue $\lambda_i$, for which the corresponding frequency $\omega^*_i$ satisfies $\omega^*_i > 2\sqrt{c\mu_2}$.

Figure 4-6: Colourmaps showing the effect of varying reaction rate and coupling strength, for networks with $\mu_2 = \mu_1^2$. The colours of each horizontal slice correspond to a power spectrum, with darker colours indicating larger values of $P(\omega)$. Solid white lines denote the band edge of the spectral bulk $2\mu_1 \sqrt{c}$, dashed white lines show the predicted locations of spectral peaks according to Eq. (4.51).

The colourmaps in Fig. 4-6 illustrate the effects of changing the reaction rates and the coupling strength on the observed number and location of spectral peaks. In the left panel, as the mean reaction rate $\mu_1$ of the bulk is increased, we see that the subsystem peaks initially bend away from the bulk spectrum, before being eventually subsumed by it. The right panel shows the opposite curvature as $\kappa$ is increased: from Eq. (4.51) we see that the “push” received by the subsystem peaks scales as a square-root for large $\kappa$.

As well as determining the position of the spectral peaks, the same method suffices to estimate their amplitude. By evaluating the modified power spectrum (4.49) at an excited frequency $\omega^*_i$ and expanding in small $D$ we obtain

$$P_s(\omega^*_i) = \frac{c^2 \mu_1^2 (3 + \kappa s(\omega^*_i))}{3D^2 (\kappa s(\omega^*_i) - c\mu_1)^2} + O(1),$$  (4.52)
In contrast to the positions of the spectral peaks, we find that their height scales linearly at both small and large coupling strength.

To conclude, we have shown here how the frequency, amplitude and multiplicity of stochastic oscillations can all be increased through interference between a subsystem of interest and a wider random reaction network to which it is coupled. Our results are of particular relevance to the study of ecosystem dynamics, where there is a long tradition of modeling ecological systems as random matrices and studying the resultant properties [46].
Chapter 5

Discussion and Conclusion 总结与探讨

5.1 3-species Competition

We have presented a detailed analysis of the simple Rock–Paper–Scissors game, played in a well-mixed population, where the effects of cyclic competition and mutation lead to oscillatory dynamics in chapter 2. With a win-lose symmetric payoff matrix, the power spectral density is computed to obtain the main frequency of the oscillation around the inner equilibrium, and then with asymmetric payoff, the global attraction point disappears but a limit cycle appears instead.

In the mean-field ODE model where the strategy mix in the population is described by replicator equations, there is a stable limit cycle, produced in a Hopf bifurcation, when the mutation rate $\mu$ is small enough compared to the win-lose asymmetry $\beta$ in the pay-off matrix. For large finite population sizes $N$, the dynamics of the finite population, as given by stochastic ‘chemical reactions’ between the species, closely follow the ODE dynamics. Here we investigated a specific chemical reaction scheme that was chosen to be straightforward to implement in the parameter regime we are interested in. It should be noted that this choice is not unique and may well not be optimal; for example, it does not allow for the possibility of $\beta < 0$.

Stochastic simulations in the regime of very small mutation rates shows qualitatively, and quantitatively, different dynamics for the oscillations, with the system remaining at corners for most of the time. Mutations are rare, but an essential part of the dynamics. We presented a detailed description of the dynamics in this regime using a Markov chain model for the dynamics on the boundary of phase space, and then arguing that in this regime the assumption that the dynamics took place on the
boundary was valid, and led to a self-consistent picture.

Our third approach to the problem was to construct a stochastic differential equation, which, according to a theorem of Kurtz [37] approximates the individual-based dynamics for large but finite populations. This was successful in capturing the cross-over between the mean-field and fully stochastic regimes as the mutation rate $\mu$ decreased for a fixed population size. In general the effects of noise on nonlinear oscillators are a complex topic of significant current research interest, see [58]. Our work here has concentrated on understanding the cross-over between regions I and III. The cross-over occurs when $\mu N \ln N \approx 1$, and the period of the oscillations changes from the mean-field approximation $T_{\text{ODE}} \sim 3 \ln(1/\mu)$ to the stochastic approximation $T_{\text{SSA}} \sim 3/(N\mu)$. Figure 2-17 summarises these three regions of the behaviour, plotting the period of the oscillations as a function of $\mu N \ln N$, comparing the expected period of stochastic simulations with $N = 2^{17}$ with the theoretical results presented above.

Our main conclusion is that as demographic fluctuations become more important (i.e. at small mutation rates and for small population sizes) the period of the cyclic oscillations increases significantly above that which would be predicted on the basis of the mean-field ODE model.

One interesting future question arises in the technique of finding chemical reactions which correspond to the deterministic equations. We have provided the method of deriving replicator equations from chemical reactions. Different chemical reaction schemes may have same mean–field equation to illustrate the dynamics. For example, in the simplest RPS model, the chemical reaction set

\[
\begin{align*}
A + B \xrightarrow{1+\gamma} B + B, & \quad A + B \xrightarrow{\gamma} A + A, \\
B + C \xrightarrow{1+\gamma} C + C, & \quad B + C \xrightarrow{\gamma} B + B, \\
C + A \xrightarrow{1+\gamma} A + A, & \quad C + A \xrightarrow{\gamma} C + C,
\end{align*}
\] (5.1)

has the same mean–field dynamics as chemical reaction set

\[
\begin{align*}
A + B \xrightarrow{\gamma} B + B, \\
B + C \xrightarrow{\gamma} C + C, \\
C + A \xrightarrow{\gamma} A + A.
\end{align*}
\] (5.2)

However, considering possible stochastic diffusion, we find that different chemical reaction sets give us different diffusion terms in the Fokker-Planck Equation and the SDE. In this thesis, we have assumed that the inverse reaction does not exist (i.e. $R_{ij}R_{ji} = 0$ where $R$ is the reaction rate matrix) to avoid the possible complicated cases. But in
fact, it may exist in some chemical/ecological applications. So next we hope to analyse in detail how different chemical reaction schemes may affect the stochastic dynamics in the RPS model.

5.2 Four-species Competition

We have presented a extension of the RPS model in chapter 3: four-species cyclic competitions. Similarly to the situation in chapter 2, we also considered a win-loss asymmetric payoff matrix with parameter \( \beta \) at the beginning. We then added a new parameter \( \epsilon \), which allows for greater variety in the dynamics.

Following the same study pattern, we establish a deterministic equation at first at the population level, and then find a corresponding chemical reaction scheme at the individual level. Assuming mutation rate \( \mu = 0 \), we can obtain the equilibria easily and analyse their existence and stability. Then we use the parameter plane \((\beta, \epsilon)\) to illustrate the dynamics in different regions. Most of our attention is focussed on the third quadrant of \((\beta, \epsilon)\) plane, in which there exist two heteroclinic cycles. They are named after their locations, as ‘face cycle’ and ‘edge cycle’. We then concentrate on the ‘face cycle’, fixing \( \beta = -1.5 \). Through stability analysis of the ‘face cycle’, we find the conditions for the existence of the cycle is \( \epsilon \in (-1, 0) \) and the critical value of stable cycle is \( \epsilon = -1/6 \). Again we choose the period of the ‘face cycle’ to show the variation of the deterministic dynamics. Considering a combination of local and global maps, we can estimate the period with an iterating equation with parameters \( K \) and \( h \), which are independent of \( \epsilon \) and \( \mu \). At large population size \( N \), simulation results coincide with our estimations well.

In the future there are many points which can be worked on. We have presented an approximation of the period of ‘face cycle’ at population level with estimation of parameters \( K = 0.12 \) and \( h = 0.9 \), so next in the stochastic case we plan to find out the relationship between \( K, h \) and the population size of simulation \( N \). Further more, we can carry out the simulation with smaller \( N \) to find more differences between stochastic dynamics and deterministic dynamics.

5.3 Many species Competition

We have presented a detailed analysis of how the frequency, amplitude and multiplicity of stochastic oscillations of a subsystem (RPS model) are increased when interfering with a wider random reaction network. By assuming the large ‘bulk’ network is a high-dimensional autocatalytic network and weight of the edges in the network obeys an independent distribution, we use the cavity method to obtain its spectrum.
The spectrum illustrates the average oscillatory behavior of species in the networks. Specifically it predicts the frequency, amplitude distribution of each species — here given by a universal quarter circle. After that, we place a RPS model with diffusion in the ‘bulk’ network. The RPS model with diffusion can be embedded in a large autocatalytic network. The competitions among three species form strong edges in their small network. If the small network has weak communication with the large ‘bulk’ network, the stochastic oscillations which exist previously will be enhanced. The cavity method is applied again to predict how much the frequency and amplitude are increased and, appearance of new peaks in the spectrum of the coupled network when interference is large.

One interesting future question is how additional structure in the bulk network (see e.g. [3, 23]) might affect subsystem dynamics. In chapter 4 we have assumed that the bulk network is an almost fully connected network with very weak links between each pair of vertices, so the TAP approach gives a good approximation to the real case. If the network has some special properties, e.g. it is not fully connected but has many long loops, because it is a tree-like graph, the cavity method might also offer a good approximation. However, if the ‘bulk’ network has many short loops, the correlations between vertices might not be ignored in the case of \( N \to \infty \). Then the cavity method is probably not suitable and we may consider other approaches to analyse the model.

More generally we hope that our findings will stimulate further work on the important question of how interactions with random environments can complicate our understanding of biological dynamics.
Itô’s formula

A stochastic differential equation is an ordinary differential equation with a random forcing, usually given by a white noise $\eta(t)$:

$$\frac{dx}{dt} = a(x, t) + b(x, t)\eta(t), \quad x(0) = x_0,$$  \quad (A.1)

where $a(x, t)$ and $b(x, t)$ are parameters, $\eta(t) = \frac{dW(t)}{dt}$ for a Wiener process $W(t)$. It is also written in short as:

$$dx = a(x, t)dt + b(x, t)dW(t), \quad x(0) = x_0.$$  \quad (A.2)

Similarly, a multivariable SDE system is written as:

$$dx = u(x, t)dt + M(x, t)dW(t), \quad x(0) = x_0.$$  \quad (A.3)

where $u$ and $M$ are parameters.

All time series $x(t)$ or $\mathbf{x}(t)$ which is used in the following content is defined by SDE of (A.2) or (A.3).

**Definition A.1** (Wiener process). We say $\{W(t) : t \in \mathbb{R}^+\}$ is a 1-variable Wiener process if it is a real-valued Gaussian process with continuous sample paths, mean function $\mu(t) = 0$, and covariance function $\text{cov}(s, t) = \min\{s, t\}$. Here Gaussian process means that $\{W(t_1), W(t_2),..., W(t_N)\}$ follows a multivariate Gaussian distribution for any $t_1,...,t_N \in \mathbb{R}^+$ and $N \in \mathbb{N}$. A $n$-variable Wiener process is defined by $W(t) = [W_1(t),...,W_n(t)]^T$.

**Lemma A.1** (Properties of Wiener process). A wiener process $W(t)$ is defined by definition A.1, then it has following properties:

1. $W(0) = 0$;
2. \( W(t + \tau) - W(t) \sim \mathcal{N}(0, \tau) \);
3. \( \langle W(t), W(t) \rangle = t \);
4. \((dW(t))^2 = dt\).

For the n-variable Wiener process \( \mathbf{W}(t) = [W_1(t), \ldots, W_n(t)]^T \), the relative properties are:

1. \( dW_i(t)dW_j(t) = \delta_{ij}dt \);
2. \([dW_i(t)]^{N+2} = 0 (N > 0)\);
3. \( dW_i(t)dt = 0 \);
4. \( dt^{1+N} = 0 \).

**Lemma A.2** (one-dimensional Itô’s formula). Given a function of \( x(t) \): \( f[x(t)] \) which has continuous derivatives \( f' \) and \( f'' \), we can show that

\[
\begin{align*}
df[x(t)] &= \{a(x(t))f'[x(t)] + \frac{1}{2} b^2(x, t)f''[x(t)]\}dt + b(x, t)f'[x(t)]dW(t) \quad \text{(A.4)}
\end{align*}
\]

**Proof.** By expanding \( df[x(t)] \) to second order in \( dW(t) \), we have

\[
\begin{align*}
df[x(t)] &= f[x(t) + dx(t)] - f[x(t)] \\
&= f'[x(t)]dx(t) + \frac{1}{2} f''[x(t)][dx(t)]^2 + \cdots \\
&= f'[x(t)][a(x, t)dt + b(x, t)dW(t)] \\
&\quad + \frac{1}{2} b^2(x, t)f''[x(t)][dW(t)]^2 + \cdots \quad \text{(A.5)}
\end{align*}
\]

where all other terms are discarded because the higher order of \([dW(t)]^{N+2} = 0\), \( dW(t)dt = 0 \) and \( dt^{1+N} = 0 \) for \( N > 0 \). We use the property of the Wiener process, \([dW(t)]^2 = dt \), to obtain equation (A.4) \( \Box \)

**Lemma A.3** (general Itô’s formula). Given a function of \( x(t) \): \( f[x(t)] \) which has continuous derivatives \( \partial_i f(x) \) and \( \partial_i \partial_j f(x) \), we can show that

\[
\begin{align*}
df[x] &= \left\{ \sum_i u_i(x, t)\partial_i f(x) + \frac{1}{2} \sum_{i,j} [M(x, t)M^T(x, t)]_{ij} \partial_i \partial_j f(x) \right\}dt \\
&\quad + \sum_{i,j} M_{ij}(x, t)\partial_i f(x)dW_j(t) \quad \text{(A.6)}
\end{align*}
\]
Proof. For an $n$ dimensional Wiener process $W(t) = [W_1(t), ..., W_n(t)]^T$, we have shown that

\begin{align*}
\text{d}W_i(t)\text{d}W_j(t) &= \delta_{ij}\text{d}t, \\
[\text{d}W_i(t)]^{N+2} &= 0 (N > 0), \\
\text{d}W_i(t)\text{d}t &= 0, \\
\text{d}t^{1+N} &= 0,
\end{align*}

(A.7)

with the independence of $\text{d}W_i(t)$ and $\text{d}W_j(t)$. Then simply follow the procedure in the last proof, we can obtain the general Itô’s formula (A.6).

Theorem A.2 (Connection between F-P equation and SDE). The F-P equation for the conditional probability density $p(x, t|x_0, t_0) = p$ is

\begin{align*}
\partial_t p &= -\sum_i \partial_i [u_i(x)p] + \frac{1}{2} \sum_{i,j} \partial_i \partial_j \{[M(x)M^T(x)]_{ij}p\}. \\
\tag{A.8}
\end{align*}

It is equivalent to a multi-variable SDE:

\begin{align*}
\text{d}x &= u(x)\text{d}t + M(x)\text{d}W(t). \\
\tag{A.9}
\end{align*}

Proof. We now consider a function about $x(t)$ which satisfies the conditions in Itô formula, and then using Itô formula

\begin{align*}
\frac{\langle df[x(t)]\rangle}{\text{d}t} &= \frac{\text{d}}{\text{d}t} \langle f[x(t)] \rangle, \\
&= \left< \sum_i u_i(x)\partial_i f(x) + \frac{1}{2} \sum_{i,j} [M(x)M^T(x)]_{ij} \partial_i \partial_j f(x) \right>. \\
\tag{A.10}
\end{align*}

$x(t)$ is a random process defined by SDE (A.9), it has a conditional probability density $p(x, t|x_0, t_0)$ and

\begin{align*}
\frac{\text{d}}{\text{d}t} \langle f[x(t)] \rangle &= \int f(x)\partial_t p\text{d}x, \\
&= \int \left\{ \sum_i u_i(x)\partial_i f(x) + \frac{1}{2} \sum_{i,j} [M(x)M^T(x)]_{ij} \partial_i \partial_j f(x) \right\} p\text{d}x, \\
\tag{A.11}
\end{align*}

where the integration $\int \text{d}x$ represents $\int \cdots \int \text{d}x_1 \cdots \text{d}x_n$, and $n$ is the number of di-
mension of $x$. Then we integrate it by parts and discard the surface terms to obtain:

$$\int f(x) \partial_t p \, dx = \int f(x) \left\{ \sum_i -\partial_i [u(x)p] + \frac{1}{2} \sum_{i,j} \partial_i \partial_j \{ [M(x)M^T(x)]_{ij}p \} \right\} \, dx,$$

(A.12)

and hence, since $f$ is arbitrary we obtain (A.8).
Appendices 附录  B

Power Spectral Density

Definition B.1 (Power Spectral Density). The Power Spectral Density of the stochastic scalar process $x(t)$ is defined in two stages. First, define

$$y(\omega) = \int_0^T e^{-i\omega t} x(t) dt,$$  \hspace{1cm} (B.1)

then the spectrum is defined by

$$P(\omega) = \lim_{T \to \infty} \frac{1}{2\pi T} |y(\omega)|^2.$$  \hspace{1cm} (B.2)

Definition B.2 (Autocorrelation function). Given a measurable quantity, a stochastic process $x(t)$ which fluctuates with time, its autocorrelation function is defined to be:

$$G(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_0^T x(t)x(t+\tau) dt.$$  \hspace{1cm} (B.3)

Theorem B.3 (Wiener-Khinchin theorem). The Power Spectral Density of the stochastic process $x(t)$ is the Fourier Transform of its autocorrelation function

$$P(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega \tau} G(\tau) d\tau,$$  \hspace{1cm} (B.4)

where the autocorrelation function $G(\tau)$ of $x(t)$ is defined above.
Proof. Firstly we show $G(\tau)$ is an even function:

$$G(-\tau) = \lim_{T \to \infty} \frac{1}{T} \int_0^T x(t)x(t-\tau)dt$$
$$= \lim_{T \to \infty} \frac{1}{T} \int_{T-\tau}^0 x(t'+\tau)x(t')dt'$$
$$= \lim_{T \to \infty} \frac{1}{T} \int_{-\tau}^0 x(t'+\tau)x(t')dt'$$
$$+ \lim_{T \to \infty} \frac{1}{T} \int_0^T x(t'+\tau)x(t')dt'$$
$$- \lim_{T \to \infty} \frac{1}{T} \int_T^{T-\tau} x(t'+\tau)x(t')dt'$$
$$= G(\tau). \quad \text{(B.5)}$$

The last equality holds in the limit $T \to \infty$.

By definition (B.2), the PSD is written as:

$$\mathcal{P}(\omega) = \lim_{T \to \infty} \frac{1}{2\pi T} \left[ \int_0^T e^{-i\omega t} x(t)dt \int_0^T e^{i\omega t'} x^*(t')dt' \right]. \quad \text{(B.6)}$$

where $x(t)$ is a real-valued process which means $x^*(t) = x(t)$. Changing the integration
domain from \((t, t')\) to \((t', \tau)\) with \(\tau = t - t'\), we have

\[
\mathcal{P}(\omega) = \lim_{T \to \infty} \frac{1}{2\pi T} \int_0^T e^{-i\omega t'} \int_{-T}^{T-\tau} x(t')x(t' + \tau)dt'd\tau
\]

\[
+ \lim_{T \to \infty} \frac{1}{2\pi T} \int_{-T}^0 e^{-i\omega t} \int_{-\tau}^T x(t)x(t + \tau)dt'd\tau
\]

\[
= \lim_{T \to \infty} \frac{1}{2\pi T} \int_0^T e^{-i\omega t'} \int_0^{T-\tau} x(t')x(t' + \tau)dt'd\tau
\]

\[
+ \lim_{T \to \infty} \frac{1}{2\pi T} \int_0^T (e^{-i\omega \tau} + e^{i\omega \tau}) \int_0^{T-\tau} x(t')x(t' + \tau)dt'd\tau \tag{B.7}
\]

\[
= \lim_{T \to \infty} \frac{1}{2\pi T} \int_0^T \cos(\omega \tau) \int_0^{T-\tau} x(t)x(t + \tau)dt'd\tau
\]

and taking the limit \(T \to \infty\), (B.7) is

\[
\mathcal{P}(\omega) = \frac{1}{\pi} \int_0^\infty \cos(\omega \tau)G(\tau)d\tau. \tag{B.8}
\]

This is a fundamental result which relates the Fourier transform of the autocorrelation function to the spectrum. Because the autocorrelation function is an even function which has been shown in equation (B.5), we can obtain that

\[
\int_{-\infty}^{\infty} \sin(\omega \tau)G(\tau)d\tau = 0. \tag{B.9}
\]

and

\[
\int_{-\infty}^{0} \cos(\omega \tau)G(\tau)d\tau = \int_0^\infty \cos(\omega \tau)G(\tau)d\tau. \tag{B.10}
\]

So from equations (B.8), (B.9) and (B.10) finally we obtain

\[
\mathcal{P}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega \tau}G(\tau)d\tau. \tag{B.11}
\]

**Theorem B.4.** In general, the definitions and theorem is also valid in many-variable systems. If \(x(t)\) is given by a linear stochastic differential equation in the form of:

\[
dx = Axdt + MdW(t), \tag{B.12}
\]

where \(A\) and \(M\) are constant matrices with \(MM^T = B\) and \(B\) is also a constant matrix and \(W(t)\) is a multivariate Wiener process. Then the Power Spectral Density
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of the stochastic process \( x(t) \) is

\[
\mathcal{P}(\omega) = \frac{1}{2\pi} (A - i\omega I)^{-1} B (A - i\omega I)^{-\dagger}.
\] (B.13)

The stochastic process which is defined by the SDE (B.12) is called multivariate Ornstein–Uhlenbeck process.

**Proof (证明).** Generally speaking, a stochastic process is stationary if the correlation function of the process \( x(t) \) which is defined by

\[
\langle x(s), x(t) \rangle = \langle x(s)x(t) \rangle - \langle x(s) \rangle \langle x(t) \rangle
\] (B.14)

depends only on time difference \(|t - s|\). Here \( \langle x(t) \rangle \) represents mean and \( \langle x(s), x(t) \rangle \) represents correlation function. The Ornstein–Uhlenbeck process is an example which has a stationary solution [19].

Because \( A \) and \( M \) are constant matrices, the solution to the SDE (B.12) can be easily obtained in the form:

\[
x(t) = \exp(tA)x(0) + \int_0^t \exp[(t - t')A]M dW_{t'}.
\] (B.15)

The mean is

\[
\langle x(t) \rangle = \exp(tA)\langle x(0) \rangle.
\] (B.16)

The correlation function follows definition (B.14) similarly

\[
G(t - s) = \langle x(t), x^T(s) \rangle = \int_0^{\min(t,s)} \exp[(t - t')A]MM^T \exp[(s - t')A]d\tau
\] (B.17)

If matrix \( A \) has only eigenvalues with negative real part, the correlation function becomes stationary. In fact, if we set the initial time at \(-\infty\) rather than 0, the solution (B.15) becomes

\[
x_s(t) = \int_{-\infty}^{t} \exp[(t - t')A]M dW_{t'},
\] (B.18)

with \( \langle x_s(t) \rangle = 0 \) and \( \langle x_s(t), x^T_s(s) \rangle \) is

\[
\langle x_s(t), x^T_s(s) \rangle = \int_{-\infty}^{t} \exp[(t - t')A]MM^T \exp[(s - t')A^T]dt'.
\] (B.19)

Let us define the stationary covariance matrix \( \sigma \) by

\[
\sigma = \langle x_s(t), x^T_s(t) \rangle.
\] (B.20)
Following [19](section 4.5.6), we can use $\sigma$ to calculate that

$$A\sigma + \sigma A^T = \int_{-\infty}^{t} A\exp[(t-t')A]B\exp[(t-t')A^T]dt'$$
$$+ \int_{-\infty}^{t} \exp[(t-t')A]B\exp[(t-t')A^T]A^T dt'$$
$$= \int_{-\infty}^{t} \frac{d}{dt'} \{\exp[(t-t')A]B\exp[(t-t')A^T]\} dt'.$$

Carrying out the integral in (B.21), by assuming the eigenvalues of $A$ have negative real part we find that the lower limit vanishes and only the upper limit remains. Then the final result is

$$A\sigma + \sigma A^T = B,$$

which is useful later in the calculations.

The autocorrelation function $G(\tau)$ which is defined in (B.3) and (B.14) is same as follows:

$$G(t-s) = \langle x_s(t), x^T_s(s) \rangle.$$  

(B.23)

If $t > s$,

$$\langle x_s(t), x^T_s(s) \rangle = \exp[(t-s)A] \int_{-\infty}^{s} \exp[(s-t')A]B\exp[(s-t')A^T]dt'$$
$$= \exp[A(t-s)]\sigma$$

(B.24)

and similarly if $t < s$, we get

$$\langle x_s(t), x^T_s(s) \rangle = \sigma \exp[(s-t)A^T].$$  

(B.25)

So we conclude that the autocorrelation function $G(\tau)$ is

$$G(\tau) = \begin{cases} 
\exp(\tau A)\sigma & \text{if } \tau \geq 0 \\
\sigma \exp(-\tau A^T) & \text{if } \tau < 0.
\end{cases}$$

(B.26)

Now that we have obtained the autocorrelation function, $G(\tau)$, it is straightforward
to calculate the Power Spectral Density:

\[ P(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega \tau} G(\tau) d\tau \]

\[ = \frac{1}{2\pi} \left\{ \int_{0}^{\infty} \exp[\tau(A - i\omega I)] \sigma d\tau + \int_{-\infty}^{0} \sigma \exp[-\tau(A^T + i\omega I)] d\tau \right\} \]

\[ = \frac{1}{2\pi} \left[ (A - i\omega I)^{-1} \sigma + \sigma (A^T + i\omega I)^{-1} \right]. \tag{B.27} \]

Hence, \((A - i\omega I)P(\omega)(A - i\omega I)^\dagger = \frac{1}{2\pi} (\sigma A^T + A\sigma)\) and using (B.22), we get (also see the result in [19] on page 111):

\[ P(\omega) = \frac{1}{2\pi} (A - i\omega I)^{-1} B(A - i\omega I)^{-\dagger}. \tag{B.28} \]


