A calibrated UV-LED based light source for water purification and characterisation of photocatalysis


Photocatalysis has a potential to become a cost effective industrial process for water cleaning. One of the most studied photocatalysts is titanium dioxide which, as a wide band gap semiconductor, requires ultraviolet (UV) light for its photoactivation. This is at the wavelengths where the efficiency of present-day light emitting diodes (LEDs) decreases rapidly, which presents a challenge in the use of UV-LEDs for commercially viable photocatalysis. There is also a need for accurate photocatalysis measurement of remediation rates of water-borne contaminants for determining optimum exposure doses in industrial applications. In response to these challenges, this paper describes a UV-LED based photocatalytic test reactor that provides a calibrated adjustable light source and pre-defined test conditions to remove as many sources of uncertainty in photocatalytic analysis and thereby improve data reliability. The test reactor provides a selectable intensity of up to 1.9 kW/m² at the photocatalyst surface.

1. Introduction

Semiconductor photocatalysts require optical energy to initiate the desired chemical reactions. When excited by light with an energy equal or greater than the band gap of the photocatalyst, electron-hole pairs are produced at the surface. Once generated, the electron-hole pairs initiate reduction and oxidation (redox) reactions [1] that can degrade organic pollutants to intermediate products, even innocuous carbon dioxide. This property of photocatalysts can be advantageous when applied to water purification from organic pollutants [2] ranging from oleaginous contamination [3], pharmaceuticals and personal care products [4,5] through to nonylphenol ethoxylates [6] and inactivation of bacteria such as Escherichia coli [7,8].

One of the most studied photocatalysts is titanium dioxide (TiO₂) due to its attractive properties such as non-toxicity, low cost, stability and suitability for removing organic waste from water [2-5], [7]. However, the absorption characteristics of TiO₂ in its anatase and rutile phases reveal that light with a wavelength shorter than ~365 nm is required for the efficient generation of high densities of electrons and holes [9].

There are several light sources that emit in this wavelength range, but their low efficiency makes them non-optimum for quantifiable photocatalysis. One of the most widely used ultraviolet (UV) light sources is the mercury gas discharge lamp [2-6]. It has multiple spectral components in the UV region of the spectrum as well as visible spectral components [10]. The fact that there are multiple UV spectral components makes mercury gas lamps an unsuitable light source for quantifying photocatalytic experimentation, since it may not be clear which spectral component is responsible for photoactivation. On the other hand, emerging UV light emitting diodes (UV-LEDs) emit near-monochromatic light of an intensity that is determined by the drive current and offers potential advantages for quantifying redox reactions stimulated by photocatalysis [11,12].

A variety of LEDs have been used as a light source for photocatalytic reactions [13]. Obra et al. [14] examined a UVA-LED driven photo-Fenton process for micropollutant removal for urban wastewater. High power UVA-LEDs has also been used by Betancourt-Buitrago et al. [15] in photoreactors for degradation of methylene blue, who provided a detailed overview of LEDs used in the photodegradation of dyes. The small size of LEDs has attracted interest for photocatalysis since it offers new construction possibilities for characterisation of small volumes of materials [16] at low cost [17,18]. Examples include their use in LED microreactors [19,20], including those based on TiO₂ [21,22] and a low cost device for determination of the quantum yield in photocatalytic and photochemical processes [23]. Organic light emitting diodes (OLEDs) are also being considered [24].
In this paper we report on the design and realization of a multi-LED UV lighting system for enhancing the accuracy and throughput of photocatalytic analysis for dose control. The reactor consists of a light source, a light source controller that stabilizes the temperature and optical power output of the LEDs as well as the uniformity of the illumination reaching the activated surface of the photocatalyst being characterised. The issues of optimum excitation wavelength [12] and the remaining limited efficiency of UV-LEDs and consequent heat generation on system performance are considered in detail.

2. System description

2.1 Design overview

The UV light engine is design for compatibility with a bench-top photocatalytic reactor shown schematically in **Fig. 1a** and **Fig. S1**. The reactor comprises a double wall glass containment vessel for liquid specimens surrounded by an optional opaque shroud to prevent user exposure to potentially damaging intense UV radiation. The hollow wall nature of the containment vessel allows the use of liquid cooling of the sample. The lid of the enclosure holds the UV-LED array at a fixed distance of 7 cm. Despite the recent increase in the efficiency of UV-LEDs [25-27], at best about 70% of their input electrical power is still converted to heat and dissipated in the packaged devices. In addition, at typical operating currents, all III-Nitride based LEDs can suffer further efficiency losses arising from the efficiency droop effect [28]. Any increase in LED temperature due to self-heating or external heating will cause the dominant radiation wavelength to red-shift and thereby reduce near surface absorption of photons in a photocatalyst, such as TiO$_2$, to decrease its photocatalytic efficiency [2]. Another, potentially more serious problem is the reduction in LED optical power output with increasing junction temperature [29]. These effects introduce a need for rigorous control of UV-LED heating for accurate photocatalysis measurements. A significant part of the system design, described in more detail in the following sections, addresses the problem of heat extraction from the LEDs and their current drive circuitry.

The light source consists of 36 UV-LEDs mounted on a circuit board in such a way that maximizes both the intensity of the UV illumination and its uniformity over the photocatalyst, which is this work consists of immobilised material (40mm diameter) or a suspension. The following sub-sections detail the optical and electrical design of the UV lighting system.

2.2 System simulation for UV-LED board

Radiation transfer was modeled using the commercial software Ansys Fluent 14.5. The UV-LEDs were simulated as 16 mm diameter surfaces following the specifications of the vendor. Rigorous radiation computations require solution of the radiative transfer equation (RTE) and the discrete ordinates model (DOM) was used to solve the RTE, allowing the evaluation of the radiation field at any point inside the reactor space.

![Computational radiation transfer model](image1.png)

**Fig. 1.** (a) Computational radiation transfer model (Ansys Fluent) and (b) simulation of the irradiation of the surface of the 40mm diameter photocatalyst, 100mm below UV-LED source. Reactor is also shown in **Fig. S1**.

Results of the simulations shown on **Fig. 1b** revealed that the UV-LED layout illustrated in **Fig. 2** provides a uniform incident irradiation of the surface of the 40 mm diameter photocatalyst. The optimum layout is a compromise between uniformity of illumination and a distribution of UV-LEDs that enables a straightforward interconnection of the LED groups while also preventing hot spot formation on the circuit board.
The details optimization of the UV-LED layout and reactor geometry by RTE-simulation and experimental measurement will be reported elsewhere.

![Diagram of UV-LED board](image)

**Fig. 2.** (a) schematic of the UV-LED board showing the positions of the LEDs, the EEPROM, temperature sensor and power/communications electronics (see text). The UV-LEDs are numbered in groups showing the channel to which they belong (b) image of UV-LED board.

### 2.3 UV-LED selection

The coefficient of optical absorption of both the anatase and rutile phases of TiO$_2$ rapidly increases as the wavelength of UV light reduces from 400 nm to 300 nm. This can be seen in Fig. 3 (black line) which is data for Degussa P25 which is a commonly used and commercially available photoactive TiO$_2$ that consists of predominately anatase, along with rutile and a small amount of amorphous phase [30]. This is offset by an even more dramatic decline in the output optical power of many UV-LEDs emitting in the same spectral range. This is also illustrated in Fig. 3 by the emission spectra of three best-of-class commercially available example UV-LEDs with wavelengths of 260 nm (Crystal IS, Inc; blue line) [25], 340 nm (Sensor Electronic Technology, Inc; red line) [26] and 365 nm (LED Engin; green line) [27]. The trend in reduced UV-LED optical power output is mirrored in the state-of-the-art of their fabrication technology [31], [32].

![Graph of wavelength dependence](image)

**Fig. 3.** Wavelength dependence of the optical absorption of Degussa P25 normalized to its nominal value at 250 nm overlaid by the power spectral density of commercially available UV-LEDs emitting at peak wavelengths of 260 nm, 340 nm and 365 nm normalized to the power spectrum of 365 nm wavelength UV-LED [25-27].

The effectiveness of these example UV-LEDs for stimulating photocatalytic reactions can be determined by estimating the near-surface densities of charge carriers generated at each wavelength. We assume only electrons and holes generated in a very thin layer of thickness, $w$, adjacent to the surface of a TiO$_2$ particle can trigger redox reactions. The number of electrons (or holes) generated per unit volume, $n$, from a flux of photons of wavelength, $\lambda$, and density, $N_\lambda$, incident on a semiconductor layer of absorption coefficient $\alpha(\lambda)$ is given by,

$$n(\lambda) = N_\lambda(\lambda) \left(1 - e^{-\alpha(\lambda)w}\right)$$  \hfill (1)

Since the wide band gap semiconductors used as photocatalysts are usually not fabricated to the same exacting standards of materials such as silicon or III-V semiconductors, it can be assumed that the carrier lifetime is very short with the effect that only those electrons absorbed in very thin layer
of width close to the surface of the photocatalyst can participate in redox reactions. With the approximation that the product $a(\lambda)w$ is very small (Eqn. 1) can be written as

$$n(\lambda) = N_o(\lambda)(1 - [1 - a(\lambda)w + \ldots]) \approx N_o(\lambda)a(\lambda)w \quad (2)$$

The photon flux density is related to the light intensity, $I_o(\lambda)$, emitted from the UV-LED under consideration via,

$$N_o(\lambda) \sim \frac{\lambda_{\text{max}}}{hc} I_o(\lambda) \quad (3)$$

The effectiveness of the UV-LEDs for stimulating photocatalytic reactions can therefore be determined by estimating the near-surface densities of charge carriers generated at each wavelength via Eqn. 4, which follows from using Eqn. 3 in Eqn. 2 and integrating the result over the line-width of the LED.

$$n_{\text{surf}} = p_{\text{surf}} = \frac{n\lambda}{hc} \int a(\lambda)I(\lambda)d\lambda. \quad (4)$$

In Eqn. 4, $n$ and $p$ are respectively the densities of photo-generated electrons and holes, $\lambda_o$ is the wavelength at which the peak intensity of the LED emission occurs, $h$ is Planck’s constant, $c$ is the speed of light in free space, $a(\lambda)$ is the wavelength dependent absorption coefficient of the photocatalyst material and the integration is performed over the intensity spectrum, $I(\lambda)$ of the UV-LED under consideration. Table 1 shows the relative near-surface electron (or hole) densities photocatalytic effectiveness calculated for the three commercially available UV-LEDs with the emission characteristics shown in Fig. 3.

Table 1 shown that although more energy per photon is provided to the photocatalyst by the shorter wavelength LEDs, the optical output power of the 260 nm and 340 nm LEDs is too low to compete with the potential photocatalytic performance of recently developed 365 nm wavelength UV-LEDs. For example, devices that can provide up to 1.2 W of optical power for an input electrical power of 2.7 W are now available (LED Engin 365nm LED [16]). Thus, the light output power now available from the chosen UVA LEDs provides significant opportunity to increase the photocatalytic conversion efficiency compared with earlier demonstrations [11,12].

<table>
<thead>
<tr>
<th>LED emission wavelength (nm)</th>
<th>Optical power output (mW)</th>
<th>Near-surface electron (or hole) density relative to 365 nm UV-LED</th>
</tr>
</thead>
<tbody>
<tr>
<td>365</td>
<td>1200</td>
<td>1</td>
</tr>
<tr>
<td>340</td>
<td>55</td>
<td>0.049</td>
</tr>
<tr>
<td>260</td>
<td>25</td>
<td>0.029</td>
</tr>
</tbody>
</table>

2.4 UV-LED intensity control and driver

To achieve some system simplification, the light source comprises UV-LEDs split into groups (channels) of three LEDs connected in series. Each channel has its own controller (driver) with adjustable drive current to enables control of both the intensity and the distribution of the radiation reaching the photocatalyst surface. Electrical power is delivered to each channel in a quasi-direct current (DC) form that results from filtering a pulse-width modulated (PWM) waveform. This signal is created by a LED driver chip (Texas Instruments LM3405), that is capable of providing 1 A of current at up to 22 V. The PWM duty cycle before filtering controls the average power delivered to the LEDs thus controlling their intensity. The driver includes monitors for voltage and current supplied to LEDs for the fault detection and to enable feedback. The LED driver chip is driven by a PWM signal from a field-programmable gate array (FPGA) that acts as the main controller for the system. The PWM signal generated by the FPGA acts as a trigger for the LED driver since the FPGA is not capable of providing enough power to the LEDs for their operation at high drive current. The intensity of the LEDs is controlled by adjusting the duty cycle of the PWM signal at a switching frequency of 1 kHz, while the switching frequency of the LM3405 is fixed at 1.6 MHz. The filtered output of the LM3405 ensures that LEDs are driven with a signal with the properties close to that of a direct current.
A switching frequency of 1 kHz was chosen to minimize device heating. Further, it has recently been shown that pulsing the UV light source on-off does not diminish the remediation rate of photocatalysis by TiO₂, indeed it may even enhance it [33]. There is also a temperature monitor on the LED driver boards to protect against circuit overheating. Further protection against overheating is provided by a heat-sink located on the rear side of the driver printed circuit board (PCB). It is a forced convection heat-sink with the air flow is created by the means of two fans in the enclosure of the control electronics.

The FPGA has a “Nios” processor implemented as digital hardware. This processor is responsible for controlling the system and data acquisition from the sensors, as shown in Fig. 4. The Nios processor constantly monitors the state of the sensors on the UV-LED board and UV-LED drivers. If a fault is detected the processor will turn off the UV-LEDs and inform the user about the detected fault. Such feedback is provided through the PC software and through the indicator LEDs on the front panel of the enclosure containing the control electronics. It also controls both the LED and driver cooling. The Nios processor is also responsible for data acquisition from the drift sensor board which is used for calibrating the light source (to be described below). The data is acquired by addressing each individual sensor on the drift board via I2C communications.

**Fig. 4.** Block diagram of the FPGA showing the Nios processor, its modules and its sub-system interfaces.

PC software has been created for user interaction with the light source controller and uses a USB protocol to send commands from the PC to the controller and receive data, and allows users to monitor the state of the system as well as set the intensity of each channel independently. The drive current to the strings of LEDs can exceed 0.8 A, at which level the efficiency of the selected UV-LEDs is only ~30%, with the effect that remaining input electrical power is converted to heat dissipated within the LED chips. This has the effect that the optical power density incident on the surface of the photocatalyst will vary with time unless the UV-LED temperature is closely controlled.

### 2.5 LED circuit board

As mentioned above, there are 36 UV-LEDs on the LED board is controlled via 12 channels comprising three UV-LEDs connected in series. The arrangement of the strings of LEDs is shown in Fig. 2a in which boxes containing the same number represent LEDs in the same channel. When driven at full electrical power each UV-LED outputs 800 mW of optical power in a radiation pattern determined by the lensed encapsulation. This corresponds to 116 mW of UV in the direction of the photocatalyst, which results in ~2.4 W of UV power on the surface of the material. This corresponds to an optical power density of up to ~1.9 kW/m² at a wavelength of 365 ± 2 nm at the distance of 0.1 m from the UV-LEDs.

Since the UV-LEDs used in the light source are only 30% efficient, up to ~1.8 W of the input electrical power is wasted as heat from each LED when 1A at 3V are applied. In order to prevent the LEDs from overheating, which results in a red-shift of the dominant radiation wavelength and a reduced optical power output, a separate liquid cooling system (Koolance EX2-755) with a nominal heat extraction rate of 590 W [34] is attached to the back of the LED board. The cooling system is designed to operate with a thermistor as a temperature probe with adjustment of its cooling power based on the voltage drop across the thermistor. It
was found that control of the LED cooling system with a digital potentiometer (Analog Devices AD7376ARUZ10) reliably mimics the circuit performance of a thermistor.

The LED board is an Insulated Metal Substrate (IMS) printed circuit board (PCB) for improved thermal management. Since the performance of the LEDs is heat sensitive [29], a temperature sensor is placed on the PCB on which the UV-LEDs are mounted. The sensor is used for overheating protection, whereby if the temperature of the PCB reaches a pre-defined value (60°C), the electrical power to the LEDs will be switched off until the PCB cools down and user actively turns it on again. Since the temperature sensor is located at a distance from the UV-LEDs it can only measure the temperature of PCB board, rather than the usually much higher junction temperatures the LEDs. A cut-off value of 60°C was chosen by determining the PCB temperature at the intensity of the light output of the 36 UV-LED system was unchanged as the drive current to all 12 LED channels was increased.

Measurements of the LED optical power versus current characteristics revealed that there is a ±10% variation in their optical power output at the same drive current, as well as ±2 nm variation in the dominant emission wavelength in even a small batch of devices; see Fig. S2 for example. In order to achieve a better control of the optical power delivered to the photocatalyst, an electrically erasable programmable read-only memory (EEPROM) chip is added to the LED light source circuit. The EEPROM holds calibration information that is used to estimate the intensity of each channel at different electrical power levels and the offset of the emission wavelength from the nominal value (365 nm); see Fig. S3 for a memory map of the EEPROM. Using this information and the fact that each LED channel has its own driver, the controller is able to adjust the input power to any channel and thus minimize the non-uniformity across the surface of the photocatalyst. Placement of the EEPROM chip on the LED board (see Fig. 2a) ensures that the calibration information stays with the light source. This allows the UV light source to be used with a different controller yet maintain the same performance.

### 2.6 Drift sensor

During extended use the intensity and wavelength of a UV-LED can degrade [35] and such changes will affect the outcome of measurements of photocatalytic behavior. In order to ensure that the UV-LED characteristics have not changed significantly, a drift sensor was incorporated into the system. This sensor consists of 12 ambient light sensors (Avago Technologies APDS-9301-020) comprising two photodiodes, one sensitive to visible light, the other sensitive to UVA light with the latter used for calibrating the UV light source [35]. The sensor communicates with the control electronics via Inter-Integrated Circuit (I2C) communications protocol.

![Drift sensor setup](image)

**Fig. 5.** (a) schematic of sensor board with light sensors (indicated) distributed evenly across the board (b) image of drift sensor.

The drift sensor is made in the form of a disk as shown in Fig. 5 in order to fit into the photocatalyst sample holder. Although the drift sensor provides only a relative measurement of the UV-LED intensity, since the responsivity of the UVA photodiode has not been calibrated against a light source with a known power output, this is sufficient to ensure that the variation in intensity of UV light produced by different LED boards is within ±2% of a user-defined value. Its other uses are to enable additional checks of relative UV-LED intensity, the uniformity of light distribution across the photocatalyst and acquiring of calibration data that is stored in the EEPROM. The drift sensor can also be used for recalibration of the system.

### 3. System performance

#### 3.1 Calibration of system
Several factors need to be taken into account when using the drift sensor to calibrate the 36 UV-LED light source. First, LED-to-LED variations in optical power output need to be balanced out and, second, geometric factors need to be accounted for. The latter include skewing of the ±45° emission cone (Fig. 6a) of individual UV-LEDs from the surface normal of the LED circuit board. The skewing arises from non-optimum soldering the UV-LEDs onto the circuit board and from misalignment of the lenses used in the device packages to maximize the optical power radiated into a ±45° cone about the nominal UV-LED surface normal. These factors combine to cause significant non-uniformity in the intensity distribution over the surface of the photocatalyst.

In addition, the use of a drift sensor to calibrate the lighting system requires the dependence of the photocurrent generated in a given photodiode on the relative positions of its 12 photodetectors and the three UV-LEDs in a selected channel (Fig 6b).

Figure 6. (a) schematic of the relative positions two LEDs with respect to an individual sensor, (b) use of a drift sensor (S1) to calibrate the lighting system from the dependence of the photocurrent in a given photodiode on the relative positions of its 12 photodetectors and three UV-LEDs in a selected channel.

Figure 7a shows an example of the intensity distribution across the 40 mm diameter surface measured by the drift sensor for one LED channel (LEDs labelled “1” in Fig. 7b which replicates Fig. 2a to enable immediate visual comparison) excited by a 50 mA drive current. Fig. 7c shows the intensity map for the channel located diametrically opposite on the circuit board (LEDs labelled “7” in Fig. 7b) when excited by the same 50 mA drive current. Due to the symmetry of the layout of the LEDs on the circuit board, this should be an inverse intensity map. However, Fig. 7d shows that whilst the combined optical power distributions of the two oppositely located channels produces an intensity peak at the center of the photocatalyst holder, the equal intensity contours are skewed towards lower left.

The calibration procedure, now described, compensates for (a) the detector-LED alignment problem, (b) the variations in the electrical-to-optical power conversion efficiency of each channel and (c) any skewing of the radiation from particular channels. First, the optical power received by each of the 12 photodiodes on the drift sensor board is measured as each channel is excited in turn with a range of input currents up to 500 mA. The resulting optical power output versus drive current characteristic of every channel is then stored in the EEPROM on the LED circuit board.
Next, the contribution of the three UV-LEDs in a channel to the optical power, at a fixed drive current, incident on each of the 12 sensors on the drift sensor is calculated from the radiation pattern of LEDs from the manufacturer’s datasheet [26] and the photodiode responsivity, also taken from its manufacturer’s datasheet [36]. This was repeated for every LED channel to find the theoretical contribution of each UV-LED to the total optical power incident on each of the 12 photodiodes on the drift sensor board shown in Fig. 5. From these, data correction factors were calculated to apply to the drive current to the LED channels and thereby equalize the optical power received by the 12 photodiodes of the drift sensors.

It was found that the correction factors were dependent on the drive currents applied to the channels, owing to variation in the light output-current-voltage characteristics of the LEDs. Therefore, the procedure was repeated for a range of drive currents up to the 500 mA maximum to enable users to select the optical power level at the surface of the photocatalyst. Quadratic lines of best fit to the drive current dependence of the corrections factors of each channel were then constructed and the curve fitting coefficients stored in the EEPROM to enable selection of a desired optical power output via the user interface.

Fig. 8a shows the variation in the measured output intensities of the 12 channels on the LED circuit board with the user-defined (i.e. user-set) power level before the calibration is applied. The error bars on the data points do not represent the random errors in the measurement optical output power, which is in fact measured to better than 1% accuracy. Instead the “error bars” show the typical comparative range of the un-calibrated output power of each channel, i.e. each group of three LEDs, operating at nominally the same user-set intensity. In Fig. 8a, each 1% set intensity corresponds to a drive current increment of 10 mA. In other words, the observed range is actual rather than user-set intensity and demonstrates the need for rigorous light-source calibration procedure for fully quantitative measurements of photocatalytic reactions. The straight line corresponds to the unity gradient trend line between user-set and measured optical output power that would be obtained if each channel was perfectly calibrated.
Fig. 8. Comparison of UV-LED intensity output errors of the 12 channels on the LED circuit board before (a) and after (b) calibration.

Fig. 8b shows the impact of applying the calibration procedure. The measured output intensity at each of the user-set power levels now closely match the one-to-one trend line of a perfectly calibrated system. The only performance cost of calibration procedure is the reduction in total achievable output power which comes from matching the optical power output of every channel to that of the worst performing one. Overall, the measured intensity values are within ±0.5% of the set value over a drive current range of up to 500 mA.

3.2 Application to remediation of simulated palm oil mill effluent

The reactor design and UV calibration makes it possible to use on both immobilised materials and conventional suspensions. As a demonstration, the bench-top photocatalytic reactor with its calibrated 36 UV-LED light source has been applied to quantifying the degradation of cinnamic acid using 0.1 g·L⁻¹ of Degussa P25 commercial TiO₂. Cinnamic acid was chosen as model of phenolic compounds usually present in wastewater from palm oil industry at concentrations in the range of 50—200 mg/L, although it depends of the type of extraction process used. These compounds, present in effluents and landfills, are difficult to degrade and toxic to most microorganism present in water, and are of increasing environmental concern [37, 38].

Fig. 9 shows that a 90% of reduction of cinnamic acid concentration can be achieved within 30s at room temperature when the 36 UV-LED source is working at maximum calibrated emission power (100%). The combination of the stability of the UV light source, particularly its temperature control, and the temperature control of the reaction mixture achieved via the dual-wall design of the reactor provided the stability that allows the use of high irradiation power, to bring about an increase of photo-activity. Such UV-LED based bench-top reactors will contribute to better quantification of photocatalytic reactions to enable correct design of industrial processes for adequately cleaning the water-based effluent from various industrial processes to meet the environmental standards of cleanliness prior to being released rivers and aquifers. Indeed, a flow-through photocatalytic reactor that can work either with a supported catalyst, or as a slurry photo-reactor with a high intensity UV-LED illumination of the entire reactor volume has now been realized with its design based on the calibrated bench-top reactor described here.

4. Conclusions

This work describes a UV-LED based photocatalytic test reactor that provides a calibrated adjustable UV light source and pre-defined test conditions to remove as many sources of uncertainty in photocatalytic
analysis and thereby improve data reliability. It is shown that UV-LEDs emitting at a nominal wavelength of 365 nm have the potential to provide a rugged and high efficiency light source suitable for quantifying and calibrating photocatalytic purification of water-borne effluent. The demonstrated UV-LED system design includes a sensor board that enables the calibration of a 36-LED light source to correct for the variation in the individual UV-LED characteristics used arising from manufacturing process variability and skewing of the light emission from its ideal alignment to the surface normal of the circuit board on which the LEDs are mounted. The resulting calibration results in the illumination a 40 mm diameter photocatalyst placed 100 mm the LED circuit board with UV light of intensity in the range 0.048 – 2.4 W with a uniformity over the catalyst of ±2%. Further, the measured output intensity replicates user-defined optical power levels to an accuracy of ±0.5%. The test reactor therefore provides a selectable intensity of up to 1.9 kW/m² at the material surface for reliable and robust photocatalyst analysis.
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