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Abstract

The aim of this thesis is to use computer simulation methods to consider adsorption of both water and carbon dioxide onto oxide surfaces. The materials chosen have direct relevance to current environmental concerns, alkaline earth metal oxides for carbon sequestration and uranium dioxide for the storage and stability of nuclear materials. Chapter one outlines both previous experimental and computational work relevant to these research areas.

The computational methodologies used in this thesis are described in chapters two and three. Chapter two outlines how the forces between atoms in the simulation are modelled using both potential-based and electronic structure models. Chapter three details how these are then used to find lowest energy configurations.

The main results of the alkaline earth metal oxides are discussed in chapters four and five. Chapter four uses multiconfigurational static lattice simulations of water and CO$_2$ surface adsorptions to identify the most probable adsorption sites and to generate surface phase diagrams as a function of surface composition. Whereas the focus of chapter five is to model interactions in liquid water with both surface and nanoparticles.

Chapters six and seven describe the results of simulations on uranium dioxide. Chapter six uses electronic structure methods to model defects and non-stoichiometry in bulk and thin film structures. Chapter seven then describes the calculations of the interactions of water with uranium dioxide surfaces, in terms of both gas phase adsorption and the mineral – water interface with results showing the favourability of surface hydroxylation on the \{100\} and \{110\} surfaces.

Finally, a summary of the main findings and achievements of this thesis are given in chapter nine, along with a discussion of possible future work.
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Chapter One

Introduction

In recent times, improvements in computing power, as well as the performance and versatility of simulation codes, have allowed computational chemistry to tackle many more complex problems. Computational modelling allows researchers not only to help explain experimental observations but also to make predictions of material properties at the atomic level. The work contained in this thesis will apply computer simulation techniques to investigate materials with an environmental theme, namely those associated with carbon storage and with the stability of nuclear materials. Despite the apparent differences, the two areas require understanding of surface processes at oxide surfaces and thus the techniques deployed are common to both areas.
The central aim of the work in this thesis is to develop models of structure, stability and composition of the surfaces of oxide materials; therefore, there are three aspects we need to consider. The first is that of the surface termination, which is governed by the Miller index and, as illustrated in Figure 1.1, corresponds to the orientation of the cleavage plan. Second is the surface composition, as the position of the cleavage plane will also control the surface symmetry and the particular atoms found at the surface. Each Miller index can often give rise to a number of different surface structures, with different surface compositions. The surface termination, and hence composition, will also be governed the amount of impurities present. The focus of this work is to investigate the effect of hydration and carbonation, but other impurities or additives could play an important role. The final component is the stability, which can be calculated directly via computational methods. The stability can be inferred from the occurrence in the crystal morphology, i.e. in general, the most stable surfaces will be those expressed. Computational methods can be broadly split into two classes: atomistic modelling, using analytical potentials to describe the forces between atoms, and \textit{ab-initio} methods, such as density functional theory (DFT). These different simulation methods will be described in detail in chapter two.

\textbf{Figure 1.1:} Schematic showing the relationship and orientation of different Miller indices.
There are a number of different techniques for investigating surface structure and composition, the results of which are discussed in this thesis. These consist of both computational and experimental procedures. The relevant experimental techniques used are described below, which provide a valuable comparison for computational studies.

1.1 Experimental Methods for Studying Surfaces

A large number of different experimental techniques are used to consider surfaces. These are used to probe not only the surface structure and composition, but also the reactivity of the surfaces, in terms of adsorbates and morphological changes. For a more complete overview of these techniques and alternative methods, including their operation and the interpretation of results, see Prutton [1] and Atkins and de Paula [2]. One commonly used technique is low-energy electron diffraction (LEED). LEED involves bombarding a sample under high vacuum conditions with low-energy electrons. Using low-energy electrons ensures that penetration will only occur in the first few layers, making this surface sensitive. The electrons are then diffracted and measured, giving a pattern characteristic of the surface ordering. Although often used in preparation to check surface cleanliness and ordering, it can also be utilised to give information concerning surface symmetry and reconstruction, as well as information regarding adsorbed monolayers. However, LEED has the disadvantage that it lacks elemental or chemical information and cannot easily probe depth.

Ionisation techniques can be used to gain information of the surface composition. One commonly used technique is photoelectron spectroscopy. This is based on the application of Einstein’s photoelectric effect, as described by Equation 1.1.

\[ E_k = hv - \Phi \]  

1.1
where $E_k$ is the kinetic energy, $h\nu$ is the energy associated with the incident radiation and $\Phi$ is the work function, or binding energy. Practically, the sample is exposed to a beam of X-rays or UV light, giving rise to the forms of X-ray and UV photoelectron spectroscopy, or XPS and UPS, respectively. This radiation induces photoelectric ionisation, causing the emission of photoelectrons. Therefore, this method can effectively fingerprint a sample, allowing identification of surface composition, bonding characteristics and valence band features. Experimental studies of the unoccupied states in the conduction band can be studied using the related technique of Bremsstrahlung isochromat spectroscopy (BIS). This works in a complementary way to photoelectron spectroscopy, where an electron beam is directed at the sample. This then enters the conduction band, with decay leading to the emission of a photon. The technique of X-ray absorption near-edge spectroscopy (XANES) also allows surfaces to be characterised through the evaluation of unoccupied states. When X-rays pass through a sample, a certain number of them are absorbed and can cause the excitation of electrons. This electronic excitation occurs at characteristic wavelengths, where a large increase in the level of absorption is observed. This is known as an edge and the analysis of the small oscillations near the edge can give information about vacant orbitals, electronic configuration and site symmetry of the atom being measured. In addition, the excitation of electrons can occur at K, L or M edges, where the letter indicates the transition occurring between electron orbitals in terms of the change in quantum number.

Low-energy ion scattering (LEIS) also allows for the characterisation of both surface structure and composition. This works by means of directing a beam of charged particles at the surface, typically using ionised noble gases, such as He$^+$. As the ion only carries kinetic energy it is non-destructive and does not penetrate into the solid, resulting in high surface sensitivity. In addition, as it only interacts with surface atoms, it has the benefit that the data is not convoluted with bulk information. When the ion comes into contact with the surface, different processes can occur. As the name implies, LEIS measures the ion scattering that occurs, by measuring the
velocities and energies of these scattered ions, to gain surface information. A related technique is that of metastable-impact electron spectroscopy (MIES). This works in a similar way to LEIS, using metastable atoms, typically noble gases. When the electronically excited metastable atoms impact on the surface, most of the excitation energy is used to eject electrons from the surface. These emitted electrons are characteristic of their binding energy and therefore a spectrum can be recorded, giving information about the surface. However, as a large number of different de-excitation processes can occur using this method, it is difficult to interpret MIES spectra unambiguously.

The presence and relative binding of surface adsorbed layers can be investigated using temperature-programmed desorption (TPD). This method works by rapidly heating a sample and measuring the removal of surface adsorbed species, often with the use of a mass spectrometer. The rate of desorption can then be plotted as a function of temperature. The peaks on this plot represent the desorption of either different species or molecules in different chemical environments or bonding states and can be used to identify the different adsorption modes occurring on the surface. However, one of the obvious disadvantages is that this technique is destructive.

The visualisation of surfaces and nanoparticle morphologies can be achieved using electron microscopy. The scanning electron microscope (SEM) scans a focused electron beam across the surface of the material of study. At each scanning point some of the energy of the incident electron beam is lost, through conversion to heat, low-energy secondary electrons, X-rays and light emission. The energy of these can then be used to build up an image of the surface. SEM, like LEED, therefore gives good two dimensional resolution of the surface, with more local structure, however it also gives poor depth information. In contrast the related non-optical microscopy techniques of scanning tunnelling microscopy (STM) and atomic force microscopy (AFM), give good depth information but less accurate two dimensional resolution. These related techniques use a probe, in the form of a sharp tip, often made of platinum/iridium or gold, which can be rastered across the surface to build up a
surface topography rather than the electron beam of SEM. STM works by using the principal of quantum tunnelling, where, for a conducting surface, the measurement of the movement of electrons from the probe tip to the surface is used to build up an image of the surface topography by probing the orbitals of the surface atoms. If the electrons tunnel into the surface, information on the LUMO (lowest unoccupied molecular orbital) is gained, whereas the opposite is true for electrons tunnelling from the surface, providing information on the HOMO (highest occupied molecular orbital). Thus, STM gives both structural and electronic information at the atomic scale. AFM differs in that it does not require the surface to be conductive, instead measuring the forces acting between the surface and the tip, supported on a cantilever, to measure the topography of the surface. AFM provides very high depth contrast but is less good at precisely locating atom positions and $x$-$y$ resolution. Hence, it provides a good complement to SEM, which has good $x$-$y$ resolution but poor depth resolution.

The next sections of this chapter will provide an overview of recent work used as background information for the general aims of this thesis, using a combination of computational studies, as well as using the aforementioned experimental techniques. Although this discussion is by no means exhaustive, the studies described not only act as a basis for the work presented in this thesis, but also allow for the direct comparison of our results to previous work. This chapter will comprise of two sections, the first of which will consider previous work concerning the surface reactivity of calcium and magnesium oxides, with regards to water and carbon dioxide, as well as how these studies link to reducing the impact of global warming. The second section will consider previous studies which have considered the structure and stability of uranium dioxide. Previous work concerning the surface reactivity of uranium dioxide with water will also be discussed.
1.2 Global Warming and Carbon Sequestration

The first sections of this thesis will focus on the adsorption of water and carbon dioxide. The motivation for studying these processes is in relation to global warming and the enhanced greenhouse effect. In simple terms, this is caused by the increase in greenhouse gases, such as carbon dioxide, which adsorb the thermal infrared radiation emitted from the Earth’s surface, thus causing an increase in the surface temperature. Many methods are being investigated in an effort to reduce this effect through either the reduction in the amount of greenhouse gas emission, including the use of alternative fuels and energy generation, or through more efficiently disposing of waste gases. One form of the latter is through carbon sequestration, which is defined as the removal of anthropogenic carbon from the atmosphere and its long-term storage.

Carbon sequestration can be considered in a number of ways, including biological, though the uptake into trees and plant life, oceanic, through reaction with water in the world’s oceans, and geological, through underground storage or reaction with minerals to form the stable carbonates. This last form acts as the basis for studying the interactions of carbonate with minerals, as a thorough knowledge of the interaction of carbon dioxide and subsequent formation of carbonate phases is imperative to exploit this process fully.

Mineral sequestration, as it is termed, was suggested by Seifritz in 1990 [3] and was based on the natural weathering of alkaline silicates, due to its exothermic nature. The generalised reaction scheme for this process is highlighted by Equation 1.2.

\[
(Mg, Ca)_x Si_{2x-y} O_{2x-y} + xCO_2 \rightarrow x(Mg, Ca)CO_3 + ySiO_2
\]

His suggestion for this process was that pressurised carbon dioxide could be pumped into a closed container containing a suspension of pulverised silicates in water. The
resulting products could then be drained into deep ocean and the process repeated. Calcium and magnesium bearing minerals have been the main focus for mineral sequestration due to their natural abundance, reactivity with carbon dioxide and stability of carbonates. Although a number of alternatives have been considered, including hematite [4] and anthracites [5].

Although the mineral carbonation process is exothermic in nature, it is inherently slow and occurs naturally over hundreds of thousands of years. Previous research to identify and assess different feedstocks to use for this mineral sequestration process have mainly focussed on silicate minerals such as olivines and serpentines (hydroxysilicates) [6, 7], as well as CaO- and MgO-rich waste streams [8]. Olivines are known to be more reactive than the serpentines, although the abundance and wide availability of serpentines make them more attractive [9]. However, the major drawbacks of this method so far are that most studies have been based on high temperatures, partial pressures and reaction times, giving this process a high energy cost, although, chemical activation of such materials was shown to improve reactivity substantially with less energy-intensive conditions [10]. An assessment of cost, using wollastonite and steel slag as feedstock, was also carried out by Huijgen et al. in 2007 [11] finding that the current costs of the sequestration process is higher than other CO₂ storage methods. The cost of using steel slag was estimated as being lower than wollastonite, estimated at 77 and 102€ ton⁻¹, respectively. The major costs are associated with the feedstock and the electricity required for grinding the material and compression.

In order to help optimise the sequestration process, a number of studies have focused on understanding the carbonation process on the surfaces of the simple oxides and hydroxides of calcium and magnesium. Once the processes on these materials are more fully elucidated, the methods and techniques can be applied to more complex materials, such as the serpentines. However, due to the presence of water in the environment, an understanding of the interactions of this with these materials is also essential as it would invariably be present during the carbonation
process. Therefore, prior to discussing the work focusing on mineral carbonation, the next section will describe recent studies on the interactions with water.

1.2.1 Interactions of Alkaline Earth Metal Oxide Surfaces with Water

The simple oxides of calcium and magnesium have been extensively studied in recent times, both experimentally and computationally. For computational studies magnesium oxide is often thought of as a model system, due to its simple cubic structure and the spherical closed shell ions. Computational studies have mainly considered the low index surfaces, finding that the higher energy \{110\} and \{111\} surfaces undergo surface micro-faceting to increase the amount of \{100\} surface expression, hence reducing surface energy [12]. Due to the natural abundance of water, its interactions with the surfaces of calcium and magnesium oxide with water have also been studied extensively.

The adsorption of water on the \{100\} MgO surface has often been studied experimentally to help elucidate whether or not water dissociation occurs. For example, Xu and Goodman [13] used TPD, in conjunction with LEED and surface infrared measurements, to consider the structure and geometry of water on the MgO (100) thin film surfaces. Their results showed similar results to cleaved single crystals with a well-ordered surface structure. D$_2$O adsorption was studied on this surface, with no appearance of O-D stretches seen, thus indicating the presence of physisorbed water only. For the first adsorbed layer of water, desorption temperatures corresponding to binding energies of 0.56 and 0.69eV were seen, with peaks assigned to water molecules being perpendicular and angled to the surface, respectively. In addition, the coverage of the first adsorbed layer was reported as being 0.67. However, Johnson et al. [14], using a combination of MIES studies with computational \textit{ab-initio} calculation, found that although hydroxylation at the mineral – vacuum interface is not energetically favourable, hydroxylation is present at the mineral – water interface. This hydroxylation was attributed to the formation of a nearest-neighbour ion pair which can then more freely adsorb. XPS and AFM
studies by Abriou and Jupille [15] also found the presence of hydroxylation on freshly cleaved MgO surfaces. However, after adsorption-desorption cycles this ability was seen to decrease, due to the hydroxyl adlayer altering the surface structure, resulting in poorer adsorption. Although surface characterisation did not extend beyond discerning that the surface which had been exposed to water vapour was visibly different under AFM than a freshly cleaved surface under nitrogen.

Computational methods have also been used extensively to consider the interactions of water with CaO and MgO surfaces, particularly from the view of dissociative adsorption. Adsorption on the \{100\} surfaces were reported by de Leeuw et al. [16] to be generally unfavourable, however at a coverage of 75% a stabilised surface was seen. This stabilisation was seen to be provided by an extensive surface rearrangement with surface cations relaxing upwards giving rise to a more rumpled surface, where the hydroxides are able to form an additional bond to the displaced cation as well as the original cation – hydroxide bond. The dissociation of water on the (001) MgO surface was further investigated using DFT by Refson et al. [17]. They also found the (001) surface to be unstable to hydroxylation. However, upon hydroxylation they found reconstruction to form the hydroxylated (111) surface, which they proposed was the most stable surface under ambient conditions, rather than the pure \{100\} surface. This hypothesis also fits with the experimental observations of why the dissociation of water is observed experimentally. The hydroxylated (111) MgO surface is identical in structure to the Mg(OH)$_2$ (0001) surface and hence explains why dissolution rates for MgO and Mg(OH)$_2$ were seen to be identical over the pH range 2-5 by Vermilyea [18]. The adsorption of water on CaO was also considered using DFT by de Leeuw et al. [19], showing that physisorption of water would preferentially occur on the \{100\} surface. Evaluation of different surface concentrations showed that at 50% coverage, water molecules orient both perpendicular and parallel to the surface, showing hydration energies of 69.9 and 56.0kJ mol$^{-1}$, respectively. However, when monolayer coverage is attained, repulsion between the water forces the water molecules to be positioned in a perpendicular orientation, with a hydration energy of 71.5kJ mol$^{-1}$. Dissociated
water adsorption was also modelled, however, it was found to be unstable, with recombination of OH groups to form molecular water.

The effect of coordination number on water adsorption has also been investigated by considering dissociative adsorption on the stepped {100} surface, using the {310} termination, and micro-faceted {110} surfaces [16]. de Leeuw et al. found adsorption to be energetically favourable, with adsorption preferentially occurring on low-coordinated sites. The physisorption of water on clean and hydroxylated MgO surfaces was then considered [20] and again the results suggested that associatively adsorbed water is favoured on low-coordinated sites. In addition, physisorption at five-coordinated surface ions on the {310} surface is stabilised by hydroxylation of the step edges. Larger hydration energies for molecular water adsorption were also seen on the hydroxylated surfaces. The effect of ion coordination on the dissolution of hydroxylated CaO and MgO surfaces was later studied by de Leeuw and Parker [21]. This showed that the dissolution of MO units from three- and four-coordinated sites is more energetically favourable than from five-coordinate {100} sites. For the planar {110} surface, dissolution was seen to be particularly favourable, with hydroxylation stabilising the resultant surface and forming a facetted, hydroxylated surface structure.

Simulations of the interaction of surfaces with liquid water have mainly been considered by studying the nature of the mineral – water interface. In 1998, de Leeuw and Parker [22] considered the structure of water above {100} and {310} MgO surfaces. They found a layered structuring of water above the surface, with the greatest density being closest to the surface. This density then reduced as distance to the surface increased, showing an oscillatory distribution. The {310} surface however showed less distinct ordering but the presence of strongly coordinated water was noted in the position inside the steps. This structuring of water above mineral surfaces has also been highlighted by Kerisit et al. [23] on the {10 ̅4} calcite surface, showing distinct areas of high water density present at the surface, which then decreases in an oscillatory manner moving away from the surface. In
addition, further studies by Spagnoli et al. [24] on hematite surfaces showed variation of water orientation with the layering. The water molecules closest to the hydroxylated (0001) surface of hematite showed a perpendicular orientation, relative to the surface, with the hydrogen atoms directed away from the hydroxyl layer. The second layer then had water molecules orientated with hydrogen atoms pointed downwards towards the first layer. In addition, the diffusion coefficient and charge density in salt solutions was also seen to follow a similar oscillatory pattern to the water density. Kerisit et al. [25] modelled the adsorption of metal ions to the \{10\overline{1}4\} calcite surface, showing that free energy adsorption profiles show an inverse relationship to water density. This was reasoned that the adsorption profile is affected by electrostatic interactions, showing energy barriers in regions of high hydrogen density but low free energies in oxygen density. Therefore, indicating that the diffusion of species to and from surfaces is clearly influenced by the structuring of water in the region above the surface.

A number of studies have also considered the interaction of water with magnesium oxide nanoparticles. Nanoparticles formed from MgO smokes characteristically give rise to cubic particles, dominated by the \{100\} surface [26]. The work of Hacquart and Jupille [27] considered the effect of dissolution in liquid water at neutral pH. Their studies showed that after immersion in water, following a period of seven days, the cubic MgO nanoparticles changed shape to form octahedra. This occurred via a process of (110) facets forming on the edges of the cubic crystal, followed by the appearance of (111) corner faceting, which eventually dominated to form fully hydroxylated (111) surfaces, giving the octahedral shape. However, comparisons with acidic solutions deemed that a necessary condition is a preservation of the symmetry throughout the dissolution process, as the faster dissolution rates in acidic solutions resulted in truncations parallel to the (110). Geysermans et al. [28] used DFT simulation to support this proposed dissolution pathway, via determination of morphology using calculated surface energies. In addition, the unexpected appearance of the (110) facets was attributed to kinetic effects, through the use of constrained Wulff constructions, where the (111) energies were discounted to mimic
its slow growth. In addition, at lower temperatures and partial pressures, hydroxylated (100) facets on the corners of the octahedral shape were predicted to occur.

An understanding of how the presence of water will affect these surfaces is clearly important, however, the interactions of carbon dioxide are crucial to the understanding of the carbon sequestration process and yet little comparable work has been done. The next section will therefore focus on relevant studies which have considered this interaction.

1.2.2 The Surface Adsorption of Carbon Dioxide

The interaction of carbon dioxide with alkaline earth metal oxides has not been as widely studied as the interactions of water; however, there have been a number of key studies in this field. The majority of modelling work has focussed on the bonding mode of carbon dioxide. Jensen et al. [29], for example, used cluster-based DFT calculation to determine theoretical IR frequencies following carbon dioxide adsorption on CaO and MgO surfaces. The findings of this study showed that CO$_2$ binds as a monodentate carbonate ion on edge sites on MgO, but bidentate on corner sites. Whereas, for CaO they found that both sites showed monodentate bonding. This work has also supported other computational and experimental work. Fukuda and Tanaka [30] reported experimental IR studies which indicated that only monodentate bonding is seen for CaO at room temperature, with bidentate bands appearing above 350°C. Bidentate bands were also reported for MgO, which were seen to decrease with increased loading. Shen et al. [31] provided TPD results indicating adsorption energies ranging from 80 to 170kJ mol$^{-1}$, depending on the surface coverage. Further TPD and IR studies by Yanagisawa et al. [32] also found two distinct carbonate groups on MgO surfaces, with the least stable assigned to the monodentate carbonate.
Pacchioni et al. [33] used ab-initio cluster modelling to consider the difference in reactivity of CO$_2$ chemisorption on the CaO and MgO (100) surfaces. Their results indicate that the carbonate species formed on the CaO surface is much more strongly bound than on the MgO surface. This difference was attributed to be a cause of the electrostatic stabilisation of the surface anion. They reasoned that the smaller Madelung potential of CaO destabilises the surface O$^{2-}$ anion more than in MgO, resulting in a higher reactivity. Therefore, a regular CaO surface oxygen site was seen to behave similarly to a low-coordination defect site in MgO. This was further shown by the MIES study by Krischok et al. [34], which confirmed that CO$_2$ takes the form of a carbonate, through reaction with O$^{2-}$ surface anions, with chemisorption taking place on regular oxygen sites for CaO and at low-coordinated oxygen ions only for MgO. More recent experimental studies include those of Voigts et al. [35] (MIES, UPS and XPS) and Kadossov and Burghaus [36] (TPD and DFT modelling) on the adsorption of CO$_2$ on CaO (100) surfaces. Their results again confirming that carbon dioxide adsorption occurs via carbonate formation, leading to a closed layer of CaCO$_3$. In addition, the results of Voigts et al. suggest that reaction stops after monolayer coverage is formed.

In addition to the reactivity and adsorption processes on the simple binary oxides, researchers have also considered the hydroxides. The study of the metal hydroxides has the appeal that they can act as model systems for the use of minerals containing hydroxide lamella, for example magnesium hydroxide itself and serpentines. In addition, the dehydroxylation process, which inherently accompanies carbonation, can also lead to surface disruption which could potentially enhance reactivity. Although the dehydroxylation processes itself has been studied in some detail [37, 38] the gas-phase carbonation has had considerably less attention. Therefore the combined dehydroxylation/carbonation reaction on magnesium hydroxide has been considered both experimentally, for example, Béarat et al. [39], and computationally, for example, Churakov et al. [40]. Béarat et al. used a range of experimental methods, including elemental analysis, thermogravimetric analysis and mass spectrometry, to consider this process. Their results indicated that the
dehydroxylation precedes carbonation as a distinct yet interrelated process. In addition, they reported that above the minimum CO$_2$ pressure required for carbonation, both the reactivity towards carbon dioxide and dehydroxylation were found to decrease. Of more practical significance was their finding that if the dehydroxylation process was conducted at low temperature (375°C), porous intermediate materials were formed, with enhanced carbonation reactivity at ambient conditions. Churakov et al. studied this reaction further with DFT methods. Results of the surface simulations revealed that the (1\ 1\ 00) surface could be dehydroxylated with the greatest ease and that the formation of vacancies between neighbouring (0001) planes may favour the diffusion of protons and hydroxide groups, facilitating further dehydroxylation. In addition, their analysis of the reaction pathway indicated that, for the dehydroxylation, the rate limiting step is the breaking of the Mg - O bond. However, for carbonation, the rate limiting step is the $sp^2$ hybridisation of the carbon atom. In addition, the formation of the carbonate unit itself requires the presence of an under-coordinated magnesium ion, therefore making the processes interrelated. As well as the reaction process, they also considered the compatibility of magnesite and brucite surfaces. This showed that the (1\ 1\ 00) surface, with channels running perpendicular to the surface to facilitate movement of OH and H ions to the surface, is compatible with the lowest energy (10\ 1\ 4) surface of MgCO$_3$, making the formation of a carbonation layer, with epitaxial growth, favourable on this surface.

The use of nanoparticulate CaO-based CO$_2$ adsorbents has also received attention in the literature. For example, Wu et al. [41] considered the adsorption properties of micro- and nano-sized CaO/Al$_2$O$_3$, using thermogravimetric analysis to assess the adsorption ratio. The durability of these sorbents was considered after a period of 50 cycles, with a carbonation temperature of 650°C and a calcination temperature of 800°C. Their results showed that nano-sized sorbents have both a faster decomposition rate and higher adsorption ratio to the micro-sized sorbents. For the nano-sized sorbent, durability studies showed an adsorption ratio of 68.3%, comparing with 44% for the micro-sized material. Following repeated carbonation,
X-ray diffraction and SEM studies showed that the microstructure and composition was seen to change for the nano-sized material, with pores in the material widening and the formation of \((\text{CaO})_{12}(\text{Al}_2\text{O}_3)_7\), which acts to stabilise the compound. In addition, Lee et al. [42] considered MgO-based sorbents using \(\text{K}_2\text{CO}_3\) as a promoter for \(\text{CO}_2\) capture at low temperatures. They found that the presence of water vapour causes a reduction in the temperature needed for \(\text{CO}_2\) sorption. Increasing relative humidity was also seen to increase the \(\text{CO}_2\) capture capacity.

The work in this thesis, however, is not solely confined to the consideration of alkaline metal oxide materials. The interaction of water with uranium oxide surfaces is also studied. Therefore the remaining sections of this chapter will focus on the motivation and relevant work concerning this material.

1.3 The Storage and Stability of Nuclear Materials

The early actinide oxides, namely the dioxides, \(\text{AnO}_2\), have uses in a number of nuclear technologies, particularly those of thorium, uranium and plutonium. Due to this, a complete understanding of their reactivity is imperative for both their use and long-term storage. This is particularly important in terms of their stability. Spent nuclear fuels, for example, in the United States in the 1970s were placed in water storage. Following this, they were dried and placed in storage tanks containing a zirconium-based cladding. Following studies have indicated that water will often be present on both the fuel elements and cladding material, as detailed by Hedhili et al. [43]. Therefore, the interaction that occurs with water is important to characterise to fully evaluate what is occurring with these materials. In addition, an understanding of their reactivity and storage capabilities can help to further elucidate any environmental impacts these materials may have.

The work detailed in this thesis will focus solely on uranium dioxide. However, due to the presence of the localised \(f\)-electrons, accurate simulation is not always straightforward. Therefore, prior to considering relevant studies concerning the
reactivity of uranium dioxide with water, a review of key experimental and computational studies of its electronic and magnetic structure will be conducted.

1.3.1 Understanding the Structure and Properties of Uranium Dioxide

The crystalline oxide phases of uranium can exist with a variety of oxidation states and stoichiometries, where the variability in formal valence ranges from +3 to +6. The main structure types of uranium oxide are UO$_2$, U$_4$O$_9$, U$_3$O$_8$ and UO$_3$ [44].

Uranium (IV) dioxide is known to crystallise in a face centred cubic, fluorite-like structure. One consequence of this fluorite-type structure is the presence of octahedral holes in the structure, which allows for the addition of interstitial atoms, thus allowing the formation of hyperstoichiometric UO$_{2+x}$. The defect structure for UO$_{2+x}$ was shown by Willis [45] using neutron diffraction, indicating that oxygen vacancies and interstitials tend to cluster together, with no change to the uranium sublattice. This gave rise to the 2:2:2 structure, containing two oxygen vacancies, two interstitials displaced from the octahedral site along the <111> and two interstitials displaced from the octahedral site along the <110>. A number of simulation studies have modelled the defect properties of UO$_2$. Most notable is that of Catlow [46], using potential-based methods to consider defect formation energies, migration activation energies and defect clustering. Other significant work on defective UO$_2$ includes potential-based studies by Jackson et al. [47], as well as DFT-based simulations by Gupta et al. [48] and Nerikar et al. [49].

For the stoichiometric oxide, the band structure has been considered and elucidated using both experimental and computational studies. The valence band structure was characterised using XPS by Veal et al. [50], with complementary work carried out by Baer and Schoenes [51] using a combined XPS/BIS approach to consider the complete band structure of UO$_2$. A complete review of the photoelectron spectra can be found in Naegele et al. [52].
In summary, the experimental results show that the top of the valence band structure is comprised of O 2p and U 5f bands. The splitting of occupied and unoccupied 5f bands across the band gap gives rise to UO₂ being a Mott insulator, where conduction is caused by f-f transitions. To further study this region at the top of the valence band, Wu et al. [53] used XANES to consider the nature of the O 2p band by considering adsorption at the O K edge in UO₂, along with the DFT-calculated density of states. Their results showed the presence of O 2p hybridisation with d- and f-orbitals, with additional crystal field splitting observed.

Computational studies have also modelled the band structure, through the generation of partial density of states, using a range of techniques. The majority of studies have used DFT techniques to simulate uranium dioxide [54], however, standard DFT methods are known to fail for these materials, for example, predicting UO₂ to be metallic [55, 56]. However, despite this Kudin et al. did find very good agreement with the experimental lattice constant and bulk modulus, suggesting that the strong correlation effects which give rise to the band gap do not significantly affect the bonding properties of UO₂. In an effort to generate the observed band gap in these materials, a number of researchers have used alternative DFT approaches, for example, the DFT+U method [57, 58], which adds an on-site correction to the actinide elements to increase the localisation of f-electrons, and hybrid-DFT [56, 59, 60], which include a certain amount of Hartee-Fock exchange. Both of these techniques have been found to reproduce the band gap of UO₂. The relative positions of bands seen in the partial density of states is shown in Figure 1.2, adapted from the results of Ryzhkov and Kupryazhkin [61]. As can be seen, the band gap is due to the splitting of the uranium 5f bands, with hybridisation occurring with oxygen 2p and uranium 6d bands. For full details, including the relative intensities of bands, see the published total and partial density of states by Ryzhkov and Kupryazhkin. The hybridisation of orbitals also gives rise to a certain degree of covalency in these materials, as shown by Kelly et al. [62], through the calculation of the band structure with values of ionicity of +2 and +4 on uranium. With the reduced ionicity providing results of the band structure more in line with experimental XPS data.
The presence of unpaired $f$-electrons in these materials also gives rise to the formation of different spin configurations and magnetic structures. The magnetic ordering of UO$_2$ was first established by Frazer et al. [63] in 1965 using neutron diffraction studies. Their results showed that at the Néel temperature of 30.8K UO$_2$ undergoes a transition from antiferromagnetic (AFM) to paramagnetic ordering, i.e. from an ordered structure of alternating spins to a disordered magnetic structure. Therefore, the magnetic structure consists of (001) ferromagnetic (FM) sheets stacked in an alternating fashion. Work by Faber and Lander [64] and Laskowski et al. [58] have also suggested a noncollinear magnetic structure from the observed oxygen displacement from the fluorite lattice positions and calculated electric field gradients, the change in the electric field at an atomic nucleus caused by the charge distribution and changes in position of other nuclei. However, a number of studies using a DFT+U [57, 59, 65] have approximated the AFM structure using a collinear
model, with spin-coupling effects neglected, and found good agreement with lattice energies, lattice parameters, band gaps and bulk physical properties indicating that this approximation is appropriate to use.

Following the work surrounding the bulk properties of the material, a number of surface studies have also been carried out using both experimental and computational approaches. These have not only assisted in characterising the low index surfaces of uranium dioxide, the central focus of this study, but also their interaction with water.

1.3.2 Uranium Dioxide Surfaces and their Interaction with Water

As the work in this thesis aims to consider the surface chemistry associated with water adsorption for the surfaces of UO$_2$, it is important to consider the work that has preceded it. These surfaces have been studied and characterised using both experimental and computational studies. Muggelberg et al. for example, used STM and LEED to study both the (100) [66] and (110) [67] UO$_2$ surfaces. Their results of the (100) termination indicate an oxygen-terminated surface with 50% surface vacancies, due to polar nature of this surface. The appearance of a maze-like topography was also seen, attributed to surface trenches formed from \{111\} facets. This surface faceting of the (100) UO$_2$ surface was also considered using computational methods by Tan et al. [68]. Their study considered the effects of different trench configurations on this surface, using atomistic modelling. The results concurred with that of Muggelberg et al. in that the formation of trenches on the surface indeed reduces the surface energy from that of the planar surface.

STM was also used to consider the (110) UO$_{2+x}$ surface. The results suggest that the stoichiometric surface has a slightly defective surface, with rows of UO$_2$ missing in the [1 1 0] direction. The addition of oxygen allowed them to consider the hyperstoichiometric surface. Oxygen insertion into a subsurface interstitial position resulted in the formation of uranium dimer structures, seen to occur in pairs on the
surface, which was believed to an electronic effect. A further type of oxygen superstructure was also seen on adsorption of molecular oxygen, with the oxygen adsorbate occupying surface interstitial positions. The formation of both of these structures appeared to be stable, as only a small amount of adsorbed oxygen was seen to move into the subsurface interstitial positions during annealing, with no observed diffusion into the bulk.

The morphology of \( \text{UO}_2 \) was studied experimentally by Castell [69]. He employed SEM to study the size and shape of microscopic voids in \( \text{UO}_2 \) single crystals. The aim of this was to consider the shape of the voids to gain information on the relative stabilities of the surfaces. This follows that the thermodynamic equilibrium shape of a crystal is directly related to the surface energies. In addition, the presence of trapped gas in the structure will form voids within the crystal, which will also exhibit the same thermodynamic morphology following extended annealing. The SEM results showed the morphology of the voids to be comprised of \{111\} and \{100\} surfaces. The \{111\} surface was seen to dominate giving rise to a truncated octahedron morphology, as shown in Figure 1.3.

In addition, the analysis of surface areas allowed Castell to predict a ratio for the surface energies, \( \gamma \), of the two surfaces of \( \gamma_{(001)} / \gamma_{(111)} = 1.42 \pm 0.05 \). The benefit of this is that it allows a direct comparison to computational studies. However, many surface studies using simulation methods find a \( \gamma_{(001)} / \gamma_{(111)} \) ratio greater than reported by Castell. For example, the Catlow [46] and Busker [70] potentials give ratios of 1.91 and 2.08, respectively. However, it was suggested that this discrepancy may be a result of the surface faceting observed experimentally by Muggelberg et al. The results of Tan et al. do indeed give closer agreement for the surface energy ratio to 1.67 and 1.85, for the Catlow and Busker potentials, respectively, as a result of surface faceting. However, despite this reduction, the predicted morphologies are still comprised solely of the \{111\}. Tan et al., however, did suggest that a further reduction in \{100\} surface energy may be a result of surface hydroxylation which would act to further stabilise this surface.
Figure 1.3: Schematic showing the truncated octahedron Wulff shape of UO$_2$ determined using the ratio of $\gamma_{(001)} / \gamma_{(111)}$ reported by Castell [69]. {100} and {111} surfaces are coloured yellow and blue, respectively.

Experimental methods have been used to consider the interaction of water with UO$_2$ surfaces. The surface hydroxylation of the (001) surface of UO$_2$ has been studied experimentally by Hedhili et al. [43] using a combination of XPS and LEIS techniques with D$_2^{18}$O. The results of the study by Hedhili et al. concluded that water is completely dissociated on the (001) UO$_2$ surface. This is seen by incorporation of $^{18}$O into the surface, with no evidence of OD formation after water exposure. The adsorption of water on this surface has also been considered using TPD by Stultz et al. [71] using both stoichiometric and defective surfaces. The adsorption of water on these surfaces was assessed through studying H$_2$ desorption, used as an indicator of complete water dissociation. Their results, however, suggested that on pristine, well-annealed (100) surface no dissociation is observed, whereas significant dissociation is seen on the oxygen deficient Ar$^+$ sputtered surface. A similar study was also conducted on the (111) surface by Senanayake and Idriss [72], again using stoichiometric and defective surfaces. Their results showed similar results as those of Stultz et al. where the clean surface showed no water dissociation but a significant amount on the reduced surface.
The interaction of water with UO\(_2\) surfaces has also been studied using electronic structure calculation by both Hay [73] and Skomurski et al. [74]. The study by Hay considered the adsorption of a single water molecule, in both a hydrated and hydroxylated manner, on the \{110\} and \{111\} surfaces of UO\(_2\) using a plane-wave DFT approach. With his results indicating that hydroxylation is favoured on the both the surfaces. The work of Skomurski et al. then continued this by again modelling the adsorption of a single water molecule on the \{111\} surface, but also by considering the monolayer coverage, as well as the electronic effects of both processes. However, for the adsorption of a single molecule of water their results differed slightly, with hydrated water being favoured over hydroxylated. This change was attributed to the difference in computational methods. Although both used similar simulation techniques, Hay used slabs with water added to one side and the bottom layers of the UO\(_2\) slab held fixed to mimic the underlying slab, whereas Skomurski et al. used a model which fully relaxed, with adsorption on both sides. However, their analyses of the through-slab and between slab interactions were found to have a negligible contribution. For monolayer coverage, decreased adsorption energies were seen whilst still pertaining to the same trend. Consideration of the electronic effects found that for both hydration and hydroxylation there is no significant sharing of electron density between the UO\(_2\) slab and water, indicating that the attractive interaction is mainly electrostatic in nature, with some further stabilisation provided by hydrogen bonding. However, the polar nature of the water and hydroxide species does caused some repulsion to the electron density causing a slight increase in the charge of the uranium atoms involved in the adsorption.

The hydroxylation of UO\(_2\) surfaces has also been considered using potential-based methods, most notably by Abramowski et al. [75] and Tan et al. [76]. Both studies showed similar results, which indicated that the \{100\}, \{110\} and \{111\} surfaces are favourable to hydroxylation, with increased coverage leading to reduced surface energies. In addition, the \{100\} surface changes its order of stability from least stable when dry to most stable when hydroxylated. Further to the work of
Abramowski et al., Tan et al. also considered hydroxylation of a faceted \{100\} surface. They found that at 50% coverage, hydroxylation of the trench structure gave rise to a more stable energy than the planar \{100\} surface. However, at monolayer coverage, the planar surface dominates.

The next section will further summarise the previous work carried out in the subject areas concerning the work in this thesis, using them to state the aims of this work to produce results which will not only add to the current knowledge base but also be of chemical significance.

1.4 Conclusions and Aims of Thesis

In light of the previous work on these subject areas, further investigation is clearly required for a more complete understanding of these systems. The simple metal oxides show that for water adsorption, well-ordered surfaces, such as the \{100\} surface, will preferentially undergo adsorption of molecular adsorption rather than dissociated water. However, the dissociation of water is much more favourable on defective or rougher surfaces, in particular for the polar \{111\} termination. In terms of carbonation, studies have suggested that carbon dioxide is indeed favourable with the adsorption modes giving rise to monodentate adsorption on CaO (100) surfaces but a mixture of mono- and bidentate on MgO (100) surfaces. However, there has been no significant study of the effect the co-adsorption of water has on surface carbonation. The fact that brucite surfaces need a necessary dehydroxylation process prior to carbonation suggests that surface hydroxylation will indeed limit the carbonation potential. However, the interactions between these species have not been considered. Therefore the main aims of this work on these materials will include:

- Quantitative understanding of the effect of water co-adsorption on the surface carbonation, as well as variation of the partial pressures of the two adsorbates.
• Investigate the interactions of carbonate with liquid water at the mineral – water interface, with focus on the effect this plays on the structure and mobility of water.

• Examining the differences between continuous surface and nanoparticulate systems with respect to surface hydroxylation and carbonation.

In terms of the uranium dioxide, previous studies of bulk UO$_2$ have shown that despite the difficulties of modelling UO$_2$ with DFT, the band structure can be corrected predicted using a DFT+U methodology. However, there has been little work on considering the distribution of charge and spin density for this material. In addition, there has been little computational simulation on thin film structures of UO$_2$, with previous studies focussing on simulating the bulk and surface structures. Studies of the surfaces and their interaction with water show that the surface hydroxylation can impact both the surface energy and resulting equilibrium morphology. However, studies have mainly only considered the dissociative adsorption of gaseous water, with little consideration of either the associative adsorption, or the interaction of UO$_2$ with liquid water. Therefore, in this work the general aims will include the initial addressing of:

• Modelling the structure and stability of low index UO$_2$ thin film structures
• Estimate point defect energies and the non-stoichiometry behaviour to assess the oxygen segregation.
• Study the interactions of both associative and dissociative water adsorption on surface stability, including the effect of varying surface coverages.
• Evaluate the interactions between UO$_2$ surfaces and liquid water to characterise this interface, allowing the consideration of reaction sites.

Prior to the discussion of the main results of this study, the description of the computational methods used is required. This will be the focus of the next two chapters. Chapter two will discuss different methods of calculating the forces which act between atoms in a system, thus allowing the calculation of energies. Chapter
three, however, will describe the computational techniques which can then utilise this information to find lowest energy structures, as well as calculating dynamical and surface properties.
Chapter Two

The Calculation of Forces

The successful modelling of any chemical system relies upon the modelling of the forces and interactions between atoms. The correct description of these forces is crucial for accurately modelling any system. Two distinct simulation approaches can be used to model these interactions; each containing a certain number of assumptions to allow a trade off to be made between accuracy and simulation time.

The different methods can be broadly separated into two main approaches: quantum mechanical and classical methods. Classical, or potential-based, methods do not model electrons explicitly and consider only the attractive and repulsive interactions between atoms, using parameterised equations. Thus these methods can
calculate the interaction energy rapidly but suffer from not allowing for electronic redistribution. Quantum mechanical, also known as electronic structure or \textit{ab-initio}, methods model the electron wave functions themselves, using approximations to effectively solve the many-bodied Schrödinger equation directly. However, these are still not at the stage of guaranteed accuracy because they do not yet incorporate all electronic contributions. They can also be very computationally expensive. The work in this study employs both techniques and thus the background and theory to these techniques is the main concern of this chapter.

2.1 Quantum Mechanical Techniques

Quantum mechanical methods aim to describe a chemical system accurately by solving the many-bodied Schrödinger equation at some level of approximation. The time-independent form of the Schrödinger equation is shown by Equation 2.1 below:

$$\hat{H}\Psi = E\Psi \quad 2.1$$

where $\hat{H}$ is the Hamiltonian operator corresponding to $E$ being the total energy of the system and $\Psi$ is the electron wave function. The Hamiltonian itself contains the operators for the kinetic and potential energy of the system for both the nuclei and electrons and can be expressed in these terms, as described by Equation 2.2.

$$\hat{H} = \hat{T}_n + \hat{T}_e + \hat{V}_{nn} + \hat{V}_{ee} + \hat{V}_{ne} \quad 2.2$$

where $\hat{T}_n$ and $\hat{V}_{nn}$ are the kinetic and potential nuclear operators, $\hat{T}_e$ and $\hat{V}_{ee}$ the equivalent operators for the electrons and $\hat{V}_{ne}$ is the nuclear – electron interaction. For simulation codes, the problem is that the Schrödinger equation can only be solved accurately for single-electron systems. It is not feasible to solve for a many-bodied system as the complete wave function cannot easily be decoupled into a set
of independent equations because of the $\hat{V}_{ee}$ term. Therefore, a series of approximations need to be employed to allow it to be used.

The $\hat{V}_{nn}$ term is often removed and the energy calculated, $E$, is simply the electronic energy of the system. Therefore, if $W$ is defined as the total energy:

$$W = E + \hat{V}_{nn}$$

However, it is immaterial whether one solves the Schrödinger equation for $E$ and then adds $\hat{V}_{nn}$ afterwards, or includes $\hat{V}_{nn}$ in the definition of $\hat{H}$.

The Born-Oppenheimer approximation is often used for electronic structure methods, allowing the nuclear and electronic degrees of freedom to be decoupled. Electrons are both faster and lighter than the nuclei; therefore the electronic wave functions depend upon the nuclear positions but not their velocities. This allows the nuclei to be described classically as fixed charges, becoming part of the external potential. Therefore, the Hamiltonian becomes:

$$\hat{H} = \hat{T}_e + \nu_{ext} \left\{ [R_i] \right\} + \hat{V}_{ee}$$

This considers a system of $N$ electrons in an external potential, $\nu_{ext}$, imposed by the nuclear positions, $R_i$.

### 2.1.1 Density Functional Theory

Density functional theory (DFT) is one of the various electronic structure methods and allows the $N$-electron wave function and its associated Schrödinger equation to be replaced by the simpler electron density and its associated calculational scheme. A major innovation in modern-day DFT was by the work by Hohenberg and Kohn.
[77], which legitimised both the use of electron density, $\rho(\mathbf{r})$ as a basic variable and that the ground state density minimises the total electronic energy of the system.

Their theorems state that the external potential is determined, within a trivial additive constant, by the electron density. As $\rho(\mathbf{r})$ determines the number of electrons, it follows that $\rho(\mathbf{r})$ also determines the ground state wave function and all other electronic properties of the system, for example, the kinetic energy $T[\rho]$, potential energy $V[\rho]$ and the total energy $E[\rho]$. A full proof of these theorems can be found in Parr and Yang (1994) [78]. The energy can therefore be rewritten as:

$$E[\rho] = \int \rho(\mathbf{r})V_{\text{ext}}(\mathbf{r})d\mathbf{r} + F_{\text{HK}}[\rho]$$  \hspace{1cm} 2.5$$

where the first term arises from the interaction between the electron density and the external potential, typically the Coulombic interaction with the nuclei, and the second term is the sum of kinetic energy of the electrons and the contribution to the energy from inter-electronic interactions. $F_{\text{HK}}[\rho]$ can be further broken down by Equation 2.6:

$$F_{\text{HK}}[\rho] = T[\rho] + J[\rho] + \text{non-classical term}$$  \hspace{1cm} 2.6$$

where $J[\rho]$ is the classical electron-electron Coulombic energy and the non-classical term becomes the part of the exchange-correlation factor.

Assuming differentiability of $E[\rho]$, the variational principle requires that the ground state density satisfies the stationary principle:

$$\frac{d}{d\rho_0(\mathbf{r})}\left[E[\rho_0(\mathbf{r})] - \mu \int \rho_0(\mathbf{r})d\mathbf{r}\right] = 0$$  \hspace{1cm} 2.7$$

This gives the Euler-Lagrange equation, shown by Equation 2.8, which can be considered as the working equation of DFT.
\[ \mu = \left( \frac{dE[\rho]}{d\rho(\mathbf{r})} \right)_{\nu_{\text{ext}}} = \nu_{\text{ext}}(\mathbf{r}) + \frac{dF_{\text{HK}}[\rho]}{d\rho(\mathbf{r})} \quad 2.8 \]

where \( \mu \) is the chemical potential of an electron cloud for its nuclei. It can be seen, from Equation 2.8 that if we know the exact \( F_{\text{HK}}[\rho] \) then we would have an exact equation for the ground state electron density, as \( F_{\text{HK}}[\rho] \) is defined independently of the external potential and is a universal functional of \( \rho(\mathbf{r}) \). However, \( F_{\text{HK}}[\rho] \) is difficult to find in an explicit form, making accurate implementations of Equation 2.8 hard to achieve.

This problem was overcome by Kohn and Sham [79], who proposed that if orbitals were introduced, then the kinetic energy could be calculated reasonably accurately, with only a small residual correction required, which could be handled independently. The approach by Kohn and Sham represents a mapping of the interacting many-electron system onto a system of non-interacting electrons moving in an effective potential, \( \nu_{\text{eff}} \), due to all the other electrons.

The Kohn-Sham theorem states that the chemical potential, in terms of the kinetic energy of a non-interacting electron, \( T_{\text{NI}} \), is:

\[ \mu = \nu_{\text{eff}}(\mathbf{r}) + \frac{dT_{\text{NI}}[\rho]}{d\rho(\mathbf{r})} \quad 2.9 \]

where the Kohn-Sham effective potential is defined by:

\[ \nu_{\text{eff}}(\mathbf{r}) = \nu_{\text{ext}}(\mathbf{r}) + \frac{dJ[\rho]}{d\rho(\mathbf{r})} + \frac{dE_{\text{XC}}[\rho]}{d\rho(\mathbf{r})} \quad 2.10 \]
where $E_{XC}[\rho]$ is the exchange-correlation energy. Therefore, for a given $\nu_{\text{eff}}(\mathbf{r})$, the $\rho(\mathbf{r})$ which satisfies Equation 2.9 can be obtained simply by solving the $N$ one electron equations:

$$\rho(\mathbf{r}) = \sum_{i}^{N} |\phi_i(\mathbf{r})|^2$$  \hspace{1cm} 2.11

where $\phi_i$ is the orbital of a non-interacting electron $i$. However, as $\nu_{\text{eff}}(\mathbf{r})$ is dependant on $\rho(\mathbf{r})$, this must be solved iteratively. This is done using the so-called self consistent loop, summarised in Figure 2.1.

![Figure 2.1: Schematic representation of the self-consistent loop, as used in DFT calculations.](image)

Using the self-consistent loop, the energy can then be calculated directly from Equation 2.5, replacing $F_{HK}[\rho]$ with $F[\rho]$, according to:

$$F[\rho] = T_{N}[\rho] + J[\rho] + E_{XC}[\rho]$$  \hspace{1cm} 2.12
2.1.2 Approximating the Exchange-Correlation Functional

The only component that is now required is the exchange-correlation functional, $E_{XC}[\rho]$. Unfortunately, exact functionals for exchange and correlation are only known for the free electron gas. However, a number of different ways to approximate this functional are used and are known to allow the calculation of reasonably accurate physical properties.

The simplest form of approximating the exchange-correlation functional is the Local Density Approximation (LDA). The LDA assumes that the exchange-correlation energy depends solely on the local electron density where the functional is evaluated:

$$E_{XC}^{LDA}[\rho] = \int \rho(r) \varepsilon_{XC}[\rho(r)] d\mathbf{r}$$  \tag{2.13}$$

where $\varepsilon_{XC}$ is the exchange-correlation energy for a homogeneous electron gas of density $\rho(r)$. The main drawback of this method is that it relies upon $\rho(r)$ varying slowly. For strongly correlated systems, such as semiconductors and metallic systems, however, this is not the case and therefore the LDA becomes inadequate, and is calculated to overbind.

An alternative to this method is the Generalised Gradient Approximation (GGA), which includes gradient corrections. The exchange-correlation energy in the GGA depends not only on the electron at the reference point but also on the gradient of the electron density ($\nabla \rho(r)$), as shown by Equation 2.14:

$$E_{XC}^{GGA}[\rho] = \int \rho(r) \varepsilon_{XC}^{GGA}[\rho(r)] d\mathbf{r} + \int F_{XC}[\rho(r), \nabla \rho(r)] d\mathbf{r}$$  \tag{2.14}$$

where $F_{XC}$ is a correction chosen to satisfy one or several known limits for $E_{XC}$. There is no clear method by which $F_{XC}$ can be chosen, therefore, several different
functionals have been proposed, for example, the GGA method suggested by Perdew and Wang [80] (PW91), and the simplified PBE functional suggested by Perdew, Burke and Ernzerhof [81, 82].

2.1.3 DFT+U Methodologies

One drawback with the way DFT is implemented is that it can often fail to describe systems with localised (strongly correlated) $d$- and $f$-electrons. This is an error caused by the use of a fractional number of electrons on the atoms, causing a self interaction error which artificially favours delocalised states. This causes particular problems for strongly correlated systems. One method often used to overcome this introduces a strong intra-atomic attraction in a (screened) Hartree-Fock manner as an on-site replacement to the DFT functional. This method is commonly referred to as the DFT+U method, where the U represents the on-site replacement. One method of invoking this +U correction is to use the approach suggested by Dudarev et al. [83]. This states that:

$$E_{DFT+U} = E_{DFT} + \frac{U - J}{2} \sum_{m} n_{m\sigma} - n_{m\sigma}^2$$  \hspace{1cm} (2.15)$$

where $n_{m\sigma}$ gives the number of electrons occupying an orbital with magnetic quantum number $m$ and spin $\sigma$ at a particular site. The +U is determined by adjustment of two parameters: $U$ is the effective on-site Coulomb parameter and $J$ is the effective on-site exchange. Using the Dudarev et al. method, the explicit values of $U$ and $J$ are unimportant, it is only the difference between them that is of use. The value of the +U correction can be fitted against experimental data, such as structural data, band gap data or energy differences between defect states. Full details, including derivation, of this method can be found in the work of Dudarev et al.
2.1.4 The Practical Use of DFT

The use of DFT requires a number of other factors to be defined. These include the method of representing atomic orbitals and electrons in the system as well as the problem of having to calculate the wave functions for an infinite number of electrons when using periodic boundary conditions.

To further increase the realism of the calculation, periodic boundary conditions are applied, effectively reproducing the unit cell in three-dimensions by surrounding the cell with images of itself. The particles in each box move identically, thus enabling the approximate simulation of a larger system than the computational power would ordinarily permit. This is further illustrated in Figure 2.2, where the central blue box is the actual cell. The application of boundary conditions also ensures efficient convergence of the Coulombic interactions.

![Figure 2.2: An illustration of periodic boundary conditions.](image)

The problem that comes from using periodic boundary conditions is that a wave function must be calculated for each of the infinite number of electrons in the system. This is obviously impossible, so a combination of methods is used to overcome this problem.
The wave functions themselves are modelled using a combined plane wave basis set and pseudopotentials. A plane wave is defined as a constant-frequency wave whose wavefronts are infinite parallel planes at constant amplitude normal to the phase velocity vector. The plane waves are used in accordance with Bloch’s theorem, which states that the electronic wave function at each k-point can be expanded in terms of a discrete plane wave basis set. The infinite plane wave basis set can also be truncated to include only the plane waves which have kinetic energies less than some particular energy. This energy is fixed by increasing the value until convergence is found, thus producing a finite basis set.

The main disadvantage of the plane wave basis set is in its inefficiency, in that the number of basis functions needed to describe atomic wave functions near to the nucleus would be prohibitive. However, by assuming that only the valence electrons determine the physical properties of the system; pseudopotentials can be used to represent the potentials of the ionic cores. This therefore removes the core electrons and replaces them and the strong ionic potentials by a weaker pseudopotential that acts on a set of pseudo wave functions rather than the true valence wave functions. This leads to smoother functions, and hence fewer plane waves are needed. In addition, projector augmented-wave (PAW) pseudopotentials have been used, which are known to be more accurate due to the smaller radial cutoffs used. For full details of PAW pseudopotentials see Blöchl [84] and Kresse and Joubert [85]. An important advantage of plane wave basis sets over localised basis sets is that they do not have basis set superposition error. This error occurs with localised basis sets due to the mixing of functions at short range, which are then compared to unmixed long-range energies; therefore the system can undergo unphysical electronic relaxations.

The boundary conditions effectively provide an infinite number of electrons which is accounted for by an infinite number of k points, where only a finite number of electronic states are occupied at each k point. The occupied states at each k point contribute to the electronic potential of the system so that, in principle, an infinite number of calculations are needed to compute this potential. However, the electronic
wave functions at k points which are very close together will also be identical. Therefore it is possible to represent the electronic wave functions over a region of k space by the wave functions at a single k point. In this case, the electronic states at only a finite number of k points are required to calculate the electronic potential and hence determine the total energy of the system. The computed energy will therefore converge as the density of k points increase, where the density of allowed k points is proportional to the volume of the solid.

For a periodic system, the k points which are present in the wave function belong to the first Brillouin zone, which is a uniquely defined primitive cell of the reciprocal lattice. In a system which uses Bloch, or plane, waves, it is found that the solution to all waves can be completely characterised by their behaviour in a single Brillouin zone. Therefore, all that is required is to select the grid of k points which is to be used when sampling the system. The k point scheme used in this work is that proposed by Monkhorst and Pack [86], in which the k points are distributed homogeneously in the Brillouin zone, according to Equation 2.16.

$$
\mathbf{k} = x_1 \mathbf{b}_1 + x_2 \mathbf{b}_2 + x_3 \mathbf{b}_3
$$

2.16

where \( \mathbf{b}_1, \mathbf{b}_2 \) and \( \mathbf{b}_3 \) are the reciprocal lattice vectors and

$$
x_i = \frac{l}{n_i} \quad l = 1, \ldots, n_i
$$

2.17

where the density of the k point grid is defined by the folding parameters, \( n_i \). For conducting materials, such as metals and semiconductors, a finely spaced grid is required, i.e. where the folding parameters are large. However, insulating materials can be appropriately calculated with a wider spaced grid, where \( n_i \) is small. By default, the grid is centred on the centre of the reciprocal lattice, the \( \Gamma \) point. The grid can also be shifted according to the symmetry of the simulation cell. However, for all calculations discussed herein, the k point grid is \( \Gamma \)-centred, but to ensure an
accurate calculation it is important to carry out a convergence test to select the correct density of the grid, where the folding parameters are increased until convergence is achieved.

The parameters used in this study for the different DFT calculations will be given alongside the results of the simulation, along with any relevant convergence tests to determine which cut-offs and parameters to use. Although DFT has proven to be very reliable, it is very computationally expensive and thus an alternative strategy can be considered using potential models.

2.2 Potential Methods

Potential-based methods do not consider electrons explicitly but instead model the attractions and repulsions between atoms in the simulation cell by parameterised analytical functions. This therefore allows them to be considerably quicker than DFT methods, allowing for the study of much larger systems. The approach used in this thesis is based upon the Born Model of Solids (1954) [87]. This assumes that the lattice energy, $U$, can be calculated from the sum of all pair wise interactions between atoms $i$ and $j$, and can be expanded to include many-body terms as shown by Equation 2.18:

$$U_y = \sum_i q_i q_j r_{ij} + \sum_j \Phi_{ij}(r_{ij}) + \sum_{jk} \Phi_{ijk}(r_{ijk}) + ...$$  \hspace{1cm} 2.18

The first component defines the long-range electrostatic interactions, whereas the second and third terms define the short-range two-body and three-bodied interactions, respectively. The remaining sections of this chapter will be concerned with defining the equations and the parameterisation of these long- and short-range interactions, how they are fitted to ensure accuracy and, finally, the potential parameters used in this work.
2.2.1 Long-Range Interactions

The long-range Coulombic interactions account for approximately 80% of all the interactions within a simulation. When two atoms are brought together from infinity, to their lattice sites, the electrostatic contribution to $U$ is released. The potential of the long-range interactions over an infinite lattice therefore takes the form of Equation 2.19:

$$\varphi = \frac{1}{2} \sum_{i=0}^{\infty} \sum_{i=1}^{N} \sum_{i=1}^{N} \frac{q_i q_j}{4\pi\varepsilon_0 r_{ij} + n\lambda} \quad 2.19$$

where, $q$ is the charge, $\varepsilon_0$ is the permittivity of a vacuum, $r_{ij}$ is the inter-ion separation, $\ell$ is the set of lattice vectors representing the periodicity of the crystal lattice and $n$ is an integer used to generate the periodic images of the simulation cell. The prime on the first summation indicates that $i=j$ is ignored for $n=0$. Despite the simple appearance of Equation 2.19, it converges slowly with $r$, due to the $1/r$ term, and is therefore unsuitable for use in atomistic simulation. To make it useable, alternative summations by Ewald (1921) [88] and Parry (1975, 1976) [89, 90] are often applied.

2.2.1.1 Ewald Summation

The Ewald summation uses mathematical transformations to calculate the Coulombic component for a three-dimensional periodic system. Working from a periodic system of mutually interacting point ions via the Coulomb potential, this method divides the potential into three separate parts, which converge more quickly than the original expression. These comprise of a term in reciprocal space, $\varphi_1$, a real space term, $\varphi_2$, and a self-interaction term, $\varphi_3$, where:

$$\varphi = \varphi_1 + \varphi_2 + \varphi_3 \quad 2.20$$
This method starts by effectively neutralising the long range interaction by surrounding each particle $i$, of charge $q_i$, by a spherically symmetric charge distribution of opposite sign, which cancels $q_i$, shown schematically in Figure 2.3(a). A Gaussian charge distribution of the following form is commonly used:

\[
\rho_i(r) = \frac{q_i \alpha^3}{\pi \gamma^2} \exp\left( -\alpha^2 r^2 \right) \tag{2.21}
\]

where the width of the Gaussian function is controlled by the arbitrary parameter $\alpha$, and $r$ is the position relative to the centre of the distribution. These screened charges rapidly converge to zero at long-distances and are therefore short-ranged. This allows the electrostatic interactions between screened charges, $\varphi_2$, to be determined by direct summation in real space:

\[
\varphi_2 = \frac{1}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} \sum_{n=0}^{\infty} \frac{q_i q_j}{4 \pi \varepsilon_0} \frac{\text{erfc}\left( \alpha \frac{\mid r_{ij} + n \mid}{\gamma} \right)}{\mid r_{ij} + n \mid} \tag{2.22}
\]

where $\text{erfc}$ is the complementary error function, defined by:

\[
\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp\left( -t^2 \right) dt \tag{2.23}
\]

The rate of convergence of Equation 2.22 is dependent on the width of the cancelling Gaussian distributions, defined by $\alpha$; the wider the Gaussians, the faster the series converges, as Equation 2.23 tends to zero with increasing $x$. 
Figure 2.3: Schematic showing charge distribution as used in (a) the calculation of $\phi_2$ in real space, where the charge distribution at $i = j$ is ignored, as shown in red; and (b) the calculation of $\phi_1$ in reciprocal space, where the Gaussian representing the self-interaction component, $\phi_3$ is shown in red.

However, the quantity that is required is the electrostatic interaction of the fraction of $q_i$ which is not screened. Therefore, a second Gaussian charge distribution is added to the system, which is of the same sign as $q_i$, shown schematically in Figure 2.3(b). The contributions of this set of charge distributions to the electrostatic potential, $\phi_1$, are calculated by summing their Fourier transforms in reciprocal space, full details of which can be found in Kittel (1963) [91]:

$$\phi_1 = \frac{1}{2} \sum_{i=0}^{N} \sum_{j=1}^{N} \sum_{i+j \neq 0} \frac{1}{m^3} \frac{q_i q_j}{4\pi\epsilon_0} \frac{4\pi^2}{k^2} \exp\left( -\frac{k^2}{4\alpha^2} \right) \cos(k \cdot r_{ij})$$  \hspace{2cm} (2.24)

where the vectors $k$ are given by $k = \frac{2\pi n}{\ell}$. It should be noted that this expression ignores the term when $k = 0$, which can be neglected provided the net charge on the unit cell is zero. Although this summation also converges more quickly than the original point charge sum, the number of terms that need to be included increases with the width of the Gaussians. Therefore, there is a trade-off between having a small $\alpha$ for $\phi_1$ but a large enough value for $\phi_2$. 
The $\varphi_1$ summation includes the interaction between the continuous Gaussian charge cloud of charge $q_i$ with itself. This self-interacting component, $\varphi_3$, therefore needs to be subtracted. This term is defined by Equation 2.25.

$$\varphi_3 = -\frac{\alpha}{\sqrt{\pi}} \sum_{k=1}^{N} \frac{q_i^2}{4\pi \varepsilon_0}$$  

The three components of the electrostatic interaction can then be summed to give the overall Coulombic interaction. The usefulness of this approach is that the overall convergence can be controlled by $\alpha$ but as the Gaussian components cancel out; the actual interaction energy itself is independent of $\alpha$.

2.2.1.2 Parry Summation

The Ewald summation method is used in systems with three-dimensional periodicity. The Parry summation, an adaption of the Ewald method, allows the calculation of the Coulombic forces for a system with two-dimensional periodicity, i.e., a surface. The Parry method considers the crystal to consist of a series of charged planes of infinite size rather than an infinite lattice. When summing the electrostatic interactions, the vectors must now be split into in-plane vectors and vectors that are perpendicular to the plane. Therefore, it can no longer be assumed that the sum of the charges on the plane equal zero, as they do in the three-dimensional cell. So, unlike the Ewald method, the term involving the reciprocal lattice vector, $k = 0$, must be evaluated. A detailed derivation of the Parry summation is given by Heyes et al. [92].

2.2.2 Short-Range Interactions

The short-range forces that interact between the atoms in a system are described using simple parameterised analytical functions, consisting of repulsive and attractive terms. At very short distances the proximity of electron clouds between
two species will cause the repulsive forces to dominate the interaction. However, as
the species are separated, attractive van der Waals forces become more significant.
When modelling covalent interactions, many-bodied interactions add a further
complication in that others terms, such as bond bending and angles, as well as
torsional terms, need to be considered.

There are a number of different potentials which can be used to describe these
short-range forces. However, the accuracy and reliability of any model depends on
the correct values of the parameters themselves, which can be fitted to experimental
data or \textit{ab-initio} calculations. The short-range potentials which have been used in
this study will now be described.

2.2.2.1 The Lennard-Jones (12,6) Potential

The Lennard-Jones (12,6) approximation is often used for non-bonding
interactions in covalent molecules and takes the following form:

$$U(r_{ij}) = \frac{A_{ij}}{r_{ij}^{12}} - \frac{B_{ij}}{r_{ij}^{6}}$$ \hspace{0.5cm} 2.26

The first term describes the repulsive forces, which are dependent on $r^{-12}$ and are
therefore dominant at very short range. The second term describes the attractive
interactions which dominate the interaction at longer separations. The $r^6$ term
describes the van der Waals dispersion forces caused by instantaneous dipole-dipole
interactions. The definition of the adjustable parameters, $A_{ij}$ and $B_{ij}$, are shown by
Equations 2.27 and 2.28, respectively.

$$A_{ij} = \epsilon_{ij} r_{mij}^{12}$$ \hspace{0.5cm} 2.27

$$B_{ij} = 2 \epsilon_{ij} r_{mij}^{6}$$ \hspace{0.5cm} 2.28
where $\varepsilon_{ij}$ is the depth of the potential energy well and $r_{m_{ij}}$ is the value of $r$ at the minimum of the energy well. The relationships between these terms for an arbitrary potential curve are shown schematically in Figure 2.4. The $A_{ij}$ and $B_{ij}$ parameters are species dependent and can be fitted to the physical properties of the material.

\[ E_{ij} = \varepsilon_{ij} - \lambda \]

**Figure 2.4:** Schematic showing the relationship between the parameters used in the interatomic potentials for an arbitrary potential energy curve.

### 2.2.2.2 The Buckingham Potential

The Buckingham potential is closely related to the Lennard-Jones potential, except the repulsive term is replaced by a Born-Mayer expression:

\[
U(r_{ij}) = A_{ij} e^{-\rho_{ij}/\lambda_{ij}} \frac{C_{ij}}{r_{ij}^6}
\]

2.29

where $A_{ij}$ and $\rho_{ij}$ are often considered as relating to ion size and hardness, respectively. The hardness parameter defines the radial shape of the ion wave functions and hence the rate at which repulsion falls off with separation. The $A_{ij}$ term controls the amplitude of the repulsion at a given separation and is primarily dominated by the ionic radii. The Buckingham potential can also be written in terms of the potential curve, as shown by Equation 2.30.
where $\lambda_{ij}$ is related to the steepness of the exponential, shown in Figure 2.4. In this case, the adjustable parameters $A_{ij}$, $\rho_{ij}$ and $C_{ij}$ can be represented by Equations 2.31-2.33, respectively.

\[
A_{ij} = \frac{6\varepsilon_{ij}}{\lambda_{ij} - 6} \cdot e^{\lambda_{ij}} 
\]

\[
\rho_{ij} = \frac{r_{mij}}{\lambda_{ij}} 
\]

\[
C_{ij} = \frac{\varepsilon_{ij} \lambda_{ij}}{\lambda_{ij} - 6} \cdot r_{mij}^6 
\]

The Buckingham potential has a more flexible repulsive term than the Lennard-Jones potential and it is therefore more widely used in the simulation of polar solids where the repulsive terms are more significant.

2.2.2.3 The Morse Potential

The Morse potential is used to model covalently bonded interactions where separations vary significantly from the equilibrium distance, such as atoms in molecular ions:

\[
U(r_{ij}) = \varepsilon_{ij} \left( 1 - e^{-B_{ij} (r_{ij} - r_{mij})} \right)^2 - \varepsilon_{ij} 
\]

where $B_{ij}$ is related to the curvature of the slope of the potential energy well and is defined by Equation 2.35.
where $\mu$ is the reduced mass and $\omega$ is the frequency of the bond vibration, which is related to the stretching constant of the bond, $k$, by $\omega = \sqrt{k / \mu}$.

It should be noted that the depth of the potential well, or bond dissociation energy, is subtracted in the Morse potential so that at infinite separation the interaction energy becomes zero. This potential can also be modified to permit a Morse function for nearest neighbour interactions with no Coulomb term, giving rise to the Coulomb subtracted Morse potential in Equation 2.36.

\[
U(r_{ij}) = \epsilon_{ij} \left(1 - e^{-b_{ij}(r_{ij} - r_0)}\right)^2 - \epsilon_{ij} - \frac{D q_i q_j}{r_{ij}}
\]

where $D$ represents the percentage of Coulombic interaction to be subtracted. The Coulombic interactions between covalently bonded atoms are often partially or completely ignored as the Morse potential already contains the attractive component of the interaction between neighbours. The amount of Coulombic subtraction is fitted as to reproduce experimental data.

### 2.2.3 Many-Bodied Interactions

Covalently bonded molecules also require additional potentials to be applied to act as an energy penalty for deviations from the equilibrium values for bond and torsion angles. The three-body potential models deviations from the equilibrium bond angle as a result of bond-bending. Hence, it describes the directionality of the bonds and has a simple harmonic form:

\[
U(\theta_{ijk}) = \frac{1}{2} k_{\theta_{ijk}} (\theta - \theta_0)^2
\]
where $k_{ijk}$ is the harmonic force constant, $\theta$ is the bond angle and $\theta_0$ is the equilibrium bond angle. The potential is dependent on the square of the deviation; therefore, the term will be zero only at the equilibrium angle.

A similar potential can also be applied to four-body bonds, to represent an energy penalty for deviations from the equilibrium torsion angle.

$$U(\phi_{ijkl}) = k_{ijkl}[1 - \cos(N\phi)]$$  \hspace{1cm} 2.38

where $k_{ijkl}$ is the harmonic force constant, $\phi$ is the torsion angle in the crystal and $N$ is the periodicity of the torsion. In particular, this potential is used to ensure that the carbonate ion remains planar and $N$ is equal to 2.

2.2.4 Ionic Polarisability and the Shell Model

Ionic polarisability is defined as the induction of a dipole in an ion’s electron charge cloud when brought close to an asymmetric field. This dipole can in turn affect the short-range interactions between ions. Simple rigid ion models ignore this polarisability, considering the ions as point charges. Although this approach is known to work well for a range of systems [93, 94], it does reduce the accuracy of the calculation. For this study, the ionic polarisability was modelled using the shell model.

The shell model was introduced by Dick and Overhauser in 1958 [95] and it describes the ion as being split into two components: a core of charge $X$, containing all the ionic mass, which represents the nucleus and core electrons, and a massless shell surrounding the core, representing the valence electrons, with a charge of $Y$, as shown in Figure 2.5.
The core and shell are linked by a harmonic spring, with a spring constant $k$ and the ionic charge is the sum of the core and shell charges. The position of the core represents the position of the ion in the crystal, with the shell position having no physical significance. The free ion polarisability, $\alpha$, is related to the shell charge and spring constant, as shown by Equation 2.39:

$$\alpha \propto Y^2 / k$$  \hspace{1cm} 2.39

One of the disadvantages of using this approach is that it adds two further parameters for evaluation, making it more computationally expensive.

The interaction between the negatively charged electron cloud and the positively charged nucleus is modelled using a simple harmonic potential function:

$$U(r_{\text{core-shell}}) = \frac{1}{2}k_2r_{\text{core-shell}}^2 + \frac{1}{24}k_4r_{\text{core-shell}}^4$$  \hspace{1cm} 2.40

The $k_4$ term is often omitted and set to zero, however, for some cases it is required to prevent unphysically large core-shell separations. This was the case for the work on uranium dioxide.
With the exception of the uranium atom, the shell model has only been used in this work to describe anion polarisability, as the cation polarisability is influenced less by its surroundings due to the electrons being more tightly bound to the nucleus. The long-range Coulombic forces act between all cores and shells except the core and shell on the same ion. The short-range forces act between shells and between cores and shells, resulting in the direct coupling of the polarisability and the short-range potentials. The cation – cation interactions are purely Coulombic, following the assumption of Lewis and Catlow [97].

2.2.5 Potential Derivation

As previously noted, the quality and accuracy of any simulation using potential-based methods relies on the correct parameters used in the parameterised equations. A large number of potentials have already been derived and are commonly used by researchers looking at similar systems. However, sometimes new potentials have to be derived to accurately describe certain properties or to simulate previously unstudied materials. Although potential derivation has not been required in this study, this section will describe the available methods to derive and fit the parameters.

Potential parameters are usually fitted using one of two approaches. The first is to adjust the parameters to reproduce ab-initio electronic structure data, usually by adjusting the energy with respect to atomic position. The second method is to adjust the parameters to fit experimental data. Traditionally, the latter method was the favoured as electronic structure calculations were often time consuming and beyond the scope of the computer power available. However, due to both the advancement in computer technologies and the creation of efficient ab-initio software, such as the VASP code [98-101], non-empirical fitting has become much more practical. Although it is noted that standard DFT codes often neglect van der Waals terms and are known to have difficulty with open shell d- and f-metals.
However, both approaches work on the same principle, to derive a model which will accurately reproduce existing data. The statistical measure of the sum of squares is commonly used to assess this accuracy. For an ideal case, the sum of squares would be zero but this is only true for trivial cases where data reproduction is guaranteed. The sum of squares, $F$, is defined as:

$$F = \sum_{\text{observables}} w(f_{\text{calc}} - f_{\text{obs}})^2 \quad 2.41$$

where $f_{\text{calc}}$ and $f_{\text{obs}}$ are the calculated and observed quantities, respectively, and $w$ is a weighting factor. The use of a weighting factor for each observable results in there never being a perfect fit. The choice of this term will depend on several factors, including the relative magnitude of the quantities and the reliability of the data itself.

The aim of fitting is to minimise the value of $F$, through the variation of potential parameters. A number of standard methods are available for solving the least squares problem. A commonly used approach is a Newton-Raphson minimisation via the simulation package GULP (General Utility Lattice Package) [102]. As with many statistical regression models; it is often advised to initially fit to a small number of parameters and then gradually increase the number of parameters in subsequent restarts. As, if all parameters are included from the start, unphysical parameters often result.

### 2.2.6 Potentials Used in this Study

The majority of work in this thesis uses previously derived and tested potentials. The following section will outline the original source of the potentials as well as defining the actual parameters used.
2.2.6.1 The Simple Oxide Potentials

The potential models for the simple calcium and magnesium oxides were fitted and developed by Lewis and Catlow [97], with the transferable oxygen – oxygen potential from earlier work by Catlow [103, 104]. The oxygen is modelled with a shell, whereas the cations are assumed to be unpolarisable. The parameters were empirically derived using experimental structures, lattice constants, elastic and dielectric constants. All ion pair interactions are modelled using Buckingham potentials and are given below in Table 2.1.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Core charge (e)</th>
<th>Shell charge (e)</th>
<th>$k_2 / \text{eV Å}^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg Oxygen (O)</td>
<td>+0.84819</td>
<td>-2.84819</td>
<td>74.920380</td>
</tr>
<tr>
<td>Ca Oxygen (O)</td>
<td>+1.00000</td>
<td>-3.00000</td>
<td>47.960000</td>
</tr>
</tbody>
</table>

Table 2.1: Potential parameters for calcium and magnesium oxides.

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A / \text{eV}$</th>
<th>$\rho / \text{Å}$</th>
<th>$C / \text{eV Å}^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg$<em>{\text{core}}$ – O$</em>{\text{shell}}$</td>
<td>1428.50000</td>
<td>0.29453</td>
<td>0.00000</td>
</tr>
<tr>
<td>Ca$<em>{\text{core}}$ – O$</em>{\text{shell}}$</td>
<td>1090.40000</td>
<td>0.34370</td>
<td>0.00000</td>
</tr>
<tr>
<td>O$<em>{\text{shell}}$ – O$</em>{\text{shell}}$</td>
<td>22764.00000</td>
<td>0.14900</td>
<td>27.88000</td>
</tr>
</tbody>
</table>


2.2.6.2 The Hydroxide Potential

Using a combination of experimental data and Hartree-Fock quantum mechanical calculation Saul et al. [105] derived a potential for sodium hydroxide, which has been used successfully by Wright et al. [106] to model hydrogarnet defects in grossular. The potential was derived as a rigid ion model but later adapted by Baram and Parker [107] to model hydrogen defects at α-quartz and sodalite surfaces and in the hydroxide crystal structures of Mg(OH)$_2$ and Al(OH)$_3$, through the incorporation of a core-shell model on the oxygen. The oxygen and hydrogen are modelled using fractional charges, with the magnitude chosen to reproduce the experimental dipole moment on the OH ion. A Morse function is used to describe the intramolecular bonding, whereas intermolecular interactions are based on Buckingham potentials. The magnesium – hydroxide potential also originates from the Baram and Parker study. The hydroxide potential used in this study is taken from the work by Kerisit et al. [108] on iron oxide surfaces, including the oxygen – hydroxide potential. The calcium hydroxide interaction has been successfully used to model the dissociative adsorption of water on calcite surfaces [23] and has also been used to reproduce the structure and elastic constants of portlandite, Ca(OH)$_2$ [109]. The full list of hydroxide potentials is given in Table 2.2.
Table 2.2: Potential parameters for the hydroxide ion, as well as calcium and magnesium hydroxide.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Core charge (e)</th>
<th>Shell charge (e)</th>
<th>$k_2$ / eV Å²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen (OH)</td>
<td>+0.90000</td>
<td>-2.30000</td>
<td>74.920380</td>
</tr>
<tr>
<td>Hydrogen (H)</td>
<td>+0.40000</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Buckingham potential parameters

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A$ / eV</th>
<th>$\rho$ / Å</th>
<th>$C$ / eV Å⁶</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH\textsubscript{shell} – OH\textsubscript{shell}</td>
<td>22764.00000</td>
<td>0.14900</td>
<td>6.97000</td>
</tr>
<tr>
<td>H\textsubscript{core} – OH\textsubscript{shell}</td>
<td>311.97000</td>
<td>0.25000</td>
<td>0.00000</td>
</tr>
<tr>
<td>Mg\textsubscript{core} – OH\textsubscript{shell}</td>
<td>941.50000</td>
<td>0.29453</td>
<td>0.00000</td>
</tr>
<tr>
<td>Ca\textsubscript{core} – OH\textsubscript{shell}</td>
<td>2170.00000</td>
<td>0.29700</td>
<td>0.00000</td>
</tr>
<tr>
<td>O\textsubscript{shell} – OH\textsubscript{shell}</td>
<td>22764.00000</td>
<td>0.14900</td>
<td>13.94000</td>
</tr>
<tr>
<td>H\textsubscript{core} – O\textsubscript{shell}</td>
<td>396.27000</td>
<td>0.25000</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

Morse potential parameters

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A$ / eV</th>
<th>$B$ / Å⁻¹</th>
<th>$r_0$ / Å</th>
<th>Coulombic Subtraction / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH\textsubscript{shell} – H\textsubscript{core}</td>
<td>7.052500</td>
<td>3.174900</td>
<td>0.92580</td>
<td>100</td>
</tr>
</tbody>
</table>

2.2.6.3 The Water Potential

The water potential used in this work was originally derived in 1998 by de Leeuw and Parker [22] using molecular dynamics simulations of liquid water and its interaction with MgO surfaces. The potential was derived to have a polarisable oxygen atom and to be compatible with both the hydroxide potential and Catlow intermolecular oxygen potential. It was fitted to reproduce the experimental dipole moment, infrared frequencies, OH bond length and the HOH angle of the monomer, as well as the structure of the water dimer. A Morse potential was used for the intramolecular oxygen – hydrogen interaction, whereas the oxygen – oxygen
interactions were described using a Lennard-Jones (12,6) potential. A three-body harmonic potential was also included to reproduce the directionality of the covalent bonds. The Coulombic interactions inside the water molecule were also reduced to give a better representation of intramolecular vibrational frequencies.

The interactions between MgO and water also come from the water model by de Leeuw and Parker, where the Buckingham $A$ parameter between the magnesium and water oxygen was modified using the approach of Schröder et al. [110]. This method works on the principle that the interaction energy between nearest neighbour magnesium and oxygen ions is independent of the type of oxygen, therefore the Buckingham $A$ parameter can be adjusted to take into account the fractional charge on the water oxygen. This and can be illustrated using the example of deriving a magnesium – water oxygen potential from the original potential, represented by Equation 2.42.

$$\frac{q_{Mg^+} \cdot q_{O^-}}{r_{MgO}} + A_{MgO}e^{-\frac{r_{MgO}}{\rho_{MgO}}}$$  \hspace{1cm} 2.42

For the water model, oxygen has a charge of -0.8, and therefore the Coulombic interaction between magnesium and water oxygen is 2 x -0.8. To balance the charges we can take the square root of the product, i.e. 2 x -0.8, to give charges of $\sqrt{1.6}$ and $-\sqrt{1.6}$ for magnesium and oxygen, respectively. These can then be substituted into Equation 2.42 to give 2.43.

$$\frac{q_{Mg^+} \cdot \sqrt{q_{O^-}} \cdot \sqrt{q_{O^-}}}{r_{MgO}} + A'_{MgO}e^{-\frac{r_{MgO}}{\rho_{MgO}}}$$  \hspace{1cm} 2.43

The $A'$ parameter can then be adjusted so that it reproduces the original MgO data, for example, structural data and physical properties. The same method was used to fit the potential between the lattice oxygen with a water molecule.
The interaction between calcium and water was derived to study the adsorption of water onto calcite surfaces, by de Leeuw and Parker [111], and was designed to be compatible with the hydroxide and water models. The potential was then verified with structural data for calcium carbonate hexahydrate, ikaite.

The origin of the Buckingham potential between hydroxide oxygen and water oxygen comes from using the London formula to adjust the attractive $C$ parameter. This is shown by Equation 2.44 for using this example:

$$C_{On-Oh} = \sqrt{C_{On-Oh} C_{Oh-Oh}}$$

The potential parameters of the water model and associated interactions with other species are listed below in Table 2.3.
Table 2.3: Potential parameters for the water molecule and its interaction with calcium and magnesium oxides and hydroxides.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Core charge (e)</th>
<th>Shell charge (e)</th>
<th>$k_2$ / eV Å$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen (O&lt;sub&gt;W&lt;/sub&gt;)</td>
<td>+1.25000</td>
<td>-2.05000</td>
<td>209.449602</td>
</tr>
<tr>
<td>Hydrogen (H&lt;sub&gt;W&lt;/sub&gt;)</td>
<td>+0.40000</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A$ / eV</th>
<th>$\rho$ / Å</th>
<th>$C$ / eV Å$^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O&lt;sub&gt;W&lt;/sub&gt;shell − H&lt;sub&gt;W&lt;/sub&gt;core</td>
<td>396.27000</td>
<td>0.25000</td>
<td>10.00000</td>
</tr>
<tr>
<td>Mg&lt;sub&gt;core&lt;/sub&gt; − O&lt;sub&gt;W&lt;/sub&gt;shell</td>
<td>490.00000</td>
<td>0.29453</td>
<td>0.00000</td>
</tr>
<tr>
<td>Ca&lt;sub&gt;core&lt;/sub&gt; − O&lt;sub&gt;W&lt;/sub&gt;shell</td>
<td>1186.60000</td>
<td>0.29700</td>
<td>0.00000</td>
</tr>
<tr>
<td>O&lt;sub&gt;shell&lt;/sub&gt; − O&lt;sub&gt;W&lt;/sub&gt;shell</td>
<td>22764.00000</td>
<td>0.14900</td>
<td>28.92000</td>
</tr>
<tr>
<td>O&lt;sub&gt;shell&lt;/sub&gt; − H&lt;sub&gt;W&lt;/sub&gt;core</td>
<td>396.27000</td>
<td>0.25000</td>
<td>0.00000</td>
</tr>
<tr>
<td>O&lt;sub&gt;W&lt;/sub&gt;shell − O&lt;sub&gt;H&lt;/sub&gt;shell</td>
<td>22764.00000</td>
<td>0.14900</td>
<td>17.14000</td>
</tr>
<tr>
<td>O&lt;sub&gt;W&lt;/sub&gt;shell − H&lt;sub&gt;core&lt;/sub&gt;</td>
<td>396.27000</td>
<td>0.25000</td>
<td>10.00000</td>
</tr>
<tr>
<td>O&lt;sub&gt;H&lt;/sub&gt;shell − H&lt;sub&gt;W&lt;/sub&gt;core</td>
<td>311.97000</td>
<td>0.25000</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A$ / eV Å$^{12}$</th>
<th>$B$ / eV Å$^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O&lt;sub&gt;W&lt;/sub&gt;shell − O&lt;sub&gt;W&lt;/sub&gt;shell</td>
<td>39344.98</td>
<td>42.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A$ / eV</th>
<th>$B$ / Å$^{-1}$</th>
<th>$r_0$ / Å</th>
<th>Coulombic Subtraction / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>O&lt;sub&gt;W&lt;/sub&gt;shell − H&lt;sub&gt;W&lt;/sub&gt;core</td>
<td>6.203713</td>
<td>2.220030</td>
<td>0.92367</td>
<td>50</td>
</tr>
<tr>
<td>H&lt;sub&gt;W&lt;/sub&gt;core − H&lt;sub&gt;W&lt;/sub&gt;core</td>
<td>0.000000</td>
<td>2.840499</td>
<td>1.50000</td>
<td>50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Group</th>
<th>$k_{ij}$ / eV rad$^{-2}$</th>
<th>$\theta_0$ / °</th>
</tr>
</thead>
<tbody>
<tr>
<td>H&lt;sub&gt;W&lt;/sub&gt;-O&lt;sub&gt;W&lt;/sub&gt;-H&lt;sub&gt;W&lt;/sub&gt;</td>
<td>4.199780</td>
<td>108.693195</td>
</tr>
</tbody>
</table>
2.2.6.4 The Carbonate Potential

The original carbonate potential was developed in 1992 by Pavese et al. [112], derived from structural properties, elastic constants and vibrational frequencies for calcite. The potential model consisted of Buckingham potentials to describe the intermolecular bonding, whilst containing three- and four-body terms for the carbonate. Additionally, a shell model was used to model the polarisability. However, as the potential was fitted at 0K, the effect of temperature on the crystal structure was neglected. As a result, an improved calcite model was published by Pavese et al. [113] in 1996. The improved model used a Morse potential to describe the carbon – oxygen interaction. Using lattice dynamics techniques, they found good agreement with cell dimensions and thermal expansion coefficients at several temperatures as well as with the thermal behaviour of the elastic constants and bulk modulus. The interaction of calcium with the carbonate group is also from this study.

The interaction between the magnesium with a carbonate oxygen comes from work by de Leeuw and Parker [114] looking at the adsorption and segregation of magnesium ions to calcite surfaces. The potential was derived as a working model for modelling magnesite (MgCO$_3$) which was also compatible with the calcite model of Pavese et al. and the water model of de Leeuw and Parker. It was fitted to structural and thermodynamic data of magnesite.

The intermolecular interactions of carbonate and hydroxide are from work by Kerisit et al. [23] and were derived to be both compatible with the Pavese et al. calcite model whilst reproducing the structure and elastic constants of Portlandite, Ca(OH)$_2$ [109].

The interactions between carbonate and water were introduced in 1997 by de Leeuw and Parker [111] to model the molecular adsorption of water on calcite surfaces, along with the calcium – water interactions, which were verified by simulating the structure and energy of ikaite.
As there were no current parameters for the intermolecular interaction between an oxygen atom of the carbonate group with a metal oxide oxygen, the Buckingham $A$ parameter was modified using the simplified Schröder et al. method. The potential was derived from the oxygen – oxygen potential using Equations 2.45 and 2.46 to adjust the $A$ and $C$ Buckingham parameters, respectively:

$$A_{O-Oc} = A_{Oc-Oc} \times \frac{q_{Oc}}{q_O}$$ \hspace{1cm} 2.45

$$C_{Oc-O} = \sqrt{C_{Oc-Oc} \cdot C_{O-O}}$$ \hspace{1cm} 2.46

Table 2.4 below details the potential parameters used to model a carbonate ion and its interactions with different species.
### Table 2.4: Potential parameters for the carbonate group and its interaction with water as well as calcium and magnesium oxides and hydroxides.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Core charge (e)</th>
<th>Shell charge (e)</th>
<th>$k_2 / \text{eV Å}^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon (C)</td>
<td>+1.13500</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Oxygen (Oc)</td>
<td>+0.58700</td>
<td>-1.63200</td>
<td>507.400000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A / \text{eV}$</th>
<th>$\rho / \text{Å}$</th>
<th>$C / \text{eV Å}^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocshell − Ocshell</td>
<td>16372.00000</td>
<td>0.21300</td>
<td>3.47000</td>
</tr>
<tr>
<td>Ocshell − Mg_core</td>
<td>1092.20000</td>
<td>0.27926</td>
<td>0.00000</td>
</tr>
<tr>
<td>Ocshell − Ca_core</td>
<td>1550.00000</td>
<td>0.29700</td>
<td>0.00000</td>
</tr>
<tr>
<td>Ocshell − Oshell</td>
<td>8186.00000</td>
<td>0.21300</td>
<td>9.83000</td>
</tr>
<tr>
<td>Ocshell − Oh_shell</td>
<td>16372.00000</td>
<td>0.21300</td>
<td>3.47000</td>
</tr>
<tr>
<td>Ocshell − H_core</td>
<td>396.270000</td>
<td>0.23000</td>
<td>0.00000</td>
</tr>
<tr>
<td>Ocshell − Ow_shell</td>
<td>12533.60000</td>
<td>0.21300</td>
<td>12.09000</td>
</tr>
<tr>
<td>Ocshell − Hw_core</td>
<td>396.270000</td>
<td>0.23000</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>$A / \text{eV}$</th>
<th>$B / \text{Å}^{-1}$</th>
<th>$r_0 / \text{Å}$</th>
<th>Coulombic Subtraction / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocshell − C_core</td>
<td>4.7100000</td>
<td>3.800000</td>
<td>1.18000</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Group</th>
<th>$k_{ijk} / \text{eV rad}^{-2}$</th>
<th>$\theta_0 / ^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oc-C-Oc</td>
<td>1.6900000</td>
<td>120.0000000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion Group</th>
<th>$k_{ijkl} / \text{eV}$</th>
<th>$\phi / ^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oc − C − Oc - Oc</td>
<td>0.1129000</td>
<td>180.0000000</td>
</tr>
</tbody>
</table>
2.2.6.5 The UO$_2$ Potential

The uranium dioxide potential differs from those of alkaline metal oxides in that the uranium ion is modelled with a shell. The justification of applying a shell to uranium is due to the nature of the $f$-electrons. They are further away from the nucleus causing them to be less tightly bound, and therefore more polarisable. The potential model used is based upon the Busker potential, reported by Abramowski et al. [70]. The model was derived by fitting to bulk lattice properties, including lattice constant, defect energies, elastic and dielectric constants. The core – shell parameters are taken directly from this model, as is the uranium – oxygen Buckingham parameters. However, to ensure transferability of the previously mentioned hydroxide and water potentials, a Catlow oxygen – oxygen potential has been used. To ensure the accuracy and quality is maintained, bulk properties and surface energies have been compared to both experimental data and results of other commonly used UO$_2$ potentials. Details of these comparisons will be given in chapter seven. The uranium – water/hydroxide parameters have been derived from the Busker uranium – oxygen potential using DFT cluster calculations. The details and discussion of which will also be given in chapter seven. Table 2.5 tabulates the list of parameters for the UO$_2$ potential as used in this study.
### Table 2.5: Potential parameters for the UO₂ system and the interactions with water and hydroxide ions.

**Core-Shell parameters**

<table>
<thead>
<tr>
<th>Ion</th>
<th>Core charge (e)</th>
<th>Shell charge (e)</th>
<th>(k_2) / eV Å⁻²</th>
<th>(k_4) / eV Å⁻⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uranium (U)</td>
<td>+4.10000</td>
<td>-0.10000</td>
<td>160.000000</td>
<td>143990.000000</td>
</tr>
<tr>
<td>Oxygen (O)</td>
<td>+0.08000</td>
<td>-2.08000</td>
<td>6.300000</td>
<td>143990.000000</td>
</tr>
</tbody>
</table>

**Buckingham potential parameters**

<table>
<thead>
<tr>
<th>Ion Pair</th>
<th>(A) / eV</th>
<th>(\rho) / Å</th>
<th>(C) / eV Å⁶</th>
</tr>
</thead>
<tbody>
<tr>
<td>U_{shell} – O_{shell}</td>
<td>1761.77500</td>
<td>0.35642</td>
<td>0.00000</td>
</tr>
<tr>
<td>O_{shell} – O_{shell}</td>
<td>22764.00000</td>
<td>0.14900</td>
<td>27.88000</td>
</tr>
<tr>
<td>U_{shell} – OH_{shell}</td>
<td>1553.24250</td>
<td>0.35642</td>
<td>0.00000</td>
</tr>
<tr>
<td>U_{shell} – OW_{shell}</td>
<td>900.71000</td>
<td>0.35642</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

#### 2.3 Conclusions

This chapter has described the different ways the forces between species in a chemical system can be described, either through quantum mechanical calculation, where the electrons are included explicitly, or through the use of potentials. Once the forces have been successfully calculated between different species the next step is to use them to calculate the desired properties of the study using simulation methods. The general simulation methods which can use both quantum mechanical and potential-based techniques will be described in detail in the next chapter.
Chapter Three

Computational Methodologies

A central requirement for atomistic simulation codes is that the total energy of interaction and the forces between atoms is calculated. Two of the most commonly used simulation techniques that exploit the forces and energies are energy minimisation and molecular dynamics. Energy minimisation simulations use the forces between atoms to obtain the lowest energy structure. In this thesis, we use the energy minimisation code METADISE [12] which uses potential-based models, while for electronic structure calculations using DFT, the VASP code [98-101] is used. The alternative use of the forces is via Newton’s laws of motion giving rise to molecular dynamics simulations which are conducted with the DL_POLY 2.0 code.
[115] using interatomic potentials. This chapter will detail these techniques along with the generation of surfaces and the calculation of their energies.

3.1 Static Lattice Energy Minimisation

The aim of the energy minimisation technique is to determine the lowest energy configuration of the structure. The approach is to start with an initial or trial structure and then adjust atom positions to move the system ‘downhill’ to its nearest potential energy minimum. However, there are three main drawbacks to this technique:

(i) An initial structure is required.
(ii) The minimisation technique finds the nearest energy minimum. If more than one minimum is present in the system then the minimisation may only move to a local minimum rather than the global minimum of the system.
(iii) The vibrational properties of the crystal are neglected, thereby simulating the system at 0K, with even the zero point energy ignored.

Despite these drawbacks, simulations undertaken using these methods do give good agreement with experimental crystal structures [116].

At constant volume, the minimisation process works to decrease the lattice energy, $U_L$, with respect to the atom positions, $\mathbf{r}$, to effectively reduce the stress, or force, on each atom coordinate to zero, as shown by Equation 3.1.

$$\frac{\partial U_L}{\partial \mathbf{r}} = 0$$

3.1

The minimisation of energy is an iterative procedure, with each step reducing the energy until the minimum is found. The basis of the approach is to express the energy by a Taylor expansion in terms of the basis strain, $\mathbf{\delta r}$, using Equation 3.2.
\[ U_L(r + \delta r) = U_L(r) + \frac{\partial U_L(r)}{\partial r} \delta r + \frac{1}{2!} \frac{\partial^2 U_L(r)}{\partial r^2} \delta r^2 + K \]  

As the position \( r \) is composed of three components, this gives rise to a \( 3N \) matrix. From the Taylor expansion it is clear that with more terms included, the minimisation procedure will be more accurate. The most commonly used minimisation techniques in solid state computational chemistry are either first or second derivative methods, with both methods having advantages and disadvantages. In general, as the accuracy of the minimisation procedure increases with increasing complexity, hence requiring fewer minimisation steps, the simulation time required for each step also increases.

3.1.1 Conjugate Gradients

Conjugate gradient [117] minimisation is an example of a first derivative energy minimisation technique. It is a modification of the steepest descent method, which is a simpler, more approximate form. According to the steepest, or gradient, descent method, the new positions of the atoms at iteration \( n+1 \), \( r_{n+1} \), can be calculated using Equation 3.3.

\[ r_{n+1} = r_n + \lambda_n s_n \]  

where \( r_n \) is the position at iteration \( n \). The value of \( \lambda_n \) is a numerical constant chosen for each iteration to optimise the efficiency of the minimisation and is related to the step size along the chosen direction in configurational space. It is usually determined using a line search procedure, where the energy is monitored in the chosen direction and the step size is chosen so that the new position coincides with the minimum energy. The direction itself is given by the \( 3N \)-dimensional displacement vector, \( s_n \), and is defined by Equation 3.4.
\[ s_n = -g_n \quad \text{3.4} \]

where

\[ g_n = \frac{\partial U_L}{\partial r_n} \quad \text{3.5} \]

As the direction of the gradient is determined by the largest interatomic forces, the steepest descent methods are often good enough for relieving the highest energy features in an initial starting configuration. However, the major downfall of this technique is that, as the direction of displacement is orthogonal to the gradient, narrow valleys are only minimised by a large number of small successive steps, and hence may not be the most efficient route to the minimum. Although the conjugate gradient method uses the steepest descent method for the first iteration, the following iterations use information from the previous gradients to calculate the new displacement vector according to Equation 3.6.

\[ s_n = -g_n + \gamma_n s_{n-1} \quad \text{3.6} \]

where

\[ \gamma_n = \frac{g_n \cdot g_n}{g_{n-1} \cdot g_{n-1}} \quad \text{3.7} \]

This method has the advantage that the minimisation is more efficient than the steepest descent methods, particularly in long narrow valleys, whilst remaining a first derivative method and hence still rapid to calculate.
3.1.2 Newton-Raphson

The Newton-Raphson minimisation method [118] is a second derivative method and hence is more efficient than the conjugate gradient method as it requires less iteration steps to find the energy minimum. The approach is to take the Taylor expansion, shown by Equation 3.2, to the second derivative. The gradient at the \( n+1 \) iteration, \( \mathbf{g}_{n+1} \) is as shown by Equation 3.8.

\[
\mathbf{g}_{n+1} = \frac{\partial U_L}{\partial \mathbf{r}_n} + \frac{\partial^2 U_L}{\partial \mathbf{r}_n^2} \delta \mathbf{r} = \mathbf{g}_n + \mathbf{W}_n \cdot \delta \mathbf{r} \tag{3.8}
\]

where \( \mathbf{W}_n \) is a Hessian matrix and \( \delta \mathbf{r} \) is the displacement of ions between iterations \( n \) and \( n+1 \). At the minimum in energy, where \( \mathbf{g}_{n+1} \) is equal to zero, the atom displacement is described by Equation 3.9.

\[
\delta \mathbf{r} = -\mathbf{g}_n \cdot \mathbf{H}_n \tag{3.9}
\]

where \( \mathbf{H}_n \) is the inverse Hessian matrix or \( \mathbf{W}_n^{-1} \). This therefore gives Equation 3.10 as the working equation for calculating the new atomic positions using the Newton-Raphson minimisation method.

\[
\mathbf{r}_{n+1} = \mathbf{r}_n - \mathbf{g}_n \cdot \mathbf{H}_n \tag{3.10}
\]

It is clear that for a harmonic system this method would be able to determine the minimum in a single step. However, as this is not the case, the process again follows an iterative procedure of reducing the energy per iteration. One consequence of using the harmonic assumption is that this method can become unstable far from the minimum. Therefore, the standard approach is to use a more robust method, such as conjugate gradient, initially, to move the system close to the minimum, and then to apply the Newton-Raphson method.
3.1.3 Quasi-Newton Methods

The calculation and inversion of the Hessian matrix is the main reason that the
Newton-Raphson minimisation method is so time consuming, despite its increased
efficiency. Indeed, the high computational cost is the reason that the electronic
structure energy minimisation codes, such as VASP, use the conjugate gradient
approach. One way of speeding up the minimisation is to use quasi-Newton methods.
The working equation of the Newton-Raphson method still applies but rather than
explicitly calculating the inverse Hessian at each step, the approximated form is used.
The inverse Hessian is approximated and only recalculated after a fixed number of
iterations or when the changes in the energy are too large for the approximation to
be valid. There are a number of different ways of approximating the inverse Hessian,
including the Davidon-Fletcher-Powell (DFP) [119] and the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) [120-123] methods.

The DFP method approximates the inverse Hessian matrix using Equation 3.11.

\[ H_{n+1} \approx H_n + \frac{\delta r \times \delta r}{\delta r \cdot \delta g} - \frac{(H_n \cdot \delta g) \times (H_n \cdot \delta g)}{\delta g \cdot H_n \cdot \delta g} \]  \hspace{1cm} \text{(3.11)}

where \( \delta r = (r_{n+1} - r_n) \) and \( \delta g = (g_{n+1} - g_n) \). An alternative, and more efficient
approach, is the BFGS method. This is identical to that of the DFP equation with the
inclusion of an additional term, shown by Equation 3.12.

\[ H_{n+1} \approx H_n + \frac{\delta r \times \delta r}{\delta r \cdot \delta g} - \frac{(H_n \cdot \delta g) \times (H_n \cdot \delta g)}{\delta g \cdot H_n \cdot \delta g} + (\delta g \cdot H_n \cdot \delta g)u \times u \]  \hspace{1cm} \text{(3.12)}

where the vector \( u \) is defined as:

\[ u = \frac{\delta r}{\delta r \cdot \delta g} - \frac{H_n \cdot \delta g}{\delta g \cdot H_n \cdot \delta g} \]  \hspace{1cm} \text{(3.13)}
For a full derivation of these methods please see Polak (1971) [124], but as can be seen from these expressions, they depend only on the change in forces, strains and the previous inverse Hessian matrix. Assuming the approximation holds, with increasing iteration, the estimate of the inverse Hessian becomes closer to the true inverse Hessian matrix, and on approaching the minimum has a similar accuracy to the Newton-Raphson method.

3.1.4 Constant Pressure Minimisation

Constant pressure minimisations are conducted using a similar method, except there is also a need for the cell geometry to be optimised. One approach is to first minimise the energy of the system, using the method for constant volume, and then apply Hooke’s law so that the lattice vectors are adjusted according to the bulk lattice strain, $\varepsilon$.

$$\varepsilon = C^{-1} \sigma$$ \hspace{1cm} 3.14

where the stress, $\sigma$, is the sum of applied and static pressures ($P_{\text{static}} + P_{\text{applied}}$), where the static pressure is defined as $P_{\text{static}} = (1/V)(\partial U_l/\partial \varepsilon)$, and $C^{-1}$ is the compliance matrix, or the second order derivatives of lattice energy with respect to strain. As with the minimisation of the structure at constant volume, this is an iterative procedure. A full description of constant pressure minimisation can be found in Leach (2001) [125].

Despite the accuracy and speed of the energy minimisation method used, they do not overcome the problem of the minimisation becoming trapped in a local minimum. There are a range of techniques that can be used to overcome this limitation. One approach is simply to repeat the energy minimisation using different initial structures. A second is molecular dynamics, which gives atoms velocities to allow the system to overcome energy barriers to find the global minimum.
3.2 Molecular Dynamics

Molecular dynamics works to solve Newton’s laws of motion numerically by assigning velocities to atoms and molecules, and hence allows the system to evolve over time, allowing atoms and molecules to overcome energy barriers in the system to find the global minimum. However, as the amount of real time modelled is very short, this is only applicable to small energy barriers, typically of the order of a few $k_B T$.

Newton’s second law of motion states that the force is equal to the rate of change in momentum. Therefore, by knowing the force, $f_i$, acting on an atom $i$ of mass $m_i$, we can determine its acceleration, $a_i$, or the second derivative of the change in position, $r_i$, with time, $t$, by Equation 3.15.

$$ f_i = m_i \cdot \frac{\partial^2 r_i}{\partial t^2} = m_i \cdot a_i \quad 3.15 $$

Therefore, if there is no force acting on a system, the positions, after a change in time, $\Delta t$, simply change by $v_i(t) \Delta t$, where $v_i$ is the velocity. However, if the force is not zero but remains constant, the new velocities and positions after a change in time can be calculated from Equations 3.16 and 3.17, respectively.

$$ v_i(t + \Delta t) = v_i(t) + a_i(t) \Delta t \quad 3.16 $$
$$ r_i(t + \Delta t) = r_i(t) + v_i(t) \Delta t + a_i \frac{\Delta t^2}{2} \quad 3.17 $$

In real systems, however, the forces acting on an atom will vary depending on their distance from other atoms. This causes Equations 3.16 and 3.17 to only be true when the change in time is infinitesimal. As the practical use of this approach requires the time step to have a finite size, integration algorithms are employed.
After the calculation of the forces, these algorithms allow the positions and forces after a finite time step to be determined by integrating Newton’s laws of motion.

3.2.1 Integration Algorithms

All integration algorithms for molecular dynamics assume that both the atomic positions and dynamic properties can be approximated by a Taylor expansion, Equations 3.18 – 3.21, where $b_i$ is the third derivative of the position with respect to time.

$$
\begin{align*}
\mathbf{r}_i(t + \Delta t) &= \mathbf{r}_i(t) + \mathbf{v}_i(t)\Delta t + \frac{1}{2} \mathbf{a}_i(t)\Delta t^2 + \frac{1}{6} b_i(t) \Delta t^3 + \Lambda \\
\mathbf{v}_i(t + \Delta t) &= \mathbf{v}_i(t) + \mathbf{a}_i(t)\Delta t + \frac{1}{2} b_i(t) \Delta t^2 + \Lambda \\
\mathbf{a}_i(t + \Delta t) &= \mathbf{a}_i(t) + b_i(t) \Delta t + \Lambda \\
b_i(t + \Delta t) &= b_i(t) + \Lambda
\end{align*}
$$

The simplest integration algorithm which is employed is the Verlet algorithm [126]. This approach uses information regarding the positions and accelerations at time $t$ and the positions of the previous step, $t - \Delta t$, to calculate the new positions at $t + \Delta t$. The relationships between these quantities are shown by Equations 3.22 and 3.23 by third-order Taylor expansions for the positions at $t + \Delta t$ and $t - \Delta t$, respectively.

$$
\begin{align*}
\mathbf{r}_i(t + \Delta t) &= \mathbf{r}_i(t) + \mathbf{v}_i(t)\Delta t + \frac{1}{2} \mathbf{a}_i(t)\Delta t^2 + \frac{1}{6} b_i(t) \Delta t^3 + \vartheta \Delta t^4 \\
\mathbf{r}_i(t - \Delta t) &= \mathbf{r}_i(t) - \mathbf{v}_i(t)\Delta t + \frac{1}{2} \mathbf{a}_i(t)\Delta t^2 - \frac{1}{6} b_i(t) \Delta t^3 + \vartheta \Delta t^4
\end{align*}
$$

where $\vartheta$ is an accuracy parameter. These equations can then be summed to determine the position at time $t + \Delta t$, Equation 3.24.
where the accuracy is of the order $\Delta t^4$. The Verlet algorithm does not explicitly calculate the velocity, although it can be derived from the knowledge of the trajectory, using Equations 3.25 and 3.26.

\[
\mathbf{r}_i(t + \Delta t) - \mathbf{r}(t) = 2\mathbf{v}_i(t)\Delta t + \mathbf{a}_i(t)\Delta t^2 + \vartheta\Delta t^4
\]

This expression for the velocity is only accurate to the order of $\Delta t^2$. The drawback of this algorithm is that it is difficult to obtain the velocities, as they cannot be computed until the positions at $t$ are known. Additionally as the new positions are obtained from the addition of a small term, $\mathbf{a}_i(t)\Delta t^2$, to the difference between two large terms, a lack of precision may result.

An alternative form of this algorithm is known as the Verlet leapfrog algorithm [127], as is implemented in the DL_POLY 2.0 code. This algorithm effectively evaluates the velocities at the half-integer time step, Equations 3.27 and 3.28 and uses these to determine the new positions.

\[
\mathbf{v}_i\left(t - \frac{1}{2}\Delta t\right) = \frac{\mathbf{r}(t) - \mathbf{r}(t - \Delta t)}{\Delta t}
\]

\[
\mathbf{v}_i\left(t + \frac{1}{2}\Delta t\right) = \frac{\mathbf{r}(t + \Delta t) - \mathbf{r}(t)}{\Delta t}
\]

From this, an expression for the calculation of the new positions can be given from the old positions and velocities at the half-integer time step, Equation 3.29.

\[
\mathbf{r}(t + \Delta t) = \mathbf{v}_i\left(t + \frac{1}{2}\Delta t\right)\Delta t + \mathbf{r}(t) + \vartheta\Delta t^4
\]
Additionally, from the Verlet algorithm an expression for the update of velocities at
the half-integer time step can be derived, Equation 3.30.

\[ \mathbf{v}_i(t + \frac{1}{2} \Delta t) = \mathbf{v}_i(t - \frac{1}{2} \Delta t) + \mathbf{a}_i(t) \Delta t + \varepsilon \Delta t^3 \]  

3.30

Therefore, the velocities ‘leap-frog’ over the positions at time \( t \), giving their values
at the half-integer time step. The main advantage of this is that numerical precision
is improved with the accuracy of the velocities being of the order of \( \Delta t^3 \) and it
removes the problem of the positions being calculated through the differences in
large numbers. The disadvantage, however, is that the positions and velocities are
not calculated at the same time. This means that it is not possible to calculate the
kinetic and potential energy contributions to the total energy at the same time. To
calculate properties which require the simultaneous knowledge of the velocity and
position Equation 3.31 can be used. This method can be improved by using the
Verlet velocity algorithm [128], although this is not used in this study.

\[ \mathbf{v}_i(t) = \frac{1}{2} \left[ \mathbf{v}_i(t + \frac{1}{2} \Delta t) + \mathbf{v}_i(t - \frac{1}{2} \Delta t) \right] \]  

3.31

A further disadvantage of these algorithms is that they are not self-starting as they
require information from the previous step. Therefore, initial velocities need to be
assigned to the atoms. In practice, these are assigned randomly such that the system
starts at the required temperature and the simulation cell has no translational
momentum, shown by Equations 3.32 and 3.33.

\[ \sum_{j=1}^{N} m_j \cdot \mathbf{v}_j^2 = 3 N k_B T \]  

3.32

\[ \sum_{j=1}^{N} m_j \cdot \mathbf{v}_j = 0 \]  

3.33

where \( N \) is the number of particles, \( k_B \) is the Boltzmann constant and \( T \) is the
temperature.
3.2.2 Time Step and Equilibration

Obviously the choice of the actual time step used will have large implications on
the accuracy of the molecular dynamics simulation. A very small time step will
require large amounts of simulation time to calculate, whereas a value which is too
large will result in the atoms moving an unphysical distance, thus failing to produce
accurate results. An additional complication arises from the use of massless shells,
as described in the previous chapter, in molecular dynamics simulations. Two
approaches can be used to ensure that there is no exchange between the core-shell
vibrations and the rest of the system. The first method is to perform an energy
minimisation on the shells at each time step [129], although this can be
computationally expensive. The second approach is to assign the shells with a small
mass [130, 131]. This second approach is used in this work, where the mass assigned
to each is shell equates to 0.2a.u. This small mass results in the shell vibrational
frequencies being well separated from those of the cores and hence there is no
exchange of energy. This is illustrated in Figure 3.1 which shows the calculated
vibrational density of states for bulk MgO using an oxygen shell mass of 0.2 and
0.8a.u. As can be seen the core and shell vibrations are well separated at 0.2a.u. and
as the highest frequency vibration expected in this study is that of a hydroxide ion,
approximately at 3500cm$^{-1}$ [132], a shell mass of 0.2a.u. is clearly suitable. This use
of small mass shells puts an additional constraint on the time step, requiring it to be
suitable small. For the purposes of this work, a time step of 0.2fs has been used
throughout.

The initial stages of a molecular dynamics simulation comprises of an
equilibration period. This process allows the system to come to equilibrium from the
initial positions and velocities prior to data collection at a given temperature and
pressure. The aim of this process is to allow a thermalised distribution of velocities
to be attained over a fixed number of steps, typically a few tens of thousands. Data
can then be collected over a length of time which is long enough to allow
convergence of the properties of interest. The convergence is normally measured in
the configurational energy, temperature and pressure of the system, where convergence of a property is considered to have a rate of change with time of $\sim 10^{-8}$.

![vibrational density of states](image)

**Figure 3.1:** Calculated vibrational density of states for bulk MgO, using an oxygen shell mass of 0.2 (blue line) and 0.8 a.u. (red line). NOTE: for clarity the core and shell states are plotted on different scales.

### 3.2.3 Ensembles

The conditions of the molecular dynamics simulations describing the constraints are given by the ensemble used. The most common is the microcanonical ensemble, or NVE, in which the number of particles, volume and total energy of the system are held fixed and hence remain constant. In this ensemble the conserved quantity, derived from the Hamiltonian, $H$, is:

$$H_{NVE} = U + K.E.$$  \hspace{1cm} (3.34)

where $U$ is the potential energy and $K.E.$ is the kinetic energy.

In addition, one of the other ensembles which has been used with molecular dynamics in this work is the canonical, or NVT, ensemble which fixes the number of particles, volume and temperature. The temperature is kept constant through the
coupling to a heat bath, of which a number of different methods exist, although this work uses the Nosé-Hoover thermostat [133] throughout. The temperature of the system at time $t$, $T(t)$, can be calculated from Equation 3.35.

$$T(t) = \frac{\sum_{i=1}^{N} m_i v_i^2(t)}{k_B f}$$  \hspace{1cm} 3.35

where $f$ is the number of degrees of freedom in the system, $3N-3$ for a periodic system. Therefore, to modify the temperature to a specified value, $T_{\text{ext}}$, the velocities in the system can be adjusted by modifying Newton’s equation of motion, Equation 3.36.

$$\frac{d\chi(t)}{dt} = a(t) - \chi(t)v(t)$$  \hspace{1cm} 3.36

where $\chi$ is the friction coefficient and is controlled by the first order differential equation:

$$\frac{d\chi(t)}{dt} = \frac{f k_B}{Q} (T(t) - T_{\text{ext}})$$  \hspace{1cm} 3.37

where the effective ‘mass’ of the thermostat, $Q$, is defined by Equation 3.38.

$$Q = f k_B T_{\text{ext}} \tau_T^2$$  \hspace{1cm} 3.38

where $\tau_T$ is a specified time constant, often termed the relaxation constant.

For the Verlet-leapfrog algorithm, the calculation of the velocity at the half-integer time step, Equation 3.30, is modified to form Equation 3.39.
\[ v_i(t + \frac{1}{2} \Delta t) = v_i(t - \frac{1}{2} \Delta t) + [a_i(t) - \chi(t)v_i(t)]\Delta t + \vartheta \Delta t^3 \] 3.39

where the friction coefficient at both the half-integer time step and at time \( t \) can be represented as Equations 3.40 and 3.41, respectively.

\[
\chi(t + \frac{1}{2} \Delta t) = \chi(t - \frac{1}{2} \Delta t) + \left[ \frac{f_{B}}{Q} (T(t) - T_{\text{ext}}) \right] \Delta t
\]

3.40

\[
\chi(t) = \frac{1}{2} [\chi(t - \frac{1}{2} \Delta t) + \chi(t + \frac{1}{2} \Delta t)]
\]

3.41

However, as \( v(t) \) is required to calculate \( T(t) \), and therefore itself, a number of iterations are performed using the standard Verlet algorithm, normally three, to ensure self consistency. The conserved quantity, derived from the Hamiltonian, of the NVT ensemble is the Helmholtz free energy, as defined by Equation 3.42.

\[
H_{\text{NVT}} = U + K.E. + \frac{1}{2} Q \chi^2(t) + \frac{Q}{\tau^2} \int_0^t \chi(s) ds
\]

3.42

For the purposes of this work, the NVE ensemble has been used to help stabilise systems prior to simulation with constant temperature. Thus allowing a redistribution of kinetic and potential energy in the system, with total energy held fixed. The effect of the temperature bath on the configurational energy can be assessed through a simple example of simulating bulk magnesium oxide at a temperature of 300K, using the potentials given in the previous chapter. The simulation cell contained a total of 216 atoms. This was then run for 200ps in the NVE ensemble, following an initial equilibration period of 20ps. The ensemble was then changed to NVT and run for three successive periods of 100ps, increasing the relaxation constant from 0.1 to 1.0 to 2.0 ps. The variation of configurational energy and temperature as a function of simulation time is shown in Figure 3.2.
Figure 3.2: Graph showing the variation of configurational energy (blue) and temperature (red) with simulation time for bulk MgO with different ensembles. Changing simulation conditions are highlighted on the graph by E (equilibration period), NVE and NVT. The relaxation constant used with the NVT ensemble also varies from 0.1 to 1.0 to 2.0 ps.

The plot shows that as the relaxation constant changes, both the temperature and configurational energy begin to oscillate, with the average value remaining constant with the value from the NVE ensemble. This allows a larger sampling of energy states and hence gives rise to more thermodynamically reasonable values which will be closer to experimental observations. Additionally, the effect of increasing the relaxation constant allows not only the amplitude of the variation to increase but also the wavelength of the oscillation. Although not as important for stoichiometric bulk materials, for more fluxional and dynamic systems this will be more significant, particularly if the system becomes trapped in a local minimum.

Other frequently used ensembles include the isobaric-isothermal, or NPT, grand canonical, $\mu \text{VT}$, and NST ensembles, where the P, $\mu$ and S refer to the pressure, chemical potential and stress, respectively. The major difference between the NPT and NST ensembles is that while the NPT allows the cell dimensions to change
during simulation, the NST also allows the shape of the cell to alter. The pressure is controlled using a barostat, in this study a Hoover barostat, which acts in much the same way as the thermostat, where the specification of a relaxation constant is required. For a full description of the Hoover barostat see Leach (2001) [125]. However, despite the ensemble used in the simulation, the bulk, surface or nanoparticle system first needs to be generated, which is the focus of the remaining part of this chapter.

3.3 Simulating Surfaces and Nanoparticles

The generation of surfaces and nanoparticles in the work, for both potential-based and electronic structure calculations, exclusively utilises the METADISE code. This is done through the previously described method of energy minimisation. For this purpose, a description of how the METADISE code generates both surfaces and isolated nanoparticles is important.

3.3.1 Types of Surface

A surface can be generated from cleavage of the bulk crystal, which is made up of charged layers of ions. Surfaces can be characterised firstly by the crystallographic direction in which the crystal is cut, as defined by its Miller index. In addition to the direction, the location is also important, as cleavage along certain planes, giving rise to different surface terminations, will lead to different surface stabilities. It was shown by Bertaut [134] that when a dipole moment perpendicular to the surface exists, the energy of the surface will diverge and become infinite. Following on from this, Tasker [135] described three possible surface types which can be generated by different cleavage locations.
• Type I surfaces, Figure 3.3(a), consist of stacked planes which each have an overall charge of zero. They contain a stoichiometric ratio of cations and anions and have no net dipole moment.

• Type II surfaces, Figure 3.3(b), comprise of charged sheets, where the stacking sequence is symmetric and thus produces no net surface dipole moment.

• Type III surfaces, Figure 3.3(c), also contain stacked charged sheets but using an alternating sequence which gives rise to a net dipole moment at the surface. These surfaces are also termed as dipolar.

Type I and II surfaces will both give rise to stable surfaces. However, the net surface dipole moment of Type III surfaces makes them unstable and hence will only form either due to surface roughening or the adsorption of foreign atoms which can stabilise these unstable surfaces. These Type III surfaces can be modified readily, for example, Oliver et al. [136] found that this could be achieved by removing half the surface ions and displacing them to the bottom of the cell, as shown in Figure 3.3(d). For larger surfaces, this displacement of ions can obviously give rise to a range of different surface configurations which will each need to be modelled to find the lowest in energy. This displacement can be considered as micro-faceting, which occurs in nature. Surface faceting allows for the reconstruction of polar surfaces to form neutral surfaces, where stable surfaces are used in its formation. This process is shown schematically in Figure 3.4.
Figure 3.3: Schematic representation of the different forms of surfaces generated by cleaving a crystal. These consist of (a) Type I, (b) Type II and (c) Type III surfaces. Due to the net dipole moment formed for Type III surfaces, reconstruction occurs to remove this, giving rise to (d) a reconstructed Type III surface. [96]

Figure 3.4: Schematic representation of the surface faceting, illustrated using hypothetical surfaces where a stable (100) surface is used to stabilise a polar (111) surface [109].

3.3.2 Surface Generation

The approach for modelling surfaces follows the method of Tasker [135], where the surfaces consist of a series of two-dimensional periodic charged planes parallel to the surface. The difficulty that this produces is that the complete crystal is comprised of many charged planes, which when modelled explicitly is
computationally expensive. To overcome this, Tasker developed the two-region approach, which is implemented in the METADISE code. This method considers a system as comprising of two blocks, which in turn contain two distinct regions, all of which are periodic in two-dimensions. The atoms in Region I are treated explicitly and allowed to relax to their mechanical equilibrium. Region II atoms, however, represent the rest of the crystal, and therefore are held fixed at their bulk equilibrium positions. A bulk simulation is conducted using two blocks with the Region I atoms adjacent. A surface, however, is modelled using just one block; with the surface present at the top of Region I. Figure 3.5 shows a schematic representation of the setup of both bulk and surface simulations using this two-region approach.

The energies of these blocks can then be determined by summing the energies of interaction between the different regions. This allows for the calculation of the energy of the bulk, $U_B$, and surface, $U_S$, simulations through Equations 3.43 and 3.44, respectively.

\[
U_B = (E_{I-I}^B + E_{I-II}^B) + (E_{II-I}^B + E_{II-II}^B) \tag{3.43}
\]
\[
U_S = (E_{I-I}^S + E_{I-II}^S) + (E_{II-I}^S + E_{II-II}^S) \tag{3.44}
\]

where the superscript $B$ and $S$ refer to bulk and surface components, respectively. $E_{I-I}$ is the energy of Region I ions interacting with Region I ions, $E_{I-II}$ for Region I ions and Region II, etc. The energies $E_{II-I}^B$ and $E_{II-II}^S$ will increase with Region II size.
The surface energy of a crystal face is defined as the excess in energy of a surface simulation over the bulk system containing the same number of atoms per unit area, as expressed by Equation 3.45.

\[ \gamma = \frac{U_S - U_B}{S} \]  \hspace{1cm} 3.45

where \( S \) is the surface area. Thus \( E_{\mu-II}^B = E_{\mu-II}^F \) and hence will cancel.
3.3.3 Modelling Materials in Three-Dimensions

Both the VASP and DL_POLY codes employ three-dimensional periodic boundary conditions, exploiting the rapid convergence of electrostatic interactions. The use of these periodic boundary conditions makes the above method of surface generation unable to be used directly. Therefore, to do this, a slab of material is generated, with both sides of the slab consisting of the same surface on either side. The generation of this slab can also be done using the two-region approach in that the slab can be generated from Region I of Block I. All that is then required is that the slab is made sufficiently thick so that the surfaces are non-interacting. To model this slab a gap between the surfaces also needs to be introduced of sufficient thickness so that surfaces do not interact with their mirror in the adjacent periodic image.

3.3.4 Crystal Morphology

The accurate calculation of surface energies, using the above methods, allows METADISE to generate predicted equilibrium morphologies. This technique is based on work by Gibbs [137] which proposed that for a crystal of a given volume, the equilibrium form will be that which possess the minimal surface energy. Or that Equation 3.46 is a minimum at constant volume.

\[ \gamma S = \sum \gamma_i S_i \]

where \( \gamma_i \) and \( S_i \) are the surface energy and the surface area of the \( i^{th} \) crystallographic face.

Following from this proposal, Wulff [138] suggested the crystal morphology formed would be a result of \( \mathbf{h}_i \), the normal vector to the face from a point within a crystal, being proportional to the surface energy of that face, \( \gamma_i \):
\[ h_i = \lambda \gamma_i \] 3.47

where \( \lambda \) is a constant that depends on the absolute size of the crystal resulting in the crystal morphology, as shown in Figure 3.6. It thus follows that high energy surfaces will not be present in the final construction.

![Figure 3.6: Schematic representation of the calculation of crystal morphology [139].](image)

This approach, however, is only true for crystals grown with all surfaces in equilibrium, neglecting kinetic factors such as the growth rate. An additional problem is that it can often be unclear as to when the crystal exhibits its equilibrium morphology. However, we might expect morphologies close to the equilibrium form for small crystals as, at each stage of the growth process, rearrangement is possible, either due to the small distances over which material has to travel or if the material is formed over geological time scales.

An alternate method for considering nanoparticle morphology is to cut a portion of the bulk material, for example, a sphere, and then to anneal the surfaces to form the equilibrium morphology, similar to the approach to Sayle et al. [140]. This is done by raising the temperature of a molecular dynamics simulation to melt the surface regions and then to slowly cool the simulation to allow the surfaces to recrystallise. This work will consider both forms of nanoparticle generation thus allowing both the
equilibrium shape to be considered as well as allowing the stability of nanoparticles which are dominated by a particular surface to be considered.

3.4 Chapter Conclusions

The aim of this chapter has been to identify and describe the computational methodologies employed in this work. When coupled with the description of the calculation of forces in chapter two, this gives an overview of how the calculations described herein have been both setup and simulated. The remaining chapters of this thesis will discuss the applications of these methods to both surfaces and nanoparticles. This will begin with studying the adsorption process on the surfaces of calcium and magnesium oxide.
Central to our understanding of surface processes, such as adsorption, is the evaluation of reliable data on the energetics and mechanisms at the atomic level. Once such data is obtained it is then possible to predict conditions which will improve the surface behaviour as required. As mentioned in chapter one, this is of particular interest for optimising the adsorption of anthropogenic carbon in the process of mineral carbon sequestration in both dry and wet conditions. Thus, the focus of this chapter will be to investigate the surface adsorption of both H, in the
form of water, and C, in the form of carbon dioxide. The effect these have on the surface stability of the simple oxides of calcium and magnesium will be assessed and utilised to construct surface phase diagrams which will both provide prediction, for these materials, and establish a protocol for modelling different materials. We have elected to study the simple oxides which are well characterised model systems, thus allowing our predictions to be tested more easily. This study uses static lattice simulation techniques exclusively, with the forces calculated using a potential model, as outlined in the previous chapters. In addition, the energy minimisation of a large number of different surface configurations allows us to evaluate the surface free energies. The total number of individual static lattice minimisations used for the calculations detailed in this chapter exceed 180 000.

4.1 Bulk Minerals

Calcium and magnesium oxides, or periclase and lime, respectively, both have equivalent face-centred cubic crystal structures, modelled in the $Fm\overline{3}m$ space group. Perfect cleavage is observed in the symmetrically equivalent [100], [010] and [001] directions. Despite the use of previously tested potentials, it is essential to validate the potential models used in order to ensure bulk lattice parameters and physical properties can be accurately reproduced. Table 4.1 below details the comparison of the physical properties of the simple oxides with experimental data. The results of these comparisons suggest that, as expected for previously derived potentials, good reproduction of the crystal structure and the related structural properties is achieved. Larger discrepancies are seen in the comparison between elastic constants due to the neglect of the known covalency in these oxide minerals. However, previous studies [141] have shown that this neglect is satisfactory and the simulation of these materials yields accurate results.
### Table 4.1: Comparison of the physical properties of bulk calcium and magnesium oxides to reference data [132, 142].

<table>
<thead>
<tr>
<th>Property</th>
<th>CaO</th>
<th>MgO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calculated</td>
<td>Experimental</td>
</tr>
<tr>
<td>Lattice Constant / Å</td>
<td>4.81</td>
<td>4.81</td>
</tr>
<tr>
<td>Lattice Energy / eV</td>
<td>-36.0</td>
<td>-36.2</td>
</tr>
<tr>
<td>Static Dielectric</td>
<td>10.3</td>
<td>11.8±0.3</td>
</tr>
<tr>
<td>Constant, $\varepsilon_0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-Frequency Dielectric Constant, $\varepsilon_\infty$</td>
<td>2.4</td>
<td>3.4</td>
</tr>
<tr>
<td>Shear Modulus, C$_S$ / $10^{11}$ dyn cm$^2$</td>
<td>11.3</td>
<td>16.4</td>
</tr>
<tr>
<td>Shear Modulus, C$_{44}$ / $10^{11}$ dyn cm$^2$</td>
<td>9.9</td>
<td>8.1</td>
</tr>
</tbody>
</table>

### 4.2 Surface Structures

The correct modelling of oxide surface structures and the subsequent calculation of surface energies is also important. However, it is not feasible to study every possible surface termination and hence, a range of surfaces have been simulated, enabling representative surfaces to be selected for studying the adsorption processes. These include the lowest index, and most stable, {100} surface along with the stepped {n10} and {n11} surfaces, with a range of $n$ between 1 and 5. Table 4.2 below details the surface energies of these modelled surfaces. The low index surfaces are primarily considered as they are often the lowest in energy because they have the largest stacking vector and hence less bonds to be cut perpendicular to the surface.
Table 4.2: Table detailing the relaxed surface energies for the \{100\}, \{n10\} and \{n11\} surfaces of calcium and magnesium oxide, where $n$ ranges from 1 to 5.

<table>
<thead>
<tr>
<th>Surface Termination</th>
<th>CaO surface energy / J m$^{-2}$</th>
<th>MgO surface energy / J m$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>0.78</td>
<td>1.29</td>
</tr>
<tr>
<td>{110}</td>
<td>1.31</td>
<td>2.18</td>
</tr>
<tr>
<td>{210}</td>
<td>1.34</td>
<td>2.22</td>
</tr>
<tr>
<td>{310}</td>
<td>1.15</td>
<td>1.91</td>
</tr>
<tr>
<td>{410}</td>
<td>1.05</td>
<td>1.75</td>
</tr>
<tr>
<td>{510}</td>
<td>0.99</td>
<td>1.65</td>
</tr>
<tr>
<td>{111}</td>
<td>2.47</td>
<td>4.16</td>
</tr>
<tr>
<td>{211}</td>
<td>1.71</td>
<td>2.95</td>
</tr>
<tr>
<td>{311}</td>
<td>2.18</td>
<td>3.68</td>
</tr>
<tr>
<td>{411}</td>
<td>1.97</td>
<td>3.35</td>
</tr>
<tr>
<td>{511}</td>
<td>1.79</td>
<td>3.06</td>
</tr>
</tbody>
</table>

The primary difference between the two materials is that the calcium surfaces are lower in energy than their magnesium equivalents, although they have the same trend in stability. This is simply a cause of the difference in bond strength. As the bonds are shorter, and hence stronger, for MgO, the energy required to break these bonds to form the surface is greater, resulting in higher surface energies.

The \{100\} surface possesses a structure of a ‘perfect’, flat surface and as expected has the lowest energy, shown in Figure 4.1. The surface structure and stability also concurs with previous simulation studies [12]. The \{100\} is the most stable, and the \{110\} surface is in turn more stable than the \{111\} surface. The exception to this is the \{111\} MgO surface which has a previously reported surface energy of 3.86 J m$^{-2}$. This discrepancy is due to the actual model used. The model used by de Watson et al. has a weaker spring constant for the oxygen ions, therefore making them more polarisable. For the majority of the modelled surfaces this causes little discrepancy. However, as the \{111\} surface is polar, this has a larger impact, making the surface energy reported by Watson et al. lower in energy.
Figure 4.1: Surface structure of the \{100\} surface of calcium/magnesium oxide. Atoms coloured green indicate the metal atom, whereas oxygen atoms are labelled red.

The \{n10\} surfaces, as seen in Figure 4.2, are stepped, with the steps separated by terraces of \{100\} surfaces. The lowest energy \{110\} surface, Figure 4.2(a), undergoes a rearrangement giving rise to a micro-faceted surface, as previously reported by de Leeuw et al. [16]. The facet has a depth of 2.87Å and the sides of the facets are comprised of exposed \{100\} surfaces. The remaining \{n10\} surfaces, however, all have the same basic stepped structure, with the length of the terraces separating the steps increasing with the value of \(n\). This is a result of the stability of the \{100\} surface, causing a subsequent decrease in energy with increased expression. Interestingly, all the surfaces have evenly spaced steps across the surface with the exception of the \{310\} which alternates between two lengths. This is most likely due to the interaction energy between the steps. As it reaches a certain limit the surface can stabilise itself more by having one weak and one strong interaction, leading to the alternate terraces. For longer terraces the distance between the steps is sufficiently large that the interaction is minimal and the surface appears regular.
Figure 4.2: Surface structures of the \( \{n10\} \) surfaces of calcium/magnesium oxide for (a) \{110\}, (b) \{210\}, (c) \{310\}, (d) \{410\} and (e) \{510\} cuts.

The structures of the \( \{n11\} \) surfaces are shown in Figure 4.3. The high energy of the \{111\} surface, particularly for magnesium oxide, is a result of it being a dipolar surface. To remove this dipole, 50% of the surface oxygen atoms are shifted to the bottom of the cell, producing trench-like structures along the rows of missing oxygen atoms on the surface. Increasing \( n \) leads to the formation of stepped surfaces, with \{110\} terraces separating the steps. The low energy of the \{211\} surface is related to the apparent flatness of the surface, where there are no steps present. As the steps are introduced, surface energy increases. However, increasing terrace length causes a decrease in surface energy with increasing \( n \), as the energy converges towards the \{110\} energy. The \{311\} surface has a similar pattern of alternating steps to the \{310\}, again related to the interaction between the steps, as does the \{511\} surface.
The order of stability of the three low index surfaces can be rationalised through consideration of the surface metal coordination. From the \( \{100\} \) through to the \( \{111\} \) surface, the coordination number decreases from 5 to 3, with the rearranged \( \{110\} \) surface showing a mixture of coordination numbers of 4-6, depending on the ion’s position in the surface trench. More detailed analysis of the MgO \( \{110\} \) surface reveals that the surface energy can be reduced further by enlargement and the deepening of the trench on the surface, as can be seen in Figure 4.4. The trench was increased in depth from 2.87 to 8.37Å which gave a subsequent reduction in the relaxed surface energy from 2.18 to 1.92J m\(^{-2}\). This suggests that surface micro-faceting along the trenches can lead to increased surface stabilisation of the \( \{110\} \) surface.

Micro-faceting is also seen on the \( \{111\} \) surface, as shown computationally by de Leeuw et al. [20] and by experimental LEED patterns [143, 144]. In this case the surface comprises of pyramids, with \( \{100\} \) faces. Despite this reduction in surface energy, the modelling of a large number of surface adsorptions on the modified \( \{110\} \) surface.

**Figure 4.3:** Surface structures of the \( \{n11\} \) surfaces of calcium/magnesium oxide for (a) \( \{111\} \), (b) \( \{211\} \), (c) \( \{311\} \), (d) \( \{411\} \) and (e) \( \{511\} \) cuts.
and {111} surfaces was not feasible due to the large increase in computational time needed to evaluate a considerably larger number of different surface configurations.

Figure 4.4: Surface structures of the (a) original {110} and (b) modified {110} surface of magnesium oxide.

Thus we elected to consider a representative group of surfaces. These were the {100}, {110}, {111} and {310} surfaces. This allows us to investigate the differences between adsorption on flat, micro-faceted, polar and stepped surfaces, respectively.

4.3 Calculation of Surface and Adsorption Energies

The surface adsorption energies can be calculated from the total interaction energy of the surface, \( E_S \), and the equivalent energy of bulk atoms, \( E_B \), with an energy correction, \( E_{\text{corr}} \) (adsorbate), related to the self-interaction of the species, as shown by Equation 4.1:

\[
\gamma = \frac{1}{S} [E_S - E_B] - \frac{1}{S} n_{\text{adsorbate}} E_{\text{corr}} \) (adsorbate) \tag{4.1}
\]

where \( S \) is the surface area and \( n_{\text{adsorbate}} \) is the number of surface adsorbates in the simulation cell. The energy of adsorption, \( E_{\text{ads}} \) (adsorbate) is calculated in a similar way by considering the energy difference of the ‘pure’ and ‘modified’ surfaces and is again corrected for the number of adsorbates, as shown by Equation 4.2. A ‘pure’
surface is considered to be the clean surface, with no surface adsorbates present. Once a surface adsorbate is present, the surface is considered to be ‘modified’.

\[ E_{ads} (adsorbate) = \frac{E_S(\text{modified}) - E_S(\text{pure})}{n_{\text{adsorbate}}} + E_{corr}(adsorbate) \quad 4.2 \]

The free energies, \( A_S \), can be estimated through the calculation of the energies of a large number of different surface configurations and is expressed relative to the minimum energy found at each level of surface coverage, \( E_{S_{\text{min}}} \). Equation 4.3 represents the calculation of free energy.

\[ A_S = E_{S_{\text{min}}} - RT \ln(Q) \quad 4.3 \]

where \( Q \) is the total partition function, summed over all surfaces at a particular coverage, as given by Equation 4.4.

\[ Q = \sum_s e^{(-E_s - E_{S_{\text{min}}})/RT} \quad 4.4 \]

The energies in Equations 4.1 and 4.2 can then be substituted for free energies, allowing the calculation of the surface free energy and free adsorption energy, respectively, assuming the entropic contribution for the bulk free energy is negligible. Additionally, this technique also allows for the evaluation of the average surface free energies, using the statistical mechanical expression shown by Equation 4.5.

\[ <\gamma> = \frac{\sum_s \gamma_s e^{(-E_s - E_{S_{\text{min}}})/RT}}{Q} \quad 4.5 \]
This requires only that we sample sufficient numbers of different configurations, which is possible using simple interatomic potentials.

The correction term used in Equations 4.1 and 4.2 is dependent on the surface adsorbates and effectively accounts for the self-energies of the species being adsorbed. The calculation of the correction factors are obtained in a similar fashion as used by de Leeuw et al. [145]. For the addition of an associatively adsorbed water molecule $E_{\text{corr}}(\text{H}_2\text{O})$ is the self-energy of an isolated water molecule, -9.1eV, and the heat of vaporisation, -0.45eV, which makes it relative to aqueous water. The calculation of the adsorption energy, however, is relative to a gaseous molecule, and therefore does not need to include the heat of vaporisation. For the addition of a dissociated water molecule, however, $E_{\text{corr}}(\text{H-OH})$ is obtained from the following reaction:

$$M^{2+}_{(g)} + O^{2-}_{(g)} + \text{H}_2\text{O}_{(l)} \rightarrow M^{2+}_{(g)} + 2\text{OH}^-_{(g)}$$

This is calculated using the relevant lattice energies and enthalpies of formation from Table 4.3. For CaO this is determined as -6.70eV, and -7.15eV for MgO. The complication of evaluating the self-energy is that the ionic model has to account for the different oxygen charge states (-0.8 in a water molecule, -1.4 in a hydroxide and -2 for a lattice oxygen), therefore effectively accounting for the oxygen electron affinity directly.

The calculation of the energy correction term used for the addition of a carbonate group, $E_{\text{corr}}(\text{CO}_3^{2-})$, is calculated in a similar manner, using the data in Table 4.3, where it represents the carbonation from gaseous CO$_2$ according to:

$$M^{2+}_{(g)} + O^{2-}_{(g)} + \text{CO}_{2(g)} \rightarrow M^{2+}_{(g)} + \text{CO}_3^{2-}_{(g)}$$
This therefore accounts for the energy of the reaction of CO$_2$ with a surface oxygen atom. The correction term for the carbonation of CaO uses a value of 23.34eV, and 21.66eV is used for MgO.

**Table 4.3**: Lattice energies and enthalpies of formation [146] used to calculate the energy correction terms for hydroxylation and carbonation.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Lattice Energy / kJ mol$^{-1}$</th>
<th>Enthalpy of Formation / kJ mol$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO$_{(s)}$</td>
<td>-3984.80</td>
<td>-601.70</td>
</tr>
<tr>
<td>Mg(OH)$_2(s)$</td>
<td>-3378.26</td>
<td>-924.50</td>
</tr>
<tr>
<td>MgCO$_3(s)$</td>
<td>-6175.04</td>
<td>-1095.80</td>
</tr>
<tr>
<td>CaO$_{(s)}$</td>
<td>-3468.63</td>
<td>-635.10</td>
</tr>
<tr>
<td>Ca(OH)$_2(s)$</td>
<td>-2931.15</td>
<td>-986.10</td>
</tr>
<tr>
<td>CaCO$_3(s)$</td>
<td>-5898.94</td>
<td>-1206.90</td>
</tr>
<tr>
<td>CO$_2(g)$</td>
<td>-</td>
<td>-393.51</td>
</tr>
<tr>
<td>H$^+$(aq)</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>H$<em>2$O$</em>{(g)}$</td>
<td>-</td>
<td>-241.82</td>
</tr>
</tbody>
</table>

### 4.4 Water Adsorption

The first molecular species to be considered for surface adsorption is water. The ubiquity of water makes the modelling and understanding of its interactions with mineral surfaces important. Two modes of water adsorption are considered. The first is through associative adsorption, or hydration, shown schematically in Figure 4.5(a). The initial starting configuration of water considered was through placement of the water oxygen above the surface metal atom, as the metal – oxygen interaction is the strongest. The second mode of adsorption is dissociative adsorption, or surface hydroxylation, which involves the splitting of the water molecule into a proton and a hydroxide molecule. These are initially modelled as adsorbing to the surface oxygen and metal atoms, respectively, as shown in Figure 4.5(b). Additionally, surface adsorption of both species was modelled from the adsorption of a single molecule through to monolayer coverage, thus allowing the effect of surface coverage to be
investigated. However, the mixed adsorption of species was not considered due to constraints on the available computational resources. The definition of associatively and dissociatively adsorbed water as hydrated and hydroxylated, respectively, will be used consistently throughout this thesis.

![Schematic representation of the initial starting configuration for modelling the processes of (a) hydration and (b) hydroxylation on CaO and MgO surfaces. Hydrogen atoms are shown in white and the oxygen of a water molecule is designated blue.](image)

**Figure 4.5:** Schematic representation of the initial starting configuration for modelling the processes of (a) hydration and (b) hydroxylation on CaO and MgO surfaces. Hydrogen atoms are shown in white and the oxygen of a water molecule is designated blue.

The definition of surface coverage is essential when discussing the variation of surface energy with adsorbate concentration as there are a number ways of doing this. The definition of surface coverage, for the adsorption of water, is defined as being the percentage of adsorbates above a surface metal atom, up to monolayer coverage. This allows direct comparison between associatively and dissociatively adsorbed water.

Although water adsorption on these simple oxide surfaces has been studied by a number of researchers, as outlined in chapter one, the trialling of such a large number of different surface combinations and the subsequent evaluation of free energies via the configurational entropy has not been. This is only computationally feasible through the use of a high-throughput resource, in this case a CONDOR pool [147].
The variation of surface free energies with water coverage, for both hydration and hydroxylation, are shown in Figure 4.6.

![Graphs showing the change in surface free energy with water coverage for hydration and hydroxylation of calcium and magnesium oxide surfaces.](image)

**Figure 4.6:** Plots of the average surface free energy against water coverage for hydration and hydroxylation of the calcium and magnesium oxide (a) {100}, (b) {110}, (c) {111} and (d) {310} surfaces. NOTE: High surface energies at full coverage for some surfaces are not shown for clarity.

Surface hydration and hydroxylation are both seen to reduce the surface energy with increasing coverage, although, for the majority of the surfaces, the minimum surface energies are not at full monolayer coverage. The steric repulsions of the 100% coverage dominate the energy and destabilise the surfaces. This is also reflected by the adsorption energies, which are all exothermic except at these high coverages. The energies of CaO surfaces are also consistently lower than MgO, similar to the dry surface energies. One of the causes of this difference is the lower Madelung potential of CaO, which is a result of the increased lattice constant, effectively destabilising the O\(^2\)- ion relative to the MgO surface. The {100} surface...
Madelung potential for CaO is calculated as 20.2eV, comparing with 23.1eV for MgO.

The \{100\} surfaces, Figure 4.6(a), show different trends for the two materials. For MgO, hydration offers much more stabilisation than surface hydroxylation. However, for CaO, the two processes offer a similar degree of stabilisation. In fact, at most coverage levels, hydroxylation is the favoured process, although the minimum surface energy is found for hydration. The \{110\} and \{111\} surfaces, Figures 4.6(b) and (c), respectively, show similar trends. For these surfaces, hydroxylation produces the lowest surface energies. The \{110\} surface has closely matched energies but for the \{111\} surface hydroxylation forms considerably more stable surfaces. This is unsurprising, due to the known stability of the fully hydroxylated \{111\} surfaces, which effectively forms a layer of the mineral hydroxide \[17\]. The results of the \{310\} surface, Figure 4.6(d), also show similar trends for the two materials. Hydroxylation, in general, provides more surface stabilisation, particularly at low coverage where the adsorption occurs at the step. As coverage increases, the stabilisation due to hydroxylation of the calcium oxide \{310\} surface continues to decrease, as the \{100\} terraces are hydroxylated. The lower stabilisation of hydroxylation of the \{100\} surface for MgO results in the surface energy of the \{310\} levelling out, with similar surface energies to the hydrated surface.

The 100% hydroxylated \{111\} surfaces and the hydroxylated \{310\} CaO surface, after approximately 60%, show negative surface energies. This indicates the large surface stabilisation that the reaction to form hydroxide provides. This has been reported before, for example, for the hydroxylation of \(\theta\)-alumina \[148, 149\]. According to Tasker et al. \[150\], this also indicates a thermodynamic barrier to sintering, thereby inhibiting crystal growth, indicating the strength of this adsorption. This therefore indicates that although crystal growth would be inhibited the surface would continue to dissociatively adsorb water up to the minimum energy coverage.
As the \{100\} and \{310\} surfaces are closely related, the differences between them can be attributed to the presence of the step. A comparison of the hydration and hydroxylation processes on the CaO and MgO surfaces is shown by Figures 4.7(a) and (b), respectively. For both materials, it can be seen that for hydration the variations of surface free energy with coverage mimic each other, with the same order of stability maintained regardless of coverage. However, this is not the case for hydroxylation. After one molecule of water has been added, removing the first of the two steps of the \{310\} surfaces, the order of stability is maintained. The second molecule of water hydroxylates the other \{310\} step, causing the surface to have a more regular appearance, similar to the \{100\} surface. After this, the variation in surface energy is similar to the \{100\} surface. The CaO surface is seen to increase in stability until steric repulsions become unfavourable, whereas the MgO equivalent levels out in a similar manner to the \{100\} surface, albeit at a lower energy. Therefore the presence of the step enhances the reactivity of the \{100\} surface, effectively allowing the surface to become more stable.

![Figure 4.7](image)

**Figure 4.7:** Plots of the average surface free energy against water coverage for hydration and hydroxylation of the \{100\} and \{310\} surfaces for (a) CaO and (b) MgO.

Overall, the results show that, for calcium oxide, hydroxylation of the surfaces is more favourable than hydration, providing lower surface energies, particularly for the \{111\} and \{310\} surfaces. Whereas, for MgO only the \{111\} surface shows a large surface stabilisation for hydroxylation over hydration. For the other surfaces
hydration either provides a similar degree of stabilisation or, in the case of the \{100\}, is considerably more favoured, which is in fact the lowest energy MgO surface. This result is to be expected from the known reactivity of calcium oxide with water being greater than for magnesium oxide. These results are also in broad agreement with previous studies, notably that of de Leeuw [16], where a similar study of hydroxylation was conducted, albeit considering fewer configurations.

4.5 Surface Carbonation

The reaction of carbon dioxide with mineral surfaces is difficult to model using potential-based methods, as the potentials used are only fitted to model a specific chemical species and do not allow for electron transfer. However, as the reaction of carbon dioxide with the surface forms the mineral carbonate we decided to model the post-reacted surface where the carbon species being studied is that of a carbonate ion.

Surface carbonation was modelled in two ways. The first method involved the adsorption into the surface, through removal of a surface oxygen atom and replacement with a carbonate ion. The second method was considered as the adsorption above the surface of an oxygen deficient surface, where the carbonate was placed over a surface metal atom in a bidentate manner and an oxygen atom was removed to maintain the charge neutrality of the surface. Figures 4.8(a) and (b) shows the first and second methods, respectively, of surface carbonation in a schematic manner. As the carbonate unit is significantly more bulky than the water molecule some surface features may sterically hinder the adsorption of the carbonate on a particular surface site and may be a problem if the carbonate relaxes into a local minimum. Therefore, to overcome this, the carbonate was additionally modelled as having the oxygen atoms in the carbonate aligned with either the x- or the y-axis, where the z-direction is perpendicular to the surface.
The definition of coverage for the purposes of carbonate adsorption follows a similar line to that for the adsorption of water. Carbonate coverage is defined as the number of carbonates added in relation to the number of adsorption sites available, which is the number of surface metal atoms for the first addition method and the number of surface oxygen atoms for the second. As all the modelled surfaces had an equal ratio of magnesium and oxygen atoms, this allows direct comparison between energies for the different methods of carbonate adsorption.

**Figure 4.8:** Schematic methods of initial carbonate placement on the CaO and MgO surfaces: (a) above a metal atom with a surface oxygen atom removed and (b) replacement a surface oxygen by a carbonate. The carbon atoms are coloured grey whereas the oxygen of the carbonate is shown in pink.

### 4.5.1 The Adsorption of a Single Carbonate Unit

Prior to considering the effect of surface coverage, it is useful to study the adsorption of a single carbonate onto these surfaces. To aid in the characterisation and understanding of this adsorption, vibrational frequency analysis can yield information pertaining to the adsorption mode and its strength. The carbonate ion has a number of characteristic vibrational modes which change upon adsorption. These include a Raman-active asymmetric CO stretch, $\nu_1$, an IR-active out-of-plane deformation, $\nu_2$, and a doubly degenerate IR-active symmetric CO stretch, $\nu_3$. Upon adsorption, and the resultant loss of symmetry, $\nu_1$ becomes IR-active and the doubly degenerate $\nu_3$ splits into high and low frequency peaks, $\nu_{3h}$ and $\nu_{3l}$, respectively.

These characteristic frequencies of the gaseous carbonate ion were determined using an optimised MP2 Gaussian [151] calculation, using a 6-311+ g (d, p) basis set.
The modes were calculated to be 1012, 854 and 1327 cm$^{-1}$ for $\nu_1$, $\nu_2$, and $\nu_3$, respectively. These compare favourably with literature values of 1063, 879 and 1415 cm$^{-1}$, respectively, for the free carbonate ion [152]. However, calculation of using the potential model produced frequencies which were too high in value, although the same trend was observed. This is most likely a result of the enforced rigidity created by the torsional component of the potential. However, as the same model is used throughout this study, all calculated frequencies will be subject to identical constraints. In addition, we are only concerned with the change in force constants rather than their absolute values. Therefore, a scaling factor was defined, as the average scaling factor required to reduce the potential-based frequencies to those seen using the Gaussian calculation. This scaling factor has a value of 0.711 and produced frequencies of 1046, 795 and 1507 cm$^{-1}$ for $\nu_1$, $\nu_2$, and $\nu_3$, respectively. This scaling factor was then used for all following potential-based calculations.

A number of reference modes need to be considered to analyse the bonding modes seen for the minimum energy structures of adding a single carbonate. This was done with the \{100\} surface, using four different bonding configurations, shown schematically in Figure 4.9. The first two modes, Figures 4.9(a) and (b), consist of the insertion of carbonate into the surface via direct replacement of a surface oxygen atom with a carbonate group, where the angle between the carbonate is either 90° or 45°, respectively. The other two modes, detailed in Figures 4.9(c) and (d), involve the adsorption of a carbonate ion above a surface metal atom in either a bidentate or monodentate manner, respectively. Charge neutrality was ensured for the latter two modes by removing a surface oxygen. The position of this oxygen vacancy was also varied across the surface and the calculated vibrational frequencies summarised as a range. Tables 4.4 and 4.5 detail the calculated vibrational frequencies of the different adsorption modes for the \{100\} CaO and MgO surfaces, respectively, where the PARAPDCS code [153] was used to minimise the surfaces and calculate the values. These simulations were first minimised, whilst holding the carbon atom fixed, and then the vibrational frequencies were calculated for the resulting structure with the constraint removed.
Figure 4.9: Schematics of the different modes of surface carbonation on the \{100\} CaO and MgO surfaces. These modes comprise of adsorption \textit{into} the surface, with an angle to the surface of (a) 90° and (b) 45°; and adsorption \textit{above} a surface metal atom in a (c) bidentate and (d) monodentate manner.

Table 4.4: Calculated vibrational frequencies of surface carbonation of the CaO \{100\} surface, detailing the results of different reference modes of adsorption.

<table>
<thead>
<tr>
<th>Carbonate Adsorption</th>
<th>$v_1$ / cm$^{-1}$</th>
<th>$v_2$ / cm$^{-1}$</th>
<th>$v_{3l}$ / cm$^{-1}$</th>
<th>$v_{3h}$ / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Replacement of O angle 90°</td>
<td>1083</td>
<td>787</td>
<td>1485</td>
<td>1666</td>
</tr>
<tr>
<td>Replacement of O angle 45°</td>
<td>1095</td>
<td>791</td>
<td>1531</td>
<td>1652</td>
</tr>
<tr>
<td>Monodentate above Ca</td>
<td>1070–1078</td>
<td>774–785</td>
<td>1415–1452</td>
<td>1548–1592</td>
</tr>
<tr>
<td>Bidentate above Ca</td>
<td>1052–1070</td>
<td>780–787</td>
<td>1400–1471</td>
<td>1611–1637</td>
</tr>
</tbody>
</table>

Table 4.5: Calculated vibrational frequencies of surface carbonation of the MgO \{100\} surface, detailing the results of different reference modes of adsorption.

<table>
<thead>
<tr>
<th>Carbonate Adsorption</th>
<th>$v_1$ / cm$^{-1}$</th>
<th>$v_2$ / cm$^{-1}$</th>
<th>$v_{3l}$ / cm$^{-1}$</th>
<th>$v_{3h}$ / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Replacement of O angle 90°</td>
<td>1089</td>
<td>785</td>
<td>1468</td>
<td>1703</td>
</tr>
<tr>
<td>Replacement of O angle 45°</td>
<td>1101</td>
<td>786</td>
<td>1515</td>
<td>1691</td>
</tr>
<tr>
<td>Monodentate above Mg</td>
<td>1080–1087</td>
<td>767–790</td>
<td>1371–1377</td>
<td>1501–1623</td>
</tr>
<tr>
<td>Bidentate above Mg</td>
<td>1045–1075</td>
<td>774–776</td>
<td>1350–1447</td>
<td>1622–1677</td>
</tr>
</tbody>
</table>
The results of these reference modes show that the adsorption of carbonate into the surface gives rise to higher frequencies than the addition above the surface. In addition, the adsorption energies for the incorporation into the surface show different results for the two materials. For CaO, both angles of the carbonate to the surface give rise to exothermic energies, with the carbonate placed perpendicular to the surface being the most favoured. However, for the MgO surfaces, only the perpendicular carbonate is seen to be favoured, which is in agreement to the work of Jensen et al [29]. Although the vibrational frequencies for the monodentate adsorption are higher, indicating stronger bonding, than the bidentate mode, all adsorption energies for the adsorption of carbonate above the surface were found to be unfavourable.

These reference adsorption modes can be compared to the calculated vibrational frequencies for the lowest energy structures of the single carbonate adsorption on the \{100\} CaO and MgO surfaces. Table 4.6 contains the calculated frequencies, whilst the surface structures are given in Figure 4.10. The results show that for MgO, the lowest energy structure is very similar to the most stable reference mode found, where the carbonate is perpendicular to the surface. However, the results for the equivalent calculations for calcium oxide differ. The vibrational frequencies for this surface reside between the values for the adsorption of a carbonate into the surface with the two different angles to the surface. Analysis of the surface structure, Figure 4.10(a), shows that the carbonate on this surface rotates about the z-axis, so that the uppermost oxygen can coordinate to two calcium ions, rather than just one. This is achievable for CaO because of the longer M-O bond distance compared to MgO.

<table>
<thead>
<tr>
<th>Surface</th>
<th>$v_1$ / cm$^{-1}$</th>
<th>$v_2$ / cm$^{-1}$</th>
<th>$v_{3l}$ / cm$^{-1}$</th>
<th>$v_{3h}$ / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>1096</td>
<td>785</td>
<td>1513</td>
<td>1664</td>
</tr>
<tr>
<td>MgO</td>
<td>1092</td>
<td>785</td>
<td>1478</td>
<td>1699</td>
</tr>
</tbody>
</table>

Table 4.6: Calculated vibrational frequencies for the lowest energy surfaces resulting from the adsorption of one carbonate molecule on the \{100\} CaO and MgO surfaces.
Figure 4.10: Plan and side views showing the lowest energy minimised surface structures of the adsorption of one carbonate ion onto the (a) CaO and (b) MgO \{100\} surfaces.

This study of surface adsorption can also be extended to consider the energetic favourability of adding to a single carbonate ion to all the modelled surfaces. The results of this, including the change in surface energy, is given in Table 4.7.

Table 4.7: Change in surface free energies from the pure surface and the associated free adsorption energies upon adsorption of a single carbonate molecule for the surfaces of calcium and magnesium oxide.

<table>
<thead>
<tr>
<th>Material</th>
<th>CaO</th>
<th>MgO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface</td>
<td>{100}</td>
<td>{110}</td>
</tr>
<tr>
<td>Change in $\gamma$ upon carbonation / J m$^{-2}$</td>
<td>-0.23</td>
<td>-0.78</td>
</tr>
<tr>
<td>$E_{\text{ads}}$ (CO$_2$) / eV</td>
<td>-1.32</td>
<td>-1.62</td>
</tr>
</tbody>
</table>
The results indicate that the adsorption of a single carbonate is favourable for all the modelled surfaces. In addition, adsorption onto the step of the \{310\} surfaces is calculated to be more energetically favourable than on the flat terrace of the \{100\}. However, as the pure \{100\} surface energy is originally lower than the \{310\} surface, the \{100\} surface remains the lowest in energy, showing that the step continues to destabilise the surface. Adsorption onto the calcium oxide surfaces again show increased reactivity when compared to the magnesium surfaces, as was seen for the adsorption of water. In accordance with the pure surface, the least stable \{111\} surface remains the highest in energy, although a decrease in surface energy is seen upon carbonation, with a large adsorption free energy, indicating the instability of this polar surface. Previous work by Jensen et al. [29] using cluster-based calculation showed that bonding to the \{100\} surface occurs in a monodentate manner, which is also seen in this study, monodentate bonding into the surface rather than above the surface. Comparable adsorption energies are also seen for terrace site. Jensen et al. reported adsorption energies of -1.04 and +0.13eV for CaO and MgO terrace sites, respectively. The energetically more favourable energies from this study may be a result of the contribution from van der Waals interactions which are intrinsically present in empirical derived potentials and were not included in the quantum mechanical calculations. Additional differences come from the fact that our simulations use periodic boundary potential-based calculations rather than DFT cluster calculations.

4.5.2 Increasing the Carbonate Coverage

The advantage of using periodic boundary calculations is that the effect of surface coverage can easily be investigated. The effect of surface coverage on both the adsorption mode and surface stability was begun by considering carbonation of a second carbonate group. This was added in a similar manner to the approach described above, with the location of the second carbonate unit trialled across all available surface adsorption sites. The lowest energy structures were found to drop in surface energy from 0.78 and 1.29Jm$^{-2}$ for the pure \{100\} surfaces to 0.36 and
1.22J m\(^{-2}\) for CaO and MgO, respectively. Adsorption energies of -1.19 and -0.15 eV were also calculated, indicating that on comparison to the adsorption of a single carbonate, the process of adding two molecules is more favourable. The adsorption energies also indicate that this reaction is far more favourable for the calcium oxide surface than its magnesium equivalent. This adsorption can be further assessed through consideration of the vibrational frequencies, Table 4.8, and the surface structures, Figure 4.11.

**Table 4.8:** Calculated vibrational frequencies for the lowest energy surfaces resulting from the adsorption of two carbonate molecules on the \{100\} CaO and MgO surfaces.

<table>
<thead>
<tr>
<th>Surface</th>
<th>(\nu_1/\text{cm}^{-1})</th>
<th>(\nu_2/\text{cm}^{-1})</th>
<th>(\nu_{3l}/\text{cm}^{-1})</th>
<th>(\nu_{3h}/\text{cm}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>1094-1095</td>
<td>775-795</td>
<td>1522-1527</td>
<td>1646-1651</td>
</tr>
<tr>
<td>MgO</td>
<td>1102-1104</td>
<td>767-798</td>
<td>1517-1522</td>
<td>1680-1682</td>
</tr>
</tbody>
</table>

**Figure 4.11:** Plan and side views showing the lowest energy minimised surface structures of the adsorption of two carbonate ions onto the (a) CaO and (b) MgO \{100\} surfaces.
Comparisons to the vibrational frequencies of the single reference modes for CaO and MgO, given Tables 4.4 and 4.5, respectively, show that the adsorption of two carbonate groups are most comparable to the adsorption of a carbonate into the surface. Indeed, this is further supported by the surface structures of the relaxed structures. However, the frequencies are slightly higher than the adsorption of a single molecule. This can be rationalised from the surface structure, where both carbonates are clearly adsorbed into the surface. It can also be seen that the carbonates prefer to cluster together rather than adsorbing at separated distances. This clustering allows the displacement of the metal atoms, which are sandwiched between the carbonates, out of the surface. The formation of this surface $[M_2(CO_3)_2]$ unit enforces further rigidity on the carbonate group, through the formation of bonds from all the oxygen atoms of the carbonate to metal atoms, increasing the vibrational frequencies. The CaO surface additionally shows that one of the carbonate group angles toward the surface, thus creating a bond to a surface calcium atom. This is most likely a result of the relative size of the calcium atoms to magnesium, which is also supported by the carbonates angling toward the central metal atoms on the magnesium oxide surface.

A larger range of coverages can also be analysed to consider the effect this has on the average surface free energy and adsorption energy upon carbonation. This was achieved by varying the amount of carbonate up to monolayer coverage for the surfaces. Figure 4.12 shows plots of these results for the two materials.

The results show similar trends to the adsorption of water, with the energies of CaO again lower than the corresponding MgO surfaces and steric interactions causing increased instability at high coverages. The $\{111\}$ surface, despite showing a large surface stabilisation and associated adsorption energy, remains the highest in energy. The $\{110\}$ surface, as with the adsorption of a single carbonate has different results for the two different materials. For calcium oxide, carbonation is seen to reduce the surface energy, with the surface energy approaching a similar value to the
\{100\} surface. However, for MgO, although increased carbonation does reduce the surface energy, it remains less stable than the \{100\} surface.
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**Figure 4.12:** Plots of (a) average surface free energy and (b) average free adsorption energies for CaO as a function of surface coverage, and plots (c) and (d) show the same respective plots for MgO.

The presence of the step on the \{310\} surface, when compared to the \{100\} surface, shows a similar behaviour for carbonation to that seen for surface hydroxylation. Specifically, that after the adsorption of two carbonate groups on the surface the order of stability of the two surfaces switches, with the \{310\} surface possessing a lower energy. The \{310\} surface then remains lower in energy with increasing carbonate coverage. Further analysis of the carbonation of the \{310\} surface shows that carbonation preferentially forms on the step edges prior to carbonation of the \{100\} terrace. This is highlighted by the minimum energy MgO surfaces at 12.5\% and 25\% coverage, Figures 4.13(a) and (b), respectively. The adsorption of the first carbonate occurs inside the step at the start of the longer terrace, forming a more regular surface structure. The second molecule then coordinates with the other step, causing the first adsorbed molecule and coordinated
metal atom to rearrange to the top of the step allowing the clustering of the carbonate molecules. This also has the effect of removing the double step motif, creating a single step of double height, which may well be able to be studied using surface sensitive techniques, such as AFM. The CaO \{310\} surface also shows an identical effect. Despite the surface stabilisation after the removal of one step resulting in a higher surface energy than the \{100\} surface, the more negative adsorption energy indicates that this process would be more energetically favoured. Additionally as the adsorption energies for the \{310\} surface remain lower than the \{100\}, it is more energetically favourable to carbonate the stepped surface regardless of surface coverages. The adsorption energies can also be compared with the energy of the bulk reaction, forming carbonate mineral, labelled as bulk in Figures 4.12(b) and (d) and calculated using values from Table 4.3. It can be seen that this value correlates favourably with the \{310\} adsorption energies for both calcium and magnesium oxides. In particular, the closest match is with magnesium oxide. The \{310\} represents the closest to a real surface, thereby indicating that surface carbonation should indeed be favourable for the \{310\} surface.

![Figure 4.13](image)

**Figure 4.13:** Surface structure of the minimum energy carbonated \{310\} MgO surfaces with a surface coverage of (a) 12.5\% and (b) 25\% coverage.

A further way of distinguishing the surface coverages, and providing predictions for experiment, is by calculating vibrational frequencies of the lowest energy carbonated surfaces for the different surface terminations. As these surfaces will be considerably more complex than the surfaces with a single carbonate it is now not feasible to try to identify individual adsorption modes but we can directly compare these with the relevant carbonate mineral. Thus, a one-layer thick slab of the
relevant metal carbonate, magnesite for MgCO$_3$ and calcite for CaCO$_3$, was analysed and compared directly. The lowest energy surface for these mineral carbonates is the \{10\overline{1}4\} surface and has therefore been used to generate the slabs. Tables 4.9 and 4.10 show the calculated vibrational frequencies of the lowest energy surfaces and the layer of carbonate mineral for CaO and MgO, respectively.

**Table 4.9:** Calculated vibrational frequencies of the lowest energy carbonated CaO surfaces, form the variation of coverage study, with their associated surface coverage, and a one-layer slab of \{10\overline{1}4\} calcite, CaCO$_3$.

<table>
<thead>
<tr>
<th>Surface</th>
<th>$\nu_1$ / cm$^{-1}$</th>
<th>$\nu_2$ / cm$^{-1}$</th>
<th>$\nu_{3l}$ / cm$^{-1}$</th>
<th>$\nu_{3h}$ / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100} 87.5% Carbonated Surface</td>
<td>1065-1085</td>
<td>771-795</td>
<td>1516-1548</td>
<td>1558-1591</td>
</tr>
<tr>
<td>{110} 66.7% Carbonated Surface</td>
<td>1082-1099</td>
<td>757-784</td>
<td>1542-1568</td>
<td>1594-1617</td>
</tr>
<tr>
<td>{111} 100% Carbonated Surface</td>
<td>1064-1076</td>
<td>779-788</td>
<td>1472-1510</td>
<td>1587-1590</td>
</tr>
<tr>
<td>{310} 87.5% Carbonated Surface</td>
<td>1087-1087</td>
<td>765-802</td>
<td>1516-1557</td>
<td>1559-1609</td>
</tr>
<tr>
<td>One-Layer {10\overline{1}4} CaCO$_3$ Slab</td>
<td>1071</td>
<td>794</td>
<td>1540</td>
<td>1549</td>
</tr>
</tbody>
</table>

**Table 4.10:** Calculated vibrational frequencies of the lowest energy carbonated MgO surfaces, form the variation of coverage study, with their associated surface coverage, and a one-layer slab of \{10\overline{1}4\} magnesite, MgCO$_3$.

<table>
<thead>
<tr>
<th>Surface</th>
<th>$\nu_1$ / cm$^{-1}$</th>
<th>$\nu_2$ / cm$^{-1}$</th>
<th>$\nu_{3l}$ / cm$^{-1}$</th>
<th>$\nu_{3h}$ / cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100} 75.0% Carbonated Surface</td>
<td>1055-1093</td>
<td>732-805</td>
<td>1486-1540</td>
<td>1545-1607</td>
</tr>
<tr>
<td>{110} 66.7% Carbonated Surface</td>
<td>1098-1098</td>
<td>746-782</td>
<td>1544-1561</td>
<td>1619-1647</td>
</tr>
<tr>
<td>{111} 100% Carbonated Surface</td>
<td>1057-1073</td>
<td>754-807</td>
<td>1440-1459</td>
<td>1572-1631</td>
</tr>
<tr>
<td>{310} 75.0% Carbonated Surface</td>
<td>1081-1096</td>
<td>755-797</td>
<td>1520-1564</td>
<td>1588-1638</td>
</tr>
<tr>
<td>One-Layer {10\overline{1}4} MgCO$_3$ Slab</td>
<td>1078</td>
<td>791</td>
<td>1556</td>
<td>1563</td>
</tr>
</tbody>
</table>

Both materials show a good agreement of the calculated vibrational frequencies between the carbonated surfaces and the layer of mineral carbonate. Thus indicating that the lowest energy surfaces of these carbonated surfaces are indeed in keeping with the formation of the mineral carbonate, which is the ultimate aim of carbon
sequestration. Slight variations in the values can be a cause of either the influence of the underlying oxide material or the difference in structure of the carbonate. The calcite and magnesite slabs have a distinct symmetric ordered structure, which gives rise to a small splitting between $\nu_{3h}$ and $\nu_{3l}$. However, for the more disordered adsorbed carbonate layer, there is a larger splitting as the symmetry of the carbonate is reduced. Indeed, the existence of different carbonate polymorphs means that an alternative structure may be formed or simply an amorphous carbonate layer. Further testing is essential to understand this resultant mineral carbonate.

The comparison of the method used for the initial surface generation of the lowest energy structures also yields differing results to that of the single molecule addition. For the addition of both one and two carbonates on the {100} surfaces the incorporation into the surface gives the most stable minimised surface configurations. However, the lowest energy surfaces, with their increased surface coverage, are formed by carbonate addition above the surface. Analysis of the surface structures indicates that the reason for this change is the result of the formation of a mineral carbonate layer for high coverage. Further analysis of the surface structure shows that the position of the oxygen vacancy prior to minimisation is adjacent to carbonate units. However, the extensive surface reconstruction around the vacancy position means that it cannot be clearly identified on the relaxed surface structure. Overall, this indicates that surface carbonation on a pure surface would proceed by the incorporation of individual molecules into the surfaces. As the carbonate coverage increases, subsequent molecules will also insert directly into the surface, clustering to form localised regions of carbonate. Continued coverage, approaching a monolayer, will facilitate the formation of a distinct mineral carbonate layer directly on the surface, with the region underneath consisting of the pure mineral oxide.

Overall the results show that the carbonation of the low index surfaces is energetically favourable, with the most reactive surface being the {310} surface, resulting in the lowest energy surfaces with reasonably exothermic adsorption energies. As the {310} was observed to be more stable than the {100}, the presence
of the steps can be inferred as increasing the reactivity of both the calcium and magnesium oxide surfaces. In addition, the CaO surfaces are seen to be more reactive than the MgO equivalents, through the more exothermic adsorption energies. This mimics what is observed for silicate minerals, where wollastonite, CaSiO$_3$, is found to more effective at sequestering carbonate than the magnesium silicate olivine and serpentines [154]. These results do also offer data for the energetics of CO$_2$ adsorption and reaction under dry conditions as found in high temperature processes. Sequestration at lower temperatures will also involve competition with water for active sites, which we consider next.

4.5.3 The Competition between Carbonate and Water

In reality, a real chemical surface will be in contact with more than one species and the competition between different adsorbates will be key factor in determining the processes which can occur. To help understand the process of surface carbonation in the presence of water we can first compare the surface free energies to evaluate the relative stability provided by the different species. On comparing the results from the individual studies we can consider two separate energies, firstly the adsorption of a single molecule and secondly the lowest energy structure found, regardless of the surface coverage. Table 4.11 compares the first of these energies, for adsorbing a single molecule on each surface.

The results indicate that for CaO there is a preference for surface carbonation over hydration on both the {100} and {110} surfaces. However, for the {111} and {310} surfaces, hydroxylation gives a similar reduction in surface energy, with a larger adsorption energy, indicating its preference to hydroxylation. In contrast, the MgO surfaces, with the exception of the {100} surface, show a stronger preference to hydroxylation. The results also indicate a certain degree of hydrophobicity on the {100} surfaces, as shown by a small positive change in surface energy but a negative value for the adsorption energy. This is due to the adsorption energy being less than
the heat of vaporisation, 0.45eV, indicating that the adsorbed water would be more stable as liquid water than an adsorbed gaseous molecule.

Table 4.11: Adsorption energies and changes in the surface free energy from that of the pure surface following the adsorption of a single carbonate ion, water molecule and hydroxide/proton on the surfaces of CaO and MgO.

<table>
<thead>
<tr>
<th>Material</th>
<th>Surface</th>
<th>CaO</th>
<th>MgO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{100}</td>
<td>{110}</td>
<td>{111}</td>
</tr>
<tr>
<td>Δ&lt;γ&gt; / J m⁻²</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_ads (CO₂) / eV</td>
<td>-1.32</td>
<td>-1.62</td>
<td>-3.07</td>
</tr>
<tr>
<td>Δ&lt;γ&gt; / J m⁻²</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_ads (H₂O) / eV</td>
<td>-0.26</td>
<td>-0.64</td>
<td>-1.40</td>
</tr>
<tr>
<td>Δ&lt;γ&gt; / J m⁻²</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A_ads (H-OH) / eV</td>
<td>-0.83</td>
<td>-1.14</td>
<td>-3.84</td>
</tr>
</tbody>
</table>

We can further investigate the competiveness by considering the lowest energy surface, regardless of coverage, shown by Table 4.12, again not allowing mixed adsorption. For the CaO surfaces, similar trends are seen to the single molecule adsorption. The major exception to this is the {111} surface where hydroxylation dominates giving rise to the most stable surface, as expected. In contrast, the MgO surfaces are somewhat different to the results of the single molecule adsorption, with hydroxylation no longer providing the most surface stability, again with the exception of the {111} surface. For the {100} surface, hydration gives considerable stabilisation, however, for the {110}, all three adsorption processes give a similar degree of surface stabilisation and adsorption energy. This thereby indicates that the competition between these surface processes will be important for this surface.

The {310} surfaces for both materials are also qualitatively similar, with carbonation dominating the high coverage surfaces. For the adsorption of a single molecule, hydroxylation was seen to provide either greater or comparable
stabilisation to carbonation. As the most favourable adsorption site on this surface is the step, these results indicate that hydroxylation provides the most stabilisation for this low-coordination site, however, as coverage increases onto the terrace, due to the removal of the step, carbonation will dominate.

**Table 4.12:** Adsorption energies and changes in the surface free energy from that of the pure surface of the lowest energy carbonated, hydrated, and hydroxylated surfaces of CaO and MgO. Surface coverage is shown as both the percentage of monolayer coverage, θ, and surface concentration.

<table>
<thead>
<tr>
<th>Material</th>
<th>Surface</th>
<th>CaO</th>
<th>MgO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{100}</td>
<td>{110}</td>
<td>{111}</td>
</tr>
<tr>
<td>θ_{Carbonation} / %</td>
<td>87.5</td>
<td>66.7</td>
<td>100.0</td>
</tr>
<tr>
<td>[CO_3^{2-}] nm^{-2}</td>
<td>7.6</td>
<td>6.1</td>
<td>5.0</td>
</tr>
<tr>
<td>Δ&lt;γ&gt; / J m^{-2}</td>
<td>-1.29</td>
<td>-1.57</td>
<td>-2.05</td>
</tr>
<tr>
<td>A_{ads} (CO_2) / eV</td>
<td>-1.06</td>
<td>-1.62</td>
<td>-2.57</td>
</tr>
<tr>
<td>θ_{Hydration} / %</td>
<td>87.5</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>[H_2O] nm^{-2}</td>
<td>7.6</td>
<td>9.1</td>
<td>5.0</td>
</tr>
<tr>
<td>Δ&lt;γ&gt; / J m^{-2}</td>
<td>-0.63</td>
<td>-0.64</td>
<td>-1.26</td>
</tr>
<tr>
<td>A_{ads} (H_2O) / eV</td>
<td>-0.97</td>
<td>-0.88</td>
<td>-1.24</td>
</tr>
<tr>
<td>θ_{Hydroxylation} / %</td>
<td>87.5</td>
<td>66.7</td>
<td>100.0</td>
</tr>
<tr>
<td>[H-OH] nm^{-2}</td>
<td>7.6</td>
<td>6.1</td>
<td>5.0</td>
</tr>
<tr>
<td>Δ&lt;γ&gt; / J m^{-2}</td>
<td>-0.57</td>
<td>-0.54</td>
<td>-2.71</td>
</tr>
<tr>
<td>A_{ads} (H-OH) / eV</td>
<td>-0.92</td>
<td>-1.00</td>
<td>-3.84</td>
</tr>
</tbody>
</table>

4.6 Mixed Water and Carbonate Adsorption

Although comparing the energies of the individual processes is useful in understanding the relative stability given to the surfaces by the different competing species to adsorption, it does not provide any information any cooperative effects
that mixed adsorption may provide. Thus, we modelled the co-adsorption of both water and carbonate. We did not have sufficient computer resources to consider all possible configurations so for the purposes of this mixed adsorption, and to reduce the total number of individual simulations needed, the lowest energy surface at each coverage level of carbonate was taken as the starting configuration. For each surface, the total number of adsorption sites available was determined and they were then hydrated, from one molecule to monolayer coverage, and then the equivalent operation was performed for hydroxylation. The calculated free energies from these simulations were then used to generate surface phase diagrams as a function of the chemical potentials of gaseous carbon dioxide and water.

The following approach was used for calculating the surface free energies of adsorption. First, the corrected free energy of the surface calculation, $A^S_{MO}$, was calculated from the previously derived free energies, $A_S$, using Equation 4.6:

$$A^S_{MO} = A_S - n_{CO_2} E_{corr}(CO_2^2) - n_{H_2O} E_{corr}(H_2O) - n_{H-OH} E_{corr}(H-OH)$$

By correcting the energy of the surface component for the number of adsorbates we can rewrite the expression for surface energy in terms of the number of species in the surface calculation, $n$, and their change in chemical potential, $\Delta \mu$:

$$\gamma = \frac{1}{S} \left( A^S_{MO} - n_{MO} \mu_{MO} - n_{CO_2} \mu_{CO_2} - n_{H_2O} \mu_{H_2O} \right)$$

where $MO$ refers to either CaO or MgO. As the surface is in equilibrium with the bulk, its energy, $E_{MO}$, can be used to calculate the chemical potential of the mineral oxide, assuming that the entropic contribution to bulk free energy, $G_{MO}$, is negligible:

$$G_{MO} = E_{MO} = m \mu_{MO}$$
where $m$ is the number of formula units in the bulk simulation. Additionally, this value is the same as $E_b$, as defined in Equation 4.1. We can also define the excess, $\Gamma$, for both carbon dioxide and water by Equations 4.9 and 4.10, respectively.

$$\Gamma_{CO_2} = \frac{n_{CO_2}}{n_{MO}} = \frac{1}{S} n_{CO_2}$$

$$\Gamma_{H_2O} = \frac{n_{H_2O}}{n_{MO}} = \frac{1}{S} n_{H_2O}$$  

By combining Equations 4.7, 4.8, 4.9 and 4.10, we can now obtain an equation for calculating the surface free energy as a function of the change in chemical potential of carbon dioxide and water:

$$\gamma = \frac{1}{S} \left( A_{MO} - \frac{n_{MO}}{m} E_{MO} \right) - \Gamma_{CO_2} \Delta \mu_{CO_2} - \Gamma_{H_2O} \Delta \mu_{H_2O}$$  

Additionally, the change in chemical potential as a result of the temperature can be determined by Equation 4.12:

$$\Delta \mu_{H_2O}(T) = T^\circ \cdot s_{H_2O}(T^\circ) + \Delta h_{H_2O}(T^\circ, T) - T \cdot s_{H_2O}(T)$$  

where $s$ and $h$ are the entropy and enthalpy, which can be obtained from experimental data [132]. Although Equation 4.12 refers solely to water vapour, an identical expression can be obtained for gaseous carbon dioxide. Additionally, assuming that the water vapour and carbon dioxide act as ideal gases, then the effect of the partial pressure, $p$, on the change of chemical potential can be calculated using Equation 4.13, where an identical expression can again be written for carbon dioxide.

$$\Delta \mu_{H_2O}(T) = \frac{1}{2} k_B T \log \left( \frac{p_{H_2O}}{p^\circ} \right)$$
This technique allows the surface energy to be calculated for any temperature and vapour phase composition, following the procedure described for both alumina and calcite in past studies using *ab-initio* calculation [155, 156]. The use of potential models allows for a computationally cheaper exploration of configurational space. Therefore, if the configurational space is efficiently explored, we can have confidence that all the significant local minima have been found, making the results reliable. The comprehensive study of carbonate and water adsorption in this study therefore allows us to generate similar surface phase diagrams for the \{100\}, \{110\}, \{111\} and \{310\} surfaces of CaO and MgO respectively, Figures 4.14 to 4.17, respectively. The vertical and horizontal lines represent the chemical potentials of the gases at a pressure of 1 bar and a temperature of 0K (long-dashes), 298K (solid lines) and 1000K (short-dashes). An additional scale is also added to represent the partial pressures of the gases at 298K.

It is immediately apparent from the generated surface phase diagrams that, in accordance with the previous study of surface carbonation, the calcium oxide surfaces are considerably more susceptible to the adsorption of carbon dioxide. The \{100\} CaO surface, Figure 4.14(a), shows that at atmospheric conditions, 3% CO$_2$ and a vapour pressure of water of 26.7torr [132], as highlighted by the black circle, the surface will comprise solely as the product of surface carbonation, although below maximum coverage. However, small increases in the water concentration would result in the co-adsorption of water, reducing the amount of surface carbonation significantly. The MgO equivalent, Figure 4.14(b), shows preference to the adsorption of water. At standard conditions this is seen to equate to a 0.62 monolayer coverage of water on this surface, which compares favourably to the experimental work of Xu and Goodman [13] who reported a 0.67 monolayer coverage for this surface. Interestingly, it can be seen that merely reducing the partial pressure of water would not result in carbonation. The surface adsorption of carbon dioxide would also require an increase in concentration of the gaseous carbon dioxide.
The surface phase diagrams for the \{110\} surface of CaO and MgO, Figures 4.15 (a) and (b), respectively, show similar variations to the \{100\} surfaces. The calcium oxide surface shows the formation of the maximum coverage carbonated surface at standard conditions, making this appear favourable for carbon dioxide adsorption. The MgO equivalent, however, shows a mixed surface. In a similar manner to the \{100\} MgO surface, a reduction in water concentration would result in the loss of both adsorbed species, leading to the pure surface. This implies that some cooperation must occur between the species, stabilising the adsorption of carbon dioxide. In contrast, the \{111\} surfaces, Figure 4.16, show very different behaviour. As expected for these polar surfaces, at atmospheric concentrations there is a strong preference to water adsorption, namely in the formation of a hydroxylated surface. To achieve surface carbonation, significantly larger increases in the partial pressure of CO\(_2\) are required, making this surface unsuitable for carbon sequestration, unless the surface could be dehydrated first.

The \{310\} surface phase diagrams, as shown in Figure 4.17, also show similarities to the corresponding \{100\} surfaces. The calcium oxide surface indicates maximum surface carbonation is achieved at standard conditions, indicating that the adsorption is enhanced by this stepped surface. The phase diagram also shows considerably less mixed phases than the \{100\} equivalent surface. The magnesium oxide surface also shows a greater reactivity towards carbonation than the \{100\} surface, additionally with a more complex surface phase diagram. At standard conditions, the most stable surface is formed by water adsorption alone. However, carbonation is easily achievable through either a small increase in the carbon dioxide partial pressure or decrease in the concentration of water.
Figure 4.14: Surface phase diagrams of the (a) CaO and (b) MgO \{100\} surfaces as a function of the change in chemical potential of gaseous H$_2$O and CO$_2$. Right and top axes indicate the pressure of the gas (bars) at 298K and atmospheric conditions are given by the black circle.
Figure 4.15: Surface phase diagrams of the (a) CaO and (b) MgO \{110\} surfaces as a function of the change in chemical potential of gaseous $H_2O$ and $CO_2$. Right and top axes indicate the pressure of the gas (bars) at 298K and atmospheric conditions are given by the black circle.
Figure 4.16: Surface phase diagrams of the (a) CaO and (b) MgO {111} surfaces as a function of the change in chemical potential of gaseous H$_2$O and CO$_2$. Right and top axes indicate the pressure of the gas (bars) at 298K and atmospheric conditions are given by the black circle.
Figure 4.17: Surface phase diagrams of the (a) CaO and (b) MgO \{310\} surfaces as a function of the change in chemical potential of gaseous H$_2$O and CO$_2$. Right and top axes indicate the pressure of the gas (bars) at 298K and atmospheric conditions are given by the black circle.
In a similar way as for unit activity at 298K, the activity at 1000K can also be plotted to consider the effect of temperature. The small-dashed lines on Figures 4.14 – 4.17 indicate this unit activity. For all surfaces, with the exception of the \{111\}, at unit activity and 1000K the pure phase dominates, with the absence of any surface adsorbed carbonate or water. However, the \{111\} surfaces remain dominated by the hydroxylated layer at this high temperature. To consider the variation in partial pressure at 1000K, we can add similar scales to represent this. This is shown for the example of the CaO \{100\} surface in Figure 4.18. The figure shows that increasing the temperature not only leads to the surface being free of surface adsorbates but also that by increasing the temperature of the system the surface will adsorb less. As with many systems this will consequently lead to a trade off between kinetic and thermodynamic effects to find the most efficient manner of carbonating the surface, although no kinetic data has been calculated in this study.

We can also compare the surface phase diagrams with the results of adding a single molecule and the minimum energy surfaces for the different adsorption processes, Tables 4.11 and 4.12, respectively. The results of the minimum energy surfaces agree with the prediction of the most stable phase at atmospheric conditions. For the surfaces which showed similar surface and adsorption energies for both the addition of water and carbonation, for example, the MgO \{110\} surface, we find that the surface phase diagram indicates either a mixed phase, in this case, or that the position at atmospheric conditions is very close to a phase boundary. In contrast, agreement of the single molecule adsorption energies with the phase diagrams is not so clear. The only surfaces in which single molecule adsorption leads to the same conclusion are the \{100\} and \{110\} surfaces of CaO and the \{111\} MgO surface. Therefore, by modelling the adsorption of just a single molecule it is not possible, in general, to identify what the most energetically favourable process would be. To clearly identify this, the effect of coverage needs to be considered to identify the minimum energy configuration, which is possible through the use of potential-based approaches.
Figure 4.18: Surface phase diagram of the CaO {100} surface as a function of the change in chemical potential of gaseous H$_2$O and CO$_2$. Right and top axes refer to the pressure of that gas at 298K (black) and 1000K (grey), with units in bars.

As with all models, the assumptions used must be taken into account. Firstly this model assumes no chemical reactivity between the surface adsorbates. However, reaction between adsorbed water and carbonate species is indeed possible, for example, leading to the formation of bicarbonate ions. Future work could begin to
address this deficiency by modelling the surface adsorption of bicarbonate ions, also considering the effect of surface coverage. The resulting energies from this could then be directly compared with the energies of carbonation and water adsorption to gain insight into the favourability of the different processes. Electronic structure calculations would also be required to consider the surface reactions with carbon dioxide in more detail. Additionally, the adsorption of water is considered as solely consisting of hydration or hydroxylation. However, a mixture of these processes is feasible. Indeed, previous studies of the {100} MgO surface indicates that surface sites of lower coordination will favour hydroxylation, for example, Duński et al. [157] allowing the formation of a mixed surface. This will obviously be important for surfaces which are either defective or have a structure that gives rise to a variation in coordination number. The maximum surface coverage in this study was also considered to be the formation of one monolayer. However, increased coverage over this amount could indeed occur and give rise to more stable surfaces. In addition, this model does not allow for any surface reconstructions, other than as a result of the minimisation process.

4.7 Chapter Conclusions

This chapter has used potential-based static lattice minimisation techniques to study the surface carbonation, hydration and hydroxylation processes on the low index surfaces of calcium and magnesium oxides. An understanding of these processes is essential to find an effective agent for use in carbon sequestration. Additionally, these materials can also act as model systems which can give insight for the use of higher oxide materials, such as silicates and serpentines. In this study we have trialled the use of e-science tools for submitting and processing many related datasets on different computers. The use of a potential-based approach also allows for the simulation of a large number of different surface configurations, allowing an evaluation of surface free energies. These free energies have also been used to obtain for the first time free energy surface phase diagrams from potential-based simulations.
The results of this study have shown that carbonation of the low index surfaces of calcium and magnesium oxide are suitable for carbon sequestration. Steps on the surface have also been shown to enhance the surface reactivity, particularly toward surface carbonation and hydroxylation. Carbonation of the surfaces is calculated to occur primarily through adsorption into the surface, with clustering seen as coverage increases. As the amount of surface carbonate approaches monolayer coverage, the formation of a layer of mineral carbonate is predicted, as supported by the analysis of vibrational frequencies. Additionally, the presence of steps on the surface is seen to enhance reactivity, allowing for the formation of the most stable surfaces.

Carbonation of the surfaces is also calculated to be considerably more favourable on the calcium oxide surfaces than on the magnesium equivalents, due to the difference in Madelung energy of the surfaces. This also causes carbonate to compete favourably with the adsorption of water for the CaO surfaces, and is supported by examination of the surface phase diagrams. Thus, the carbonated CaO surfaces are predicted to be the most stable surface phase at atmospheric conditions. In contrast, the MgO surfaces are less selective, with many surfaces showing either a mixed carbonate/water surface at atmospheric conditions or dominated by water adsorption. Therefore, the simulations suggest that modification of the MgO surface would be required to enhance its reactivity toward carbon sequestration. However, as the stepped \{310\} surface is seen to be more reactive than the flat \{100\} surface, this should indeed be possible. Further to this, increasing the temperature of the system is also seen to make them less reactive toward carbonation, reducing the surface coverage. Therefore, further study is required to consider the kinetics of surface carbonation to help understand the trade off between kinetic and thermodynamic factors.

One of the main deficiencies of static lattice minimisation techniques, despite giving valuable information regarding the surface structure, is that does not provide any dynamical data as temperature is neglected. The next chapter will discuss further extensions to this work which uses molecular dynamics simulation not only to allow
movement of the surface ions over time but by also considering the interactions of the surface with liquid water, moving towards the modelling of more realistic systems. In addition, the adsorption on nanoparticulate surfaces will be considered, as opposed to the effective infinite planar surfaces examined here.
Chapter Five

Dynamic Surface Properties

The aim of this chapter is to use molecular dynamics to investigate the mineral interface with liquid water. Molecular dynamics has the advantage of treating liquids explicitly, therefore giving a better representation of their properties. The effect of the surface adsorption of carbonate on this interface is also considered. A further improvement to earlier studies is that the interaction of water will consider more complex surface configurations, in this case nanoparticles. This work will consider the effects of nanoparticle size and surface hydroxylation on magnesium oxide nanoparticles. The results of the previous chapter showed that calcium oxide is more effective for carbonation and hence the focus here will be the effect of surface carbonation on calcium oxide nanoparticles.
5.1 Modelling the Mineral – Water Interface

The mineral – water interface was initially considered by the addition of water to the pure, uncarbonated slabs of calcium and magnesium oxide. Slabs of these materials were generated with a depth of approximately 20Å, bound on both sides with an identical surface structure. A water layer, approximately 20Å in width, was then added to one side of the slab. A vacuum gap was also added between the water and other surface, approximately 20Å in width, to prevent potential problems which can result from possible residual pressure occurring as a result of using the NVT ensemble. The simulations were also run with the NVE ensemble at 0K for 10ps followed by 1ns at 300K using the NVT ensemble, or until convergence in the configurational energy was seen, with a relaxation constant of 1.0ps.

The structure of the mineral – water interface was examined by considering the average density of the mineral and water components. The density can be viewed in two ways. First, we can consider the relative density between the metal ions and the oxygen of the water molecules. This is calculated by splitting the simulation cell into a series of bins and then measuring the average number of times a particular species enters it. Secondly, the density can be expressed as a function of the z-coordinate, where the z-direction is defined as being perpendicular to the surface. This allows the position of any layered structures or regions of high density to be seen and their relative distance to the surface to be considered. The z-density is defined as the average density of water relative to the density at \( z_0 \) and is defined by Equation 5.1 [158]:

\[
\rho(z) = \frac{\langle n(z) \rangle}{n(z_0)}  \tag{5.1}
\]

where \( n(z) \) and \( n(z_0) \) are the number of water molecules at positions \( z \) and \( z_0 \), respectively. For the purpose of these calculations, \( z_0 \) was taken as being equal to one for the metal component, whereas for the oxygen component of water this was
equal to the bulk density. To allow the hydrogen atom density to be assessed, a value of twice the bulk density was used, therefore shifting the densities relative to the oxygen component.

The relative density and z-density plots for the {100}, {110}, {111} and {310} surfaces are shown in Figures 5.1 to 5.4, respectively, for calcium and magnesium oxides. Only the region surrounding the mineral – water interface is shown. For the average density plots, only high regions of density are shown and the slight smearing on the metal sites is caused by vibration about their lattice positions. The z-density plots, peak positions are measured in Å relative to the zero position, where the surface metal atoms furthest from a water molecule are considered to have a z-coordinate of 0.0Å. Additionally, red represents metal atoms whilst blue and green indicates the oxygen and hydrogen atoms of water, respectively. The y-axis is drawn in terms of relative water density; therefore providing a qualitative view of the simulation cell for the oxygen and hydrogen components.

The structure of water in contact with the oxide surface can be examined further by taking a slice of the cell containing only the uppermost layer of metal atoms and the first water layer and viewing down the z-axis onto the surface. The water structure above the magnesium oxide surfaces, are shown in Figure 5.5. For the purposes of these diagrams the hydrogen density is also included, although due to the complexity of the {310} surface only a portion of hydrogen atom density is displayed. Although not shown, similar water structures are observed for the equivalent calcium oxide surfaces.
Figure 5.1: Plots showing the (a) relative water density and (b) z-density of the mineral – water interface for the CaO {100} surface. The same respective plots are shown for the MgO {100} surface in (c) and (d). Metal density is shown in red and the oxygen and hydrogen of water in blue and green, respectively.
Figure 5.2: Plots showing the (a) relative water density and (b) $z$-density of the mineral – water interface for the CaO {110} surface. The same respective plots are shown for the MgO {110} surface in (c) and (d).
Figure 5.3: Plots showing the (a) relative water density and (b) z-density of the mineral – water interface for the CaO \{111\} surface. The same respective plots are shown for the MgO \{111\} surface in (c) and (d).
Figure 5.4: Plots showing the (a) relative water density and (b) z-density of the mineral – water interface for the CaO {310} surface. The same respective plots are shown for the MgO {310} surface in (c) and (d).
Figure 5.5: Plots showing the average density for the surface oxide layer and first water layer immediately above the surface for the (a) \{100\}, (b) \{110\}, (c) \{111\} and (d) \{310\} MgO surfaces. Plots show the view looking down on the surface along the $z$-axis (central) and the side views (left and right) for each surface. Magnesium density is indicated by red, whereas blue and green are used for the oxygen and hydrogen of water, respectively. NOTE: For clarity, the \{310\} surface only shows the hydrogen density across half the surface and on only one side.

The \{100\} surface water densities are given by Figures 5.1 and 5.5(a) and show that the flat surface structure leads to the formation of a two-dimensional array of water molecules bound in crystallographic sites, giving the appearance of flat sheets
of high water density. This water layer is seen to occur with an $M$-O distance of 2.4 and 2.2Å for the CaO and MgO surfaces, respectively. This compares with the bulk $M$-O distance of 2.4 and 2.1Å for calcium and magnesium oxides, respectively. Analysis of this first layer of water indicates the formation of a hydrogen bonded water layer, forming a continuous sheet. Additionally, the relative position of oxygen and hydrogen density indicate that surface coordination is likely to occur to both surface metal and oxygen atoms, respectively, with the hydrogen density seen marginally closer to the surface due to the shorter distance of a hydrogen bond. The formation of subsequent layers continuing toward bulk density is also seen, with the water layers separated by approximately 2.6Å.

The results for micro-faceted \{110\} surfaces are displayed in Figures 5.2 and 5.5(b) and show that the surface structure directly affects the layering that occurs above the surface. This is different to the \{100\} surface, again crystallographic water is seen, but the density profiles gives the appearance of continuous rows, rather than flat sheets. The first coordinated layer of water forms within the facets, at a distance of 3.4 and 2.9Å from the bottom, for the CaO and MgO surfaces, respectively. The alignment of the water molecules in these facets is also seen. The water molecules not only form coordinated rows, due to hydrogen bonding, but the direction of the hydrogen bond is also seen to alternate between rows. Subsequent layers then form above this with similar distances between water layers seen as for the \{100\} surfaces. However, the size difference between Ca and Mg ions affects the water surface. The larger Ca ion at the top of the facet directs the formation of a single second layer above the surface. However, the smaller magnesium ion causes a staggered row, with greater coordination to the water within the facet.

Figures 5.3 and 5.5(c) show the average water density at the \{111\} CaO and MgO surfaces. They indicate similar patterns to the other surfaces, with water coordinating at distinct sites. Some dissolution of the CaO surface is observed but the MgO surface remains stable throughout the simulation. The first water layer shows that water coordinates at vacant oxygen sites. The CaO surface is calculated
to have a hydrogen density peak marginally closer to the surface, indicating the presence of some hydrogen bonding to the surface oxygen atoms. However, for MgO this coordination occurs via $M\cdot O$ bonding as the hydrogen density is at a further distance from the surface. The strongly bound first hydration layer then affects the formation of subsequent layers above it, with clearer, stronger layers seen for the MgO surface.

The stepped {310} surfaces, Figures 5.4 and 5.5(d), give a more complex water structure, as expected. Distinct crystallographic water is identified on the inside of the step and along the short terrace. However, the average density along the longer terrace has a more smeared effect, forming a more diffuse region. The coordination to this surface is clearer for the CaO surface, which is most likely related to the size of the Ca ion giving a larger step height, allowing for a more pronounced structure. The lower step on the MgO surface has a similar but less distinct structure.

The general result from the water density plots is that similar ordering patterns are calculated for the CaO and MgO surfaces, as expected. All surfaces show the first layer of water coordinating in distinct crystallographic sites, predominantly through $M\cdot O$ bonds. Layering is then continued into the bulk with spacing between water layers of approximately 2.5Å. The layering into solution extends further from the magnesium oxide surfaces, due to the stronger and shorter Mg-O bond giving rise to stronger coordination of water. Having established that the first water layer is located at crystallographically distinct sites, the question then becomes is the water mobile or forming an ice-like layer?

The mobility of water at the surface can be evaluated by calculating the water residence times. The residence time of a water molecule is defined as the average time a water molecule spends within the first hydration shell of an atom of choice, defined here as being 3.25Å, and can be calculated from the residence time correlation function, Equation 5.2, as suggested by Impey et al. [159]. The distance
of 3.25Å was deemed sufficient for both the metal and oxygen atoms from the radial distribution functions, although not shown here.

\[
<R(t)> = \frac{1}{N_0} \sum_{i=1}^{N} \theta_i(0) \theta_i(t)
\]

where \(N\) is the number of water molecules in the first hydration shell, \(\theta_i(t)\) is the Heaviside function, which is 1 if the \(i^{th}\) water molecule is in the first hydration shell at time \(t\) and 0 otherwise. A water molecule is only counted as having left the first hydration shell if it has done so for at least 2ps, thus allowing a water to leave the first hydration shell and return, without entering the bulk, for a significant amount of time and still be counted. The residence time, \(\tau\), can then be obtained by the integration of \(<R(t)>\) using Equation 2.3.

\[
\tau = \int_0^\infty <R(t)> dt
\]

We calculated the residence times of all surface metal and oxygen atoms with the oxygen atoms of water molecules. The residence times were used to construct a contour plot as a function of the atomic coordinates. These plots are shown for the \{100\}, \{110\}, \{111\} and \{310\} surfaces in Figures 5.6 through to 5.9, respectively, for calcium and magnesium oxide. The residence times are calculated over the last 800ps of the simulation and the values of residence times on all the surfaces are plotted with an identical scale, where light and dark blue indicate short and long residence times, respectively. In addition, the structure of the surfaces at the start of the measurement period is overlaid for reference, assuming that no significant changes in atom position occur during the 800ps time scale.
Figure 5.6: Contour plots showing residence times of water as a function of the atomic coordinates for the \{100\} (a) CaO and (b) MgO surfaces. The green scaled inset represents a reduced scale from 0-50ps.
Figure 5.7: Contour plots showing residence times of water as a function of the atomic coordinates for the \{110\} (a) CaO and (b) MgO surfaces. NOTE: Due to different surface orientations, surface micro-facets run in different directions as indicated by the side profile.
Figure 5.8: Contour plots showing residence times of water as a function of the atomic coordinates for the \{111\} \textbf{(a)} CaO and \textbf{(b)} MgO surfaces. NOTE: The two materials have different surface orientations, as indicated by the side profiles above the plot, where the arrows indicate the relative direction of the surface facets.
Figure 5.9: Contour plots showing residence times of water as a function of the atomic coordinates for the \{310\} (a) CaO and (b) MgO surfaces. Surface topography is shown at the side.
The residence times of water above \{100\} surfaces, shown in Figure 5.6, indicates that both materials have a highly diffuse water layer above the surface, with residence times mainly below 100ps. Some localised regions of longer times are seen above surface oxygen atoms on the CaO surface. The higher mobility can be examined in a little more detail using a scale from 0-50ps, shown in the inset by light to dark green, respectively, for both materials. For calcium oxide this shows that water spends in excess of 50ps above oxygen atoms and 25ps above calcium. There is no clear pattern for MgO, although predominant coordination of water to surface oxygen atoms is suggested. The results show that water is more tightly bound to CaO than MgO. This is contrary to what is expected, as the Mg-O bond is shorter and stronger than the Ca-O bond, residence times would be expected to be larger for MgO. However, the shorter bond causes a more tightly packed water layer, increasing the steric interactions more than for the CaO surface.

Figure 5.7 gives the plots of residence times for the \{110\} surfaces. However, due to the difference in surface orientation within the simulation cell, the direction of the surface micro-facets differs for the two materials. The CaO surface, Figure 5.7(a), has micro-facets that run from left to right across the plot, whereas for the MgO surface, Figure 5.7(b), they are orientated from top to bottom. However, similar residence time patterns are seen for the two materials. Unlike the \{100\} surface, MgO has the lower surface water mobility. The coordination pattern is more clearly visible on the CaO surface, due the high mobility across the majority of the surface. Longer residence times are seen through binding within the micro-facets themselves, mainly through coordination to metal atoms. The result is in agreement with the density profile shown in Figure 5.5(b). The stronger and less diffuse coordination on the MgO surface is most likely contributed to by the shorter M-O bond. This also allows for stronger coordination to the oxygen atoms positioned along the bottom of the micro-facets.

The \{111\} surfaces, Figure 5.8, also differ in the surface orientation for the two materials. The CaO surface in Figure 5.8(a) shows that the direction of the surface
micro-facets runs diagonally from the left to the right of the image. The magnesium oxide surface, Figure 5.8(b), however, shows the micro-facets running diagonally from the right to the left. There is also a distinct difference in the surface water mobility at the two interfaces. The MgO results suggest a much stronger interaction, leading to the layered water remaining coordinated in the same position throughout the majority of the simulation. The only areas of any reduced mobility on this surface are seen along the oxygen atoms at the bottom of the micro-facets. The CaO surface, however, shows more variation in residence time. In addition, some small surface movement of atoms occurred during the initial stages of the simulation, as can be seen in the central region of the plot. However, despite this discontinuous region, coordination structures can be identified. Stronger water coordination, and hence reduced water mobility, is seen to predominantly occur to surface calcium atoms located just inside the facets. Higher water mobility is again seen along the oxygen row at the base of the facet.

The \{310\} surfaces, Figure 5.9, displays a more distinct mobility pattern specific to the surface structure. Both materials show similar patterns of stronger water coordination across the shorter terrace, predominantly through coordination to the metal atoms. The CaO surface also shows coordination along the sites above the step leading to the short step. However, the MgO surface indicates reduced mobility at the positions inside the step following the short terrace. In addition, the position of the smeared density above the longer terrace, seen in Figure 5.5(d), is shown here to also be highly diffuse.

The lack of continuous regions of equal residence times also raises the question of the simulation length. Although calculations are checked for convergence of the configurational energy of the system, the initial assumption was that the residence times would be similar for atoms in identical environments. However, the variation seen suggests the possibility that if the simulation length were longer, the regions may move to a more uniform distribution rather than showing localised regions of reduced water mobility. However, further testing is essential to clarify this issue.
In general, the residence time analysis indicates that there are stronger interactions with the MgO surfaces than CaO for all surfaces except the \{100\} surface. This is likely to be a consequence of the shorter Mg-O bond distance. For the less regular surfaces, this shorter bond distance acts to bind the adsorbed water molecules more tightly, resulting in the higher residence times than for the CaO surfaces. However, for the \{100\} surface, the regularity of this perfect flat surface causes steric interactions to have an increased effect. The water coordination on the MgO \{100\} surface gives rise to a more tightly packed water layer than for the CaO equivalent, therefore repulsions between water molecules are more significant above the MgO surface which decreases the residence time more than is calculated for CaO. This also helps rationalise why the \{100\} surfaces in general show lower residence times than the other surfaces modelled. These results could have important consequences for diffusion properties along, to and from the surface. Regions of highly coordinated water, with reduced mobility, would hinder diffusion as they would be more difficult to displace. For regions of higher mobility, diffusion and transport properties would be facilitated due to the relative ease of displacing more weakly bound molecules. However, electrostatic interactions between regions or high oxygen and hydrogen density would also be expected to influence diffusion to and from the surface.

Analysis of the residence times of water is also useful as they can be used to identify whether the discreet crystallographic positions correspond to ice formation. The continuous arrays of water above \{100\} surfaces, for example, are highly mobile, despite the distinct coordination pattern, therefore ruling out ice-like formation. However, for the MgO \{111\} surface, again discreet regions of highly coordinated water are seen in crystallographic sites with high residence times. This could be indicative of ice-like formation, or alternatively, as the \{111\} surface is most stable when fully hydroxylated; it could be an indicator of particularly strong adsorption sites, which may well be liable to hydroxylation. This is also applicable to the fact that the surface features, such as steps and facets, also show the formation
of more strongly bound coordinated regions of water. The static simulations of the {310} surface, for example, show that the steps have a preference to hydroxylation, whereas the terraces will favour hydration, this therefore rationalises the strongly coordinated water as regions where hydroxylation is favoured. Not only could this therefore be used as a method for identifying possible hydroxylation sites but may also be of use to engineer materials of specific use. For example, flatter and more even surfaces give rise to very mobile regions above them, which could be generated to aid transport to and from the surfaces. However, a more complete understanding of the reactivity of the surface, toward water and other species, as well as the effects this has on the water structure are essential to enable the full exploitation of these surfaces. To begin to address this, we will next consider the effect surface carbonation plays on the interface.

5.1.1 The Effect of Carbonation on the Mineral – Water Interface

The results in chapter four clearly suggest that CaO and MgO can adsorb CO$_2$ as carbonate, via static calculations. The aim here is to model the adsorption of carbonate on these surfaces in the presence of liquid water and to evaluate the effect this has on the water structure above the {100}, {110}, {111} and {310} surfaces of calcium and magnesium oxide. The approach is described above and involves the use of a slab of mineral, with approximate depth of 20Å. One side of the slab was carbonated, using the lowest energy carbonated structures reported for the surfaces in chapter four. For reference, the coverage used and their associated surface energies are detailed in Table 5.1. The carbonated surface was then put in contact with a slab of water with an equivalent number of molecules as used for the pure surfaces above. A vacuum gap of 20Å was finally placed between the uncarbonated surface and the top of the water layer due to the possible build up of residual pressure resulting from using the NVT ensemble, with a relaxation constant of 1.0ps for the thermostat. The generation of the dipole on the carbonated slab was deemed to be negligible due to; firstly, the size of the cells used in the simulations, and secondly, as the high dielectric constant of the water layer would dampen the effect
of the dipole. Simulations were again simulated at 300K for 1ns, or until convergence was seen, after an initial run of 10ps at 0K in the NVE ensemble.

Table 5.1: Results of static simulations indicating the surface energies and coverage of the lowest energy carbonated {100}, {110}, {111} and {310} surfaces of CaO and MgO used to generate the carbonated slabs.

<table>
<thead>
<tr>
<th>Material Surface</th>
<th>CaO γ / J m⁻²</th>
<th>MgO γ / J m⁻²</th>
<th>CaO Carbonate Coverage / %</th>
<th>MgO Carbonate Coverage / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>-0.51</td>
<td>0.44</td>
<td>87.5</td>
<td>75.0</td>
</tr>
<tr>
<td>{110}</td>
<td>0.26</td>
<td>1.34</td>
<td>66.7</td>
<td>66.7</td>
</tr>
<tr>
<td>{111}</td>
<td>0.42</td>
<td>2.03</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>{310}</td>
<td>-1.25</td>
<td>0.22</td>
<td>87.5</td>
<td>75.0</td>
</tr>
</tbody>
</table>

The structures of the interfaces for the carbonated systems were studied using the same techniques described above. The water density and z-density plots for the calcium and magnesium oxide {100} and {310} surfaces are shown in Figures 5.10 and 5.11, respectively. The {110} and {111} surfaces are not shown as they show similar disordered structures to the {100} surface with no clear trends apparent. We can also assess the mobility of water on the surface by calculating the residence times at different points on the surface, and the effect surface carbonation has on this. The residence times as a function of the atomic coordinates for the carbonated {100} and {310} surfaces of CaO and MgO are shown in Figures 5.12 to 5.13, respectively. Again, the {110} and {111} surfaces show a disordered structure similar to the {100} surface and hence are not shown but similar conclusions can be drawn to the {100} surface.
Figure 5.10: Plots showing the (a) relative water density and (b) z-density of the mineral – water interface for the carbonated CaO {100} surface. The same respective plots are shown for the carbonated MgO {100} surface in (c) and (d). The density of the metal and carbonate oxygen are shown in red and black, respectively, whereas, the blue and green indicate oxygen and hydrogen density, respectively, from water.
Figure 5.11: Plots showing the (a) relative water density and (b) $z$-density of the mineral – water interface for the carbonated CaO $\{310\}$ surface. The same respective plots are shown for the carbonated MgO $\{310\}$ surface in (c) and (d).
Figure 5.12: Contour plots showing residence times of water as a function of the atomic coordinates for the carbonated {100} (a) CaO and (b) MgO surfaces. Metal, lattice oxygen, carbon and carbonate oxygen atoms are indicated by green, red, grey and pink, respectively.
Figure 5.13: Contour plots showing residence times of water as a function of the atomic coordinates for the carbonated \{310\} (a) CaO and (b) MgO surfaces. Surface topography is also shown.
The results suggest that the presence of surface carbonation, at least for the \{100\}, \{110\} and \{111\} surfaces, severely disrupts the water layering above the surface. This is most likely a result of the amorphous carbonate layer that is present at these surfaces, which shows local coordination but the lack of regularity impedes the formation of distinct layering. This is more apparent for the MgO surface, which has a greater amount of disruption, possibly indicating a higher degree of ordering in the CaO surface. The residence times for these surfaces also show no clear pattern. In terms of surface water mobility, similar trends are seen to the pure surfaces, where the calcium oxide surface has lower residence times to the magnesium equivalent, even for the \{100\} surface. However, increased water coordination is seen in comparison to the pure surface, with the carbonation giving rise to rougher surfaces, thus providing more adsorption sites, despite the loss in water structure. Although not clearly visible from the above plots, the regions of higher water coordination correspond mainly to depressions in the surface structure, caused by the irregularity of the surface. Therefore the higher water mobility on the CaO surface may also indicate a higher degree of ordering on this carbonated surface, giving rise to a more regular, and flatter, surface structure.

The carbonated \{310\} surface represents a more ordered structure, with the carbonation of the steps resulting in a facet-like appearance which has consequences for the water adsorption above it. Although the density plots also indicate a disruption, and hence a more disordered water structure immediately above the surface compared to the pure material. However, some structure remains, it can be seen that, as with the pure stepped surface, water binds predominantly along the centre and sides of the surface trenches, with the lower coordinated sites at the top of the trench being considerably more susceptible to displacement of water, resulting in a high mobility.

Further analysis of the final structures of these surfaces indicates the presence of water molecules within the carbonate layer, thus forming an amorphous carbonate hydrate layer. This is seen for the majority of different surfaces, and is illustrated in
Figure 5.14 using the carbonated CaO \{100\} surface as an example. Analysis of the residence times for the nearest calcium atoms reveals that once the water becomes trapped in the carbonate it remains there for the rest of the simulation. This suggests the formation of an amorphous hydrate; it could also suggest sites where bicarbonate formation would occur. However, further calculation would be required to assess the energetics, concentration of trapped water and the consequences this has for the carbonate layer.

![Figure 5.14: A section of the final configuration of the carbonated CaO \{100\} surface following simulation at 300K for 1ns. Trapped water molecules within the carbonate layer are highlighted by the black circles.](image)

The use of dynamical models has allowed us to consider periodic mineral oxide surfaces and their interactions with water. The remainder of this chapter will focus on nanoparticulate systems, where the effect of low-coordinate, high energy surface sites can be probed.

5.2 Nanoparticles

Nanoparticles represent an important system to study because the available surface area is increased as well as the presence of high energy sites which may not inherently be present on regular two-dimensional surfaces, such as corners and edge sites. In addition, the formation and growth of nanoparticles may be carried out in a
manner which leads to the expression of higher energy surfaces which are likely to be more reactive. Thus the remaining sections of this chapter will detail initial work of adsorption and interactions with CaO and MgO nanoparticles. Namely, the interaction of liquid water with pure and fully hydroxylated MgO nanoparticles and the interaction of carbonate with a \{100\} dominated CaO nanoparticle.

5.2.1 The Effect of Nanoparticle Size and Surface Hydroxylation

We elected to consider a range of different MgO nanoparticles to understand the effect that size and shape have on nanoparticle stability. We modelled nanoparticles bound by three different surfaces, namely the \{100\}, \{110\} and \{111\} to allow for the effects of different surface configurations. These were generated by initially calculating the morphology that these surfaces would generate, using the calculated surface energies detailed in chapter four to produce Wulff constructions. For this system, a \{100\} bound nanoparticle gives rise to a cubic construction, whereas the \{110\} and \{111\} surfaces generate rhombic dodecahedral and octahedral shapes. This morphology is then used as a ‘template’ to cut a nanoparticle of a certain diameter from the bulk MgO structure. These idealised crystal morphologies are shown in Figure 5.15.

![Idealised morphologies for a (a) \{100\}, (b) \{110\} and (c) \{111\} dominated MgO nanoparticle.](image)

Three diameters were used to consider the effect of nanoparticle size, using diameters of 20, 30 and 40Å. These nanoparticles were then simulated in two ways.
Firstly, they were simulated for 1ns in the NVT ensemble at a temperature of 300K with a relaxation constant of 0.5ps. However, to allow the nanoparticles to undergo surface rearrangement to form the most stable surface, simulated annealing was also used, via a similar approach to that used by Sayle et al. [140]. This process involves taking the initial surface structure and simulating it in the NVT ensemble for 500ps at a temperature of 2500K, allowing the surface atoms to have sufficient kinetic energy to rearrange to find the optimum positions. The temperature was then reduced in steps of 500K until the temperature of the system reached 300K. Each temperature was run for 500ps, with the 300K simulation having a simulated real time of 1ns. However, to reduce the number of calculations required, only the 30 and 40Å sized nanoparticles were simulated in this manner.

The initial structures of the nanoparticles, as well as the final structures from both simulation methods are shown in Figure 5.16 for the 40Å nanoparticles. The results show that the different simulation processes give rise to differing shapes. For the nanoparticles simulated at 300K, the {100} nanoparticle does not undergo surface rearrangement. The {110} nanoparticle also retains its shape and surface structure. However, there is some rearrangement of corner sites, with atoms clustering at these sites to remove the low-coordinated magnesium sites. The {111} nanoparticle, however, undergoes a more dramatic rearrangement. The high energy {111} surface can be seen to rearrange giving a multi faceted structure, with the appearance of the more stable {100} surface structure, containing flat sheets of magnesium and oxygen atoms. The shape of the nanoparticles follow the same trend in stability to those seen for the surface simulations in chapter four, where the {100} surface is the most stable.
Figure 5.16: Initial structures for the 40Å MgO nanoparticles bound by the (a) \{100\}, (b) \{110\} and (c) \{111\} surfaces. The final structures following simulation at 300K are shown in (d), (e) and (f), respectively. The final structures following a method of simulated annealing are shown in (g), (h) and (i), respectively.

On simulated annealing, a greater rearrangement is observed. The stability of the \{100\} is underlined by retention of the cubic shape, with only minor surface faceting. However, the \{110\} and \{111\} both show the formation of a multi-faceted nanoparticles, comprising principally of \{100\} surfaces. Hence, we can infer that in the absence of other species the nanoparticles will possess a more ordered cubic morphology. These simulations highlight the strengths of the simulated annealing process, allowing for the formation of more complex rearrangements, which are
either not seen in the simulations at 300K, due to insufficient kinetic energies, or would take a considerably longer simulation time to form.

We can further assess the effect of surface structure and size by considering the energies of the nanoparticles. These are shown, per MgO unit, for the nanoparticles using both methods in Table 5.2. The stability of the {100} nanoparticle is again demonstrated by the result that both processes give rise to similar energies, which are lower than the energies from the {110} and {111} nanoparticles for each size. This is in agreement with experimental studies considering MgO nanoparticles formed from smokes, which show a cubic morphology [27]. In addition, the surface faceting of the {110} and {111} nanoparticles is seen to lead to significant stabilisation, with the differences in energies due to the different number of atoms in the nanoparticles. In terms of size, as expected, it can be seen that the larger the nanoparticle, the more stable it is as it contains more bulk material. This can also be compared with the calculated bulk energy of MgO, detailed in chapter four, of -41.30eV.

Table 5.2: Table detailing energies, per MgO unit, for the different sized unannealed and annealed {100}, {110} and {111} dominated MgO nanoparticles.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Diameter / Å</th>
<th>Average configurational energy per MgO unit / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>300K</td>
</tr>
<tr>
<td>{100}</td>
<td>20</td>
<td>-40.45</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-40.67</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-40.87</td>
</tr>
<tr>
<td>{110}</td>
<td>20</td>
<td>-39.90</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-40.46</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-40.58</td>
</tr>
<tr>
<td>{111}</td>
<td>20</td>
<td>-39.92</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-40.25</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-40.57</td>
</tr>
</tbody>
</table>
The results in chapter four suggest that surface hydroxylation is an important process and that surface interactions with water will give rise to a certain degree of hydroxylation. To begin to address this, we have studied the full surface hydroxylation of these nanoparticles. The approach was to replace surface oxygen atoms with hydroxide groups with a corresponding addition of a hydroxide group above surface magnesium atoms. These were then simulated at 300K for 1ns with the NVT ensemble and a relaxation constant of 0.5ps. The initial and final configurations of the 40Å nanoparticles are shown in Figure 5.17. However, due to instabilities in high energy sites, mainly those on corners, the nanoparticles failed to converge with the annealing methodology used for the pure nanoparticles. Therefore only the energies of the nanoparticles which were simulated at 300K have been computed, as shown in Table 5.3.

![Figure 5.17: Initial structures for the fully hydroxylated 40Å MgO nanoparticles bound by the (a) {100}, (b) {110} and (c) {111} surfaces. The final structures following simulation at 300K are shown in (d), (e) and (f), respectively.](image)
Table 5.3: Table detailing corrected energies, per MgO unit, for the different sized unannealed fully hydroxylated {100}, {110} and {111} dominated MgO nanoparticles.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Diameter / Å</th>
<th>Average configurational energy per MgO unit / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>20</td>
<td>-41.15</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-41.16</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-41.17</td>
</tr>
<tr>
<td>{110}</td>
<td>20</td>
<td>-41.09</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-41.18</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-41.17</td>
</tr>
<tr>
<td>{111}</td>
<td>20</td>
<td>-41.16</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-41.21</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-41.21</td>
</tr>
</tbody>
</table>

The energies for the hydroxylated nanoparticles have also been corrected to account for the self-energy of water, in a similar way to the hydroxylated slabs described in chapter four. The approach was to subtract the energy of the pure nanoparticle from the hydroxylated one and then add the correction term for each OH/H pair in the system, which was -7.15eV. The energies of the fully hydroxylated nanoparticles show that in general, surface hydroxylation stabilises the nanoparticles, making them more stable than the dry forms. The {111} stabilisation is particularly apparent as the dry {111} dominated nanoparticle is the least stable of the three, whilst hydroxylation causes sufficient stabilisation of the surfaces to make it the most stable. This is similar to hydroxylation of the {111} surface, shown in chapter four. The stabilisation gives rise to octahedral shaped nanoparticles, again in agreement with experimental results [27], showing that when left in water, hydroxylated (111) surfaces dominate giving a stabilised octahedral morphology. The stability of the crystals starting with {100} and {110} habits approaches similar values, which is also seen to an extent for the surfaces. In addition, in comparison to the calculated bulk energy of MgO, -41.30eV, it can be seen that the surface hydroxylation dramatically stabilises these nanoparticles, with the energies being closer to the bulk value. Consideration of the initial and final structures shows that
there is significantly more rearrangement of the cubic \{100\} nanoparticle than is calculated for the other nanoparticles, with distinct roughening of the surface. The \{111\} nanoparticle remains roughly in an octahedral shape, with a small amount of faceting seen on the higher energy corner sites, whereas the \{110\} nanoparticle appears to become slightly more rounded whilst still retaining a similar shape to the initial configuration.

Overall this study shows that the trend in the surface stability of nanoparticles is similar to the lowest energy surfaces. This result holds for both the pure and hydroxylated systems, namely that the \{100\} surface is the most stable for the pure surface, whilst following hydroxylation, the minimum energy surface becomes the \{111\} surface. In addition, nanoparticulate systems appear to be much more susceptible to surface reconstruction, in an effort to reduce their energy. The use of dynamical methods, however, also allows for us to consider the interaction with liquid water, in a similar way to the surfaces described previously. This will therefore be the subject of the following section.

5.2.2 Interactions with Water

The study of water adsorption discussed in chapter four, as well as the hydroxylated nanoparticles above, makes it clear that hydroxylation of the \{111\} termination produces the most stable surfaces for MgO. This is particularly apparent in the calculated surface phase diagram in Figure 4.16 where this hydroxylated surface dominates. We have therefore elected to further study the fully hydroxylated nanoparticle, with a size of 40Å, by placing it in a box containing 9179 water molecules. The particle was simulated for 900ps in the NPT ensemble, with relaxation constants of 1.0ps for both the Hoover thermostat and barostat, with a temperature of 300K; ensuring convergence in the configurational energy was achieved.
The average water density profile surrounding the nanoparticle can be determined in an identical manner to that used above and is shown in Figure 5.18. The spots of water density which appear to be inside the hydroxide layer are due to the nanoparticle not being aligned to the cell edge. However, the water structuring is evident around the nanoparticle itself, with water layering extending three to four layers into the bulk regions. This water layering primarily appears above the faces of the nanoparticle. The water density around the corner sites appears to show considerably less ordering however, with distinct regions of coordinated water immediately above the sites but with no long range ordering seen. The lack of long range order is also true for edge sites, although coordination to the innermost layer of water still remains; it is simply the extended layering which is lost. The difference in ordering is simply caused by the coordination number of the sites. Sites with a higher surface coordination will restrict the number of sites a water molecule can reside in. For a regular surface structure, such as this one, this is even more restricted, giving rise to the coordinated sheets. For sites with lower coordination, the greater degrees of freedom allow the water density to either smear around the site or, in the case of the corners, reside at discrete crystallographic positions.

The water structuring around this nanoparticle can also be compared to that of a flat hydroxylated \{111\} surface. Thus a 22Å fully hydroxylated \{111\} MgO slab was generated; with 878 water molecules spanning the 57Å between the two surfaces. The slab was then simulated in the NPT ensemble for 1ns, with the same relaxation constants as for the nanoparticle. The equivalent water density profile is shown in Figure 5.19. Again water layering clearly forms above the surface, reminiscent of the pure MgO \{100\} surface, extending into the bulk by 3-4 layers. This gives a similar appearance to the flat faces of the hydroxylated nanoparticle above, with possibly slightly longer range ordering seen.
**Figure 5.18:** Average water density of a fully hydroxylated \{111\} dominated MgO nanoparticle. Magnesium, hydroxide hydrogen and water oxygen density is represented by red, green and blue respectively. Black circles indicate corner, edge and face sites.

**Figure 5.19:** Average water density above one surface of a fully hydroxylated \{111\} MgO slab. The average density of magnesium, the hydrogen atoms of the hydroxide groups and the oxygen atoms of water molecules are indicated by red, green and blue, respectively. 

NOTE: smearing is due to vibrations about the atomic positions.
As in section 5.1, we can calculate the variation of water mobility for the nanoparticle and surface via the water residence times. Analysis of the residence times of surface hydrogen atoms with water oxygen atoms indicated a uniform pattern across the surface, with a residence time varying between 6-8ps. Thus there is high water mobility in the first layer of coordinated water, allowing more favourable displacement of coordinated water molecules. Comparison to the residence time for the nanoparticle, however, is more complex as the residence time will vary depending on the surface site and its coordination. Therefore, we calculated the variation of the residence times for all surface hydrogen atoms of the nanoparticle, projected onto an isosurface across these atoms and coloured according to the residence times. This approach was also applied to the calculated average number of water molecules coordinated to the surface atoms. It is also informative to compare these plots to those for a pure surface. To allow this, similar plots have been constructed for a \{100\} nanoparticle, with residence time and number of coordinated water molecules determined for surface magnesium atoms. The \{100\} nanoparticle, constructed and simulated by Spagnoli [160], has a diameter of 17.5Å and was surrounded by 2613 water molecules. The simulation was run for 600ps using the NPT ensemble, with relaxation parameters of 0.5ps for both the thermostat and barostat, at a temperature of 300K. Previous analysis by Spagnoli also showed a distinct layering of water around the surfaces of the nanoparticle, similar to that shown in Figure 5.18 for the hydroxylated nanoparticle. The contour plots showing residence times and coordination number for both the pure \{100\} and fully hydroxylated \{111\} nanoparticles are given in Figure 5.20.

The first observation that is apparent for the \{111\} hydroxylated nanoparticle, is the movement of hydroxide groups on the faces. Opposing faces on the nanoparticle show holes in the hydroxide arrangement, leading to exposure of surface magnesium atoms. Although not clear from the image, these hydroxides appear to move toward corner sites, increasing the hydroxide concentration at the higher energy sites, with a flattening or rounding occurring on some corners. The nanoparticle also shows a
large degree of symmetry with a similar movement seen on the bottom face of the nanoparticle, indicating that this stabilisation of corner sites is not a random process. Analysis of the residence times for the hydroxylated nanoparticle show that there is no clear pattern of residence time varying with corner, edge and face sites. However, strong coordination around the exposed magnesium atoms is seen. The length of residence time is also in agreement with that of the pure \{100\} nanoparticle, which shows an approximately continuous residence time across the particle surface. In addition, comparison to the residence times on the \{111\} hydroxylated slab, shows agreement with low residence times across the regular, fully hydroxylated regions of the nanoparticle. The strong coordination above exposed surface magnesium ions may also be indicative of further hydroxylation sites, as seen for the surfaces detailed previously. The relative length of residence time above surface hydrogen and magnesium is unsurprising due to the comparative weakness of hydrogen bonding to the Mg-O\_W bonding.

The variation of average number of coordinated water molecules, however, does vary depending on the position of the surface atom. Corner sites show the highest number of coordinated water, followed by edge and the face sites. This is also seen, to a lesser extent, for the \{100\} nanoparticle, although if the nanoparticle were of a larger size, a variation pattern more similar to the hydroxylated nanoparticle would be expected. The regions of exposed magnesium on the \{111\} nanoparticle also give rise to increased numbers of coordinated water, due to both the roughening of the surface as well as increased hydrogen bonding.
Figure 5.20: Contour plots showing the water residence times on (a) a fully hydroxylated \{111\} and (b) a pure \{100\} MgO nanoparticle, where the colour varies from red to turquoise indicating low to high residence time. The average number of coordinated water molecules on the (c) fully hydroxylated \{111\} and (d) pure \{100\} MgO nanoparticles vary in colour from blue to red, showing low to high numbers of coordinated water molecules.
Overall this study shows that trends seen for a surface can be translated to a nanoparticle comprised of the same surface structure. Hydroxylation of the surfaces gives rise to the formation of highly mobile but structured water layers. For the nanoparticle, the variation in atom coordination number of the nanoparticle has a strong influence on the number of water molecules which can surround it, which in turn affects the water structuring pattern. Above flat regular portions, water layers have the appearance of continuous sheets; however, at the lower coordinated edge and corner sites, this changes to form more distinct crystallographic coordination, with the number of coordinated water molecules increasing with the lowering of the coordination number of the surface site. However, the residence times do not show this variation, and are dependent on the surface composition, with stronger surface bonding giving rise to increased residence times. In addition, rearrangement of the hydroxide groups are seen for the nanoparticle, in an ordered manner to ensure no net dipole is formed, giving rise to more rounded corner sites. This results in exposed surface magnesium atoms, which could undergo dissociative water adsorption, indicated by increased water coordination at these sites.

The next section will investigate the reactivity of the surface sites by considering surface carbonation of corner, edge and face sites.

5.2.3 Carbonation of Nanoparticles

The previous study in chapter four revealed that CaO was more reactive toward carbon dioxide than MgO, thus we elected to study carbonate adsorption on a CaO nanoparticle. As with MgO, the calculated surface energies give rise to a cubic morphology, due to the {100} surface stability. Carbon dioxide adsorption was then modelled as before through the addition of a carbonate group, whilst ensuring charge neutrality is maintained. Surface adsorption was considered on three sites on the nanoparticle, namely a corner, the middle of an edge and in the centre of a face. The initial placement of the carbonate unit was also varied, as with the surfaces, considering both the placement of the carbonate into and above the surface. When
the carbonates were added above the surface, an adjacent oxygen atom was removed. Following this initial addition, the nanoparticles were energy minimised to evaluate the relative stability of the different sites and their associated adsorption energies, as detailed in Table 5.4. The procedure for calculating adsorption energies is the same as that given in chapter four. The minimised structures are also shown in Figure 5.21.

### Table 5.4: Energies of adsorption for a single carbonate on different surface sites of a {100} dominated CaO nanoparticle following structure minimisation. The energy for the different CaO surfaces, as detailed in chapter four, is included for comparison.

<table>
<thead>
<tr>
<th>Adsorption Site</th>
<th>Adsorption energy / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corner</td>
<td>-2.16</td>
</tr>
<tr>
<td>Above Edge</td>
<td>-2.20</td>
</tr>
<tr>
<td>Face</td>
<td>-1.20</td>
</tr>
<tr>
<td>Corner</td>
<td>-2.36</td>
</tr>
<tr>
<td>Into Edge</td>
<td>-2.20</td>
</tr>
<tr>
<td>Face</td>
<td>-1.20</td>
</tr>
<tr>
<td>{100} Surface Site</td>
<td>-1.32</td>
</tr>
<tr>
<td>{110} / {310} Surface Sites</td>
<td>-1.62 / -1.70</td>
</tr>
<tr>
<td>{111} Surface Site</td>
<td>-3.07</td>
</tr>
</tbody>
</table>
Figure 5.21: Structures of the minimised \{100\} CaO nanoparticles following adsorption of a single carbonate (a) above and (b) into a corner site; (c) above and (d) into an edge site, and (e) above and into a face site.

The results clearly indicate carbonation of CaO nanoparticles is indeed a favourable process with the adsorption onto face sites being the least favourable process. Moreover, both the addition above and into the site minimise to identical structures, with the carbonate becoming integrated into the surface, with the same adsorption energies. A similar case is seen for the addition to an edge site, with both
initial carbonate placement methods giving rise to the same minimised structure and adsorption energies, with the carbonate inserting into the edge rather than above it. Adsorption at an edge site is also calculated to be more favourable than at a face site. However, the different adsorption methods for corner sites do not give identical structures, see Figures 5.21(a) and (b). Firstly, the addition of a carbonate group above a corner site gives rise to an adsorption energy of slightly less that the edge sites. The resulting structure shows that the carbonate group, placed initially above an edge calcium atom with an adjacent oxygen vacancy, relaxed into the vacant site. This gives rise to a structure similar to that in the centre of the nanoparticle edge, however, it is destabilised more by proximity to the high energy corner site. Secondly, carbonate addition into the corner allows relaxation of the carbonate to adjust itself to form three calcium – oxygen interactions, stabilising this mode. This also gives rise to the most favourable adsorption mode. Overall this shows that the trend in adsorption site, from most to least favourable, being corner > edge > face.

The adsorption onto the different nanoparticle adsorption sites can also be compared to the adsorption onto flat surfaces, as detailed previously in chapter four. For the \{100\} surface, good agreement is seen with that of the faces, with both adsorption energies being similar in the energy. Edge sites can be compared to \{110\} and \{310\} surfaces, which are similar due to their respective micro-facets and steps. Adsorption on the nanoparticle is seen to be more stable by approximately 0.50eV. This is unsurprising as the high energy surface sites will gain additional stability from the rest of the surface, whereas this is not possible for a nanoparticle, making adsorption more energetically favourable. The high energy corner sites can also be compared to the \{111\} surface. In this case, however, surface adsorption is seen to be more stable. This is a result of the instabilities of this surface being greater than an isolated corner site. The adsorption of a carbonate on the \{111\} surface will add stability to more than one low-coordinated surface ion, therefore producing increased reactivity.
The results show that there is more than one local minimum for the corner site. Therefore, following this, the nanoparticles were simulated at 300K in the NVT ensemble for 1ns, using a relaxation constant of 0.5ps, with the carbonate group unconstrained, thus allowing it to potentially move to a more stable adsorption site. The final configurations of these nanoparticles are shown in Figure 5.22. However, as the two simulations of the edge sites minimised to the same structure, as well as the face sites, only one of these nanoparticles was simulated further.

![Figure 5.22: Final structures of the \{100\} CaO nanoparticles following simulation at 300K for 1ns after the adsorption of a single carbonate (a) above and (b) into a corner site, as well as at (c) an edge site and (d) a face site.](image)

The results suggest that the majority of modelled adsorption sites are stable, with location of the carbonate group remaining the same. The exception to this is the nanoparticle with carbonate adsorption into the corner. To elucidate the reason for
this movement, the adsorption energy resulting from this structure was calculated and found to be -2.24eV. This is similar, although slightly less favourable, than the original mode, therefore indicating that the energy barrier for the movement of the ion is low. Interestingly, this mode is also more stable than found for the adsorption into the face. In addition, the larger number of adsorption sites identical to this are much greater than the corner site, therefore having an additional entropic driving force. This result also indicates that the oxygen vacancy is more stabilised on the corner than in an edge or face site. The other adsorption modes have a sufficiently higher barrier to the carbonate migration so that it is not seen. This is most likely due to the increased binding energy to the carbonate in other sites, coupled with the instability of oxygen vacancies at edge and face sites.

In conclusion this study shows that carbonation of the \{100\} CaO nanoparticulate system is indeed more favourable than the surface carbonation of the surface structure, at least for the adsorption of a single carbon dioxide. In addition, based on the results of the surface calculations, increased carbonation would be expected to further stabilise the system, although more detailed simulation would be required to assess this. It is also seen that carbonation will preferentially occur on high energy sites comprising of under coordinated calcium atoms.

5.3 Chapter Conclusions

This chapter has used dynamical models to consider the effect both surfaces and nanoparticles have on the structure of liquid water and developed a robust approach for evaluating the residence times for surface species across the whole surface. In addition, the effect that adsorbed carbonates and, in the case of nanoparticles, dissociatively adsorbed water has on this structure has also been considered.

The molecular dynamics simulations indicate that the surface topography has a direct influence on the structure of the water. Water structure forms through coordination of the water molecules closest to the mineral surface, which in turn
causes the formation of further layers, with interlayer spacing of approximately 2.5Å. The first water layer is seen to form about 2.4 and 2.2Å away from the surfaces for CaO and MgO, respectively, with coordination seen both through $M-O$ interactions as well as hydrogen bonding to surface oxygen atoms. Flat surfaces, such as the \{100\} surface, are seen to give rise to highly mobile layers of coordinated water with a sheet-like appearance, which is also seen above the terraces of the \{310\} surface. The presence of surface features, such as steps and facets, act to localise water, therefore reducing its mobility. Density plots revealed that water coordination around these features form rows of high water density following the surface structure, with reduced water mobility indicating the strength of this coordination. A general feature is that the water molecules tend to be more strongly adsorbed to the surface metal atoms, rather than through hydrogen bonding to surface oxygen atoms. Upon carbonation, this water structuring is seen to be disrupted and water mobility is seen to increase due to the formation of an amorphous carbonate layer on the mineral surface.

The simulations of magnesium oxide nanoparticles confirm the stability of the \{100\} surface by giving rise to cubic morphologies. Simulation of nanoparticles with different shapes show higher energies and, with simulated annealing, the \{110\} and \{111\} bound nanoparticles undergo surface faceting to form a multi-faceted cubic arrangement thereby reducing the nanoparticle energy. In addition, the effect of nanoparticle size, ranging from 20-40Å, does not appear to alter the relative stabilities. However, increasing the size does reduce the energy of the nanoparticle, though the greater amount of bulk material. Surface hydroxylation, as expected, is seen to destabilise the \{100\} surface, whilst dramatically stabilising the high energy \{111\} nanoparticle, in accordance with the study of hydroxylation of the surfaces. In addition, the surface hydroxylation of the nanoparticles was seen to reduce the energy for all morphologies, making them more stable than their pure counterparts. The addition of water to the hydroxylated nanoparticle system was also modelled, with results showing water structuring similar to the surfaces, with lower coordinated sites giving rise to a more isolated coordination pattern. The effect of
carbonation has also been studied on the {100} bound CaO nanoparticle, with key results being the energetic favourability of carbonation of low-coordination sites over the flat surfaces. This implies that carbonation efficiency can be increased through the use of nanoparticulate systems.

The results discussed in this thesis thus far have focussed on adsorption processes on alkaline earth metal oxide surfaces. However, the same techniques and methodologies can also be applied to more complex materials, such as the actinide oxides. However, modelling actinide oxide materials is more complex than the simple alkaline earth metal oxides, due to the unpaired f-electrons giving rise to difficulties in simulating the electronic and magnetic structure of the bulk material and their surfaces. Therefore, prior to considering the adsorption of water of uranium dioxide surfaces, the simulation of this material using electronic structure techniques will be discussed and their use in modelling non-stoichiometric thin film structures.
The previous chapters have shown that potential models are not only robust but that they can also calculate both static and dynamic properties of oxide systems accurately and reliably. The disadvantage of these models, however, is the lack of description of the electronic and magnetic structure of the materials, which require the use of electronic structure techniques to determine. It is likely that for a material like uranium dioxide the magnetic properties may play a significant role in surface structure, stability and reactivity. This chapter aims to not only further understand the electronic and magnetic properties of uranium dioxide but to also investigate the
value of DFT+U modelling. Initially, the focus will be on bulk UO$_2$ but will be followed by an investigation of thin film structures. The understanding of defects in bulk UO$_2$ and the variation in stoichiometry of the thin films will then be used to elucidate the oxygen segregation behaviour in this material.

Chapter two outlined how density functional theory techniques can be used to simulate the forces between atoms in the system of study, leading to the use of energy minimisation to find the lowest energy structures. However, the practical use of DFT requires the selection of a number of important parameters in order to simulate the material of interest accurately. Therefore, the first section of this chapter will consider the parameter selections and DFT methodologies for simulating bulk UO$_2$.

6.1 Modelling Uranium Dioxide with DFT

Uranium dioxide is naturally found as the mineral uraninite and is structurally analogous to the cubic fluorite structure, where the uranium atoms form a face-centred cubic array with oxygen atoms residing in the tetrahedral holes. The structure of the unit cell of UO$_2$ is shown below in Figure 6.1.

![Figure 6.1: Top and side view of the structure of the unit cell of UO$_2$. Uranium atoms are coloured light blue and red represents oxygen atoms.](image_url)
Initially, a standard DFT methodology was considered. Bulk UO$_2$ was modelled in the $Fm\bar{3}m$ space group, with parameter selection conducted from the modelling of AFM (antiferromagnetic) UO$_2$ with PW91 GGA pseudopotentials. The first requirement was the selection of the plane wave cutoff, the energy convergence parameters and the selection of a k point grid. The plane wave cutoff was selected as 500eV, which is suitably large as to ensure energy convergence. Two sets of convergence criteria for the ionic and electronic relaxation steps were considered, allowing for efficient use of computational resources. These are defined as ‘high’ and ‘low’ accuracy and consider convergence as being when the energy of the system varies less than 1x10$^{-5}$ and 1x10$^{-4}$eV, respectively. In addition, k point convergence was found through the simulation of bulk UO$_2$ using the ‘high accuracy’ parameters and four different k point grids, namely the 3x3x3, 4x4x4, 5x5x5 and 6x6x6. Suitable convergence was seen for a 5x5x5 grid, giving a bulk energy of -30.91eV per UO$_2$ unit. As with the majority of previous studies, discussed in chapter one, the magnetic structure is modelled using a collinear model, with spin-coupling neglected.

We next considered the selection of approaches to approximate the exchange-correlation energy. LDA and GGA methods were considered, with both PW91 and PBE pseudopotentials used for the GGA approach. In addition the PW91 simulations were also carried out using the ‘low accuracy’ convergence parameters. The magnetic structure was also modelled using AFM and FM (ferromagnetic) distributions. In addition to analysing the lattice energies per U atom, it is also informative to consider the electronic. Therefore comparison is also made to the relative energy difference between AFM and FM structures and the electronic band gap. These results are tabulated in Table 6.1, with comparisons also made to experimental data. One point of interest in the results is that of the lattice parameters. All methodologies show that the FM material retains its cubic structure; however, a distortion away from this is seen for AFM UO$_2$. The distortion is most likely the result of the different electronic spin distributions in the bulk cell and will be discussed in more detail later in this section.
Table 6.1: Comparison of bulk UO₂ structural and electronic properties for different DFT methodologies, including experimental results where $a$ is [161] and $b$ is [63].

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Energy per UO₂ / eV</th>
<th>Lattice Constants / Å</th>
<th>Band Gap / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AFM</td>
<td>FM</td>
<td>$E_{FM} - E_{AFM}$</td>
</tr>
<tr>
<td>GGA PW91 High accuracy</td>
<td>-30.91</td>
<td>-31.06</td>
<td>0.15</td>
</tr>
<tr>
<td>GGA PW91 Low accuracy</td>
<td>-30.91</td>
<td>-31.06</td>
<td>0.15</td>
</tr>
<tr>
<td>LDA</td>
<td>-33.82</td>
<td>-33.87</td>
<td>-0.05</td>
</tr>
<tr>
<td>GGA PBE</td>
<td>-30.96</td>
<td>-31.14</td>
<td>-0.18</td>
</tr>
<tr>
<td>Experiment</td>
<td>-</td>
<td>$&gt;0^a$</td>
<td>5.470$^a$ (163.667)</td>
</tr>
</tbody>
</table>

Results clearly show the failure of the LDA approach to predict the structure and band gap of this material accurately. This is also shown by its failure to predict the AFM structure as the most stable phase. In comparison with GGA, the PBE functional also fails to predict the AFM structure as the most stable phase. The PW91 pseudopotentials, however, give a more stable AFM phase whilst giving reasonable lattice parameters. In addition, varying the accuracy of the minimisation
appears to have little effect on these energies or lattice parameters, indicating that it can appropriately be used to find minimum energy structures.

The electronic band gap is determined from the total energy density of states (DOS) of the material. The DOS is a representation of the number of available electronic states in the system under study, and is characterised by the number of bands. The Fermi energy is the energy of the highest occupied band at 0K and the band gap is a measure of the difference in energy between the highest energy occupied and lowest energy unoccupied energy levels. Figure 6.2 shows the DOS for both AFM and FM UO$_2$ structures using the GGA method with high accuracy convergence parameters and PW91 pseudopotentials, where the energy scale is adjusted so that 0eV represents the Fermi level. Although not shown, similar DOS are predicted for the other DFT methodologies. As can be seen neither the AFM or FM structures have a band gap, with the Fermi level in the middle of a band. In comparison to the known DOS, as outlined in chapter one, the DOS appears to show correct prediction of the O 2$s$ and U 6$p$ bands, present between approximately -15 to -13eV. The O 2$p$ band is also present, located between approximately -8 to -4eV. The major failure is that the 5$f$ band is predicted to be a continuous band, whereas the previous experimental study shows that localisation occurs and the occupied and unoccupied states are split to give a band gap [51].

Overall, it can be seen that standard DFT approaches fail to accurately model both AFM and FM bulk UO$_2$. Hence to improve the electronic structure we need to move to an alternative scheme, such as the DFT+U methodology, which has been shown to give the necessary localisation of the 5$f$ band. The majority of previous studies, for example, [49, 57], have used a value of U of 4.0eV, fitted to the experimental XPS/BIS studies of Baer and Schoenes [51]. However, this totally neglects the effect of U on the lattice parameter, which is likely to affect the defect properties nearly as much. Hence, we elected to compromise by using U=3eV but also include U=5eV for comparison.
Figure 6.2: Total energy density of states (DOS) for (a) AFM and (b) FM bulk UO$_2$ structures using a GGA PW91 approach with high accuracy convergence parameters, where the energy scale is adjusted so that 0eV represents the Fermi energy. Blue and red lines represent spin up and spin down states, respectively.

The effect of the different U values is shown in Table 6.2. The results not only indicate an underprediction of the band gap using a U value of 3eV but also that the increased value of 5eV more correctly predicts the band gap whilst overestimating the lattice parameter. Therefore, when constraints in available computational resources occurred only one series of calculations was run, using a value of 3eV, as
this gives rise to a greater degree in accuracy for the lattice parameters, and hence the structural features. The comparison of ‘high’ and ‘low accuracy’ methods again show little variation, thereby indicating that these ‘low accuracy’ parameters can be used successfully to predict low energy structures.

Table 6.2: Comparison of bulk UO₂ structural and electronic properties for different DFT+U methodologies, including experimental results.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Energy per UO₂ / eV</th>
<th>Lattice Constants / Å (Volume / Å³)</th>
<th>Band Gap / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AFM</td>
<td>FM</td>
<td>(E_{FM} - E_{AFM})</td>
</tr>
<tr>
<td>GGA+U PW91 (U=3eV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High accuracy</td>
<td>-29.13</td>
<td>-28.65</td>
<td>0.48</td>
</tr>
<tr>
<td>GGA+U PW91 (U=3eV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low accuracy</td>
<td>-29.14</td>
<td>-28.65</td>
<td>0.49</td>
</tr>
<tr>
<td>GGA+U PW91 (U=5eV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High accuracy</td>
<td>-28.50</td>
<td>-27.17</td>
<td>1.33</td>
</tr>
<tr>
<td>GGA+U PW91 (U=5eV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low accuracy</td>
<td>-28.50</td>
<td>-27.17</td>
<td>1.33</td>
</tr>
<tr>
<td>Experiment</td>
<td></td>
<td>&gt;0</td>
<td></td>
</tr>
</tbody>
</table>

We have calculated the DOS generated using the DFT+U methodology, shown by Figure 6.3 for AFM and FM UO₂. In comparison to the DOS generated using the
standard DFT approach, Figure 6.2, it can be seen that the effect of the on-site correction term is to increase the splitting of the filled and unoccupied \( f \) bands, for both the AFM and FM materials. This is due to the increased localisation of \( f \)-electrons causing repulsion with the unoccupied \( f \) states. Although the FM material is still predicted as being conducting, the DOS has been improved through the inclusion of the U term. Increasing the U parameter from 3 to 5eV can be seen to increase the splitting in \( f \) bands whilst moving the occupied \( f \) band closer in energy to the occupied O 2\( p \) band.
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**Figure 6.3:** DOS for the (a) AFM and (b) FM bulk UO\(_2\) structures using a DFT+U methodology, where U=3eV. The same respective DOS for a U value of 5eV are shown in (c) and (d). NOTE: the energy scale is adjusted so that 0eV represents the Fermi energy.

The band structure can be considered in more detail through the analysis of the partial DOS (PDOS). The PDOS decomposes the DOS into contributions as a result of different angular momentum components, i.e. whether the levels are \( s \)-like or \( p \)-like, etc, thus allowing the contribution of different orbitals to be evaluated. The
PDOS for bulk AFM and FM UO$_2$, calculated using U=3eV, is shown in Figure 6.4. This clearly supports that it is the $f$ bands which are separating from the inclusion of the U term, with the band gap appearing between occupied and unoccupied states.

Figure 6.4: Partial energy DOS (PDOS) for the (a) AFM and (b) FM bulk UO$_2$ structures using a GGA+U methodology, where U=3eV. NOTE: the energy scale is adjusted so that 0eV represents the Fermi energy.
The implications of increasing the value of U can be further considered through its effect on the PDOS. Figure 6.5 shows the PDOS for AFM UO$_2$, calculated using a GGA+U method where U=5eV. It can be seen that whilst increasing the on-site correction provides a more precise value for the band gap in AFM UO$_2$, the PDOS shows that the band structure differs more from experimental observations [53]. Although orbital hybridisation occurs between the O 2$p$ and U 6$d$/5$f$ orbitals, a distinct peak is seen in XPS data at the top of the band gap, which is primarily attributed to the 5$f$ electrons. However, Figure 6.5 shows that the peak at the top of the valence band when using a U value of 5eV contains a much greater contribution from the O 2$p$ than expected.

![Figure 6.5: Partial energy DOS (PDOS) for the AFM bulk UO$_2$ structure, calculated using a GGA+U methodology, where U=5eV.](image)
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Figure 6.5: Partial energy DOS (PDOS) for the AFM bulk UO$_2$ structure, calculated using a GGA+U methodology, where U=5eV. NOTE: the energy scale is adjusted so that 0eV represents the Fermi energy and the colour scheme for different orbital bands is identical to that used in Figure 6.4.

The electronic structure of UO$_2$ can be further probed through consideration of the charge distribution in the cell. Bader charge analysis can be used to determine the effective charges on the uranium and oxygen atoms in the cell, indicating the degree of covalency, with the results detailed in Table 6.3. Bader charge analysis is a method to determine the effective charge on an atom based on its electron density.
To do this, the minimum in electron density between all bonds is used to define a volume around each atom, which can then be integrated to determine the total number of electrons. By subtracting this from the number of electrons initially used, the effective charge is calculated. It can be seen that varying the DFT methodology does not appear to give rise to a large difference in the Bader charge on either the uranium or oxygen atoms. However, as the value of the on-site correction term is increased the difference in charges between the AFM and FM systems is also seen to increase. The uranium and oxygen atoms are significantly different to their formal charges of +4 and -2, respectively, thus indicating that there is covalency in the U – O bond.

Table 6.3: Comparison of Bader charge analysis on uranium and oxygen atoms in bulk UO$_2$ using different DFT methodologies. NOTE: All data refer to high accuracy calculations.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>AFM</th>
<th>FM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U Charge</td>
<td>O Charge</td>
</tr>
<tr>
<td>GGA PW91</td>
<td>+2.49</td>
<td>-1.24</td>
</tr>
<tr>
<td>GGA+U PW91</td>
<td>+2.49</td>
<td>-1.24</td>
</tr>
<tr>
<td>U=3eV</td>
<td>+2.49</td>
<td>-1.24</td>
</tr>
<tr>
<td>GGA+U PW91</td>
<td>+2.52</td>
<td>-1.26</td>
</tr>
<tr>
<td>U=5eV</td>
<td>+2.52</td>
<td>-1.26</td>
</tr>
</tbody>
</table>

The charge distribution can further be considered through the spin density. The spin density is determining by subtracting the spin down charge density from the spin up charge density, thereby indicating regions of excess up and down spin. The calculated spin density for bulk AFM UO$_2$, with the on-site correction varying from 0 to 3 to 5eV, is shown in Figure 6.6. The most apparent feature of these plots is the spin density surrounding the uranium atoms. Firstly, the AFM distribution is clearly seen by the alternating layers of spin up and down density. Secondly, the shape of the spin distribution is seen to significantly change as the value of U is increased. In the absence of an on-site correction, the spin distribution has a roughly oval shape around the uranium atoms, whereas when U is increased, a more defined shape is
seen, with an appearance more in line with the $f$-orbital shape, caused as a result of increased electron localisation. Although, due to complex hybridisation between uranium orbitals, designation of orbital occupancies is unfeasible.

**Figure 6.6:** Spin density plots for bulk AFM UO$_2$ using an on-site correction term of (a) 0, (b) 3 and (c) 5eV. Cells are viewed along $a$ axis, with 50% of the cell removed in this direction for clarity. Regions of excess spin up and down density are coloured orange and blue, respectively with an isosurface of 0.01 electrons Å$^{-3}$.

The other noticeable feature is the effect on the spin density of the oxygen atoms. This is a result of the hybridisation and mixing between the uranium and oxygen atoms. The minimum energy will occur when interactions between electrons of opposing spin between uranium and oxygen are minimised. This also correlates with the distortion seen in the $b$ lattice parameter for the AFM configuration. The more spherical distributions in the absence of U cause a larger smearing of charge across the oxygen atoms. The consequence of this is that there is also a larger degree of repulsion between electrons of the same spin, giving rise to an elongation of the $b$ lattice parameter. When the on-site correction term is included, the spin density on oxygen becomes confined to the $b$ direction. As this dramatically reduces interactions of electrons with identical spins, a reduction in the $b$ parameter is seen due to attraction in this direction. It has been suggested though that due to the noncollinear magnetism in UO$_2$, with magnetic moments pointing along the $<111>$ directions, with an equivalent distortion of the oxygen cage, a cubic cell would still be seen experimentally [162].
In summary, this study has shown the failure of standard DFT methodologies to simulate bulk uranium dioxide. Inclusion of an on-site correction term improves this significantly, correctly predicting a band gap for AFM UO$_2$. Increasing the value of the U term gives rise to increased localisation of the $f$-electrons, causing the band gap to be widened, although a corresponding increase in the lattice parameter is also seen, away from the experimental value.

Overall, this comparison of DFT methodologies has enabled the selection of parameters for use in later calculations. Namely with a DFT+U method using GGA PW91 pseudopotentials and a 5x5x5 k point grid. Results of the ‘high’ and ‘low accuracy’ suggest that whilst energy prediction is consistent between the two approaches, band gap prediction is not. Therefore, due to these calculations being computationally expensive, the ‘low accuracy’ approach will be used to identify the most stable configurations. These will then be minimised in ‘high accuracy’. As noted above, a U value for the DFT+U methodology of 3eV has been selected for primary use, although a U value of 5eV will also be used for comparative reasons where feasible.

Following the selection of simulation parameters, we can next consider the non-stoichiometry in both the bulk material and thin film structures.

6.2 Non-Stoichiometric Uranium Dioxide

As discussed in chapter one, the fluorite structure of uranium dioxide allows the formation of hyperstoichiometric structures, by accommodating oxygen interstitial defects in the octahedral sites in the structure allowing for the formation of a range of different oxides. The formation energies for both anion and cation defects, have been considered using both a potential-based approach, for example, Catlow [46], and DFT+U, for example, Nerikar et al. [49], as well as Frenkel energies, and will be detailed in the next section.
However, there has been little simulation work on the non-stoichiometry of thin film structures or surfaces, which is important for understanding the processes which occur for this material. This is also important as oxide layers will form on uranium metal in storage. Although the interactions between the oxide layer and the underlying metal will also be of importance, in this preliminary study only the structure and stability of the oxide thin films will be considered.

The next sections in this chapter will therefore begin to consider the non-stoichiometry of both bulk material, in the form of point defects, and thin film structures. Firstly, we will use the aforementioned DFT+U methodology to consider anion defect formation energies in AFM bulk UO$_2$. The simulation of non-stoichiometric thin films will then be detailed and utilised to generate thin film phase diagrams as a function of the change in chemical potential of oxygen. Finally, both sets of simulations will be used to consider oxygen segregation.

6.2.1 Point Defects

Previous studies have shown that uranium defects are highly unfavourable in bulk UO$_2$, with DFT+U vacancy and interstitial formation energies of 6.0 and 8.2eV, respectively, [48]. We have elected to perform some preliminary calculations to provide some rough estimates of point defect energies, both to investigate the approaches described in the literature for DFT simulations and to provide a comparison with our thin film structures. Therefore, for this study of point defects, we have solely considered oxygen vacancy and interstitial defects in the bulk AFM UO$_2$ cell. These have been calculated using a DFT+U approach, with values of both 3 and 5eV used for the on-site correction. In addition, defects have been simulated using a standard cubic unit cell, as well as a supercell generated using the rhombohedral reduced unit cell, which can be represented as having a volume of $8V_r$, where $V_r$ is the reduced unit cell volume and is equal to 40.39Å$^3$. The effective volume of the cubic cell is $4V_r$. 

Initially, neutral defects were calculated, where an oxygen atom was either added or removed. These defects can also be represented using Kröger-Vink notation, which is routinely used to describe defect states, by Equations 6.1 and 6.2, for the neutral oxygen vacancy and interstitial formation, respectively.

\[
\begin{align*}
O_{2}^{\times} & \rightarrow \frac{1}{2}O_{2(g)} + V_{O}^{\bullet \bullet} + 2e' \quad \text{6.1} \\
\frac{1}{2}O_{2(g)} & \rightarrow O'_{i} + 2h^* \quad \text{6.2}
\end{align*}
\]

The formation energies of a neutral vacancy, \( G_{O, \text{neutral, vacancy}} \), and a neutral interstitial, \( G_{O, \text{neutral, interstitial}} \), are calculated using Equations 6.3 and 6.4, respectively. These neutral vacancy and interstitial formation energies are also equivalent to the heats of reduction and oxidation, respectively. For the following discussion of these energies they are referred to as neutral vacancy and interstitial formation energies.

\[
\begin{align*}
G_{O, \text{neutral, vacancy}} &= E_{UO_2, \text{defective}} + \mu_{O,298K} - E_{UO_2} \quad \text{6.3} \\
G_{O, \text{neutral, interstitial}} &= E_{UO_2, \text{defective}} - E_{UO_2} - \mu_{O,298K} \quad \text{6.4}
\end{align*}
\]

where \( \mu_{O,298K} \) is the chemical potential of oxygen at 298K. The underlying assumption is that the free energies of the solid phases of uranium metal and uranium dioxide do not vary with temperature, i.e. the vibrational entropy contributions are small, allowing for the simple calculation of \( \mu_{O,298K} \), and hence the calculation of defect formation energies at this temperature. This is evaluated via Equation 6.5.

\[
\begin{align*}
\mu_{O,298K} &= \frac{1}{2} \left[ E_{UO_2}^{\text{pure}} - \mu_{U,\text{metal}} \right] - \Delta G_{\text{formation}}^{\text{experimental}} \quad \text{6.5}
\end{align*}
\]

where \( \mu_{O,298K} \) is determined from two terms. The first refers to the self-energy of \( O_2 \) at 0K, calculated from the difference in simulated bulk \( UO_2 \) and the chemical
potential of uranium metal. The second term, $\Delta G_{\text{formation}}$, is the change in free energy of formation of UO$_2$ at 298K which represents the change in $\mu_O$ at 298K, and is taken from data tables [132]. The half comes from considering the chemical potential of oxygen from oxygen gas. The bulk energy of uranium metal, used for the chemical potential of uranium metal, $\mu_{\text{metal}}$, was calculated using high accuracy convergence parameters, and an increased 13x13x13 k point mesh with a U value of 3eV, to ensure consistency with the UO$_2$ simulations.

The method also allows for the calculation of $\mu_O$ at different temperatures. Therefore we have also determined its value at 1000K. This has been done using a similar approach as mentioned in chapter four. In summary, the chemical potential at 1000K can be determined from the entropy, $s_{1000K}$, and the change in enthalpy at 1000K, $\Delta h_{1000K-0K}$, again taken from data tables. This is shown by Equation 6.6.

\[
\mu_{O,1000K} = \frac{1}{2} \left[ \mu_{O,0K} + \Delta h_{1000K-0K} - 1000 \cdot s_{1000K} \right] \quad 6.6
\]

where $\mu_{O,0K}$ is the chemical potential of oxygen gas at 0K and can be calculated from $\mu_{O,298K}$ using Equation 6.7.

\[
\mu_{O,0K} = 2\mu_{O,298K} - \Delta h_{298K-0K} - 298 \cdot s_{298K} \quad 6.7
\]

In this approach, we have also assumed that the chemical potential of oxygen in bulk UO$_2$ is constant between the different sized unit cells, thus only using the value calculated for the 4V$_{r}$ cell for all neutral formation energies. The formation energies for the neutral oxygen vacancies are given in Table 6.4, whilst Table 6.5 details the formation energies for neutral oxygen interstitial, with comparison made to the DFT+U energies, where U=4eV, of Nerikar et al.
Table 6.4: Calculated formation energies (eV) for a neutral oxygen vacancy in AFM bulk UO$_2$ at 298 and 1000K.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Cell</th>
<th>U=3eV</th>
<th>U=5eV</th>
<th>Nerikar et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>298K</td>
<td>4V$_r$</td>
<td>5.89</td>
<td>5.52</td>
<td>5.29</td>
</tr>
<tr>
<td></td>
<td>8V$_r$</td>
<td>5.97</td>
<td>6.21</td>
<td></td>
</tr>
<tr>
<td>1000K</td>
<td>4V$_r$</td>
<td>5.06</td>
<td>4.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8V$_r$</td>
<td>5.15</td>
<td>5.38</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.5: Calculated formation energies (eV) for a neutral oxygen interstitial in AFM bulk UO$_2$ at 298 and 1000K.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Cell</th>
<th>U=3eV</th>
<th>U=5eV</th>
<th>Nerikar et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>298K</td>
<td>4V$_r$</td>
<td>0.91</td>
<td>1.88</td>
<td>-1.34</td>
</tr>
<tr>
<td></td>
<td>8V$_r$</td>
<td>-0.70</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td>1000K</td>
<td>4V$_r$</td>
<td>1.74</td>
<td>2.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8V$_r$</td>
<td>0.13</td>
<td>2.31</td>
<td></td>
</tr>
</tbody>
</table>

The results show that neutral oxygen vacancy formation at 298K is considerably unfavourable in bulk UO$_2$, although, as expected, a slight reduction in energy is seen as the cell size is increased. In comparison, neutral interstitial oxygen defects are also shown to be generally unfavourable, with the only the grown cell at 298K simulated with a U value of 3eV providing a negative defect formation energy. The increase of temperature is seen to make vacancy formation more favourable, whilst oxygen interstitial formation becomes unfavoured, due to the shift in equilibrium toward the formation of oxygen gas.

The effect of increasing the on-site correction term is seen to have different effects on the two processes. For neutral oxygen interstitial defects, increasing the U value is seen to destabilise their formation, as the insertion of a neutral oxygen atom will give rise to a shift in charge from the uranium atoms to stabilise the excess oxygen. The increased electron localisation, with a U value of 5eV, would therefore penalise this electron density shift more than for the reduced U value of 3eV, giving rise to
increased formation energies. For oxygen vacancy formation, different trends are seen for the different sized cells. For the $4V_r$ cell, increasing $U$ decreases the energy to remove a neutral oxygen atom. This is again due to the increased localisation of electrons, allowing the two electrons available from the removal of a neutral oxygen atom to be further stabilised with the increased $U$ value. However, for the cells grown from the reduced unit cell this is not the case, with increasing the $U$ value making the neutral vacancy formation less favourable. This is most likely a result of symmetry constraints on the non-cubic cell, where the charge imbalance in the cell caused by the increase in electron density on uranium atoms surrounding the vacancy destabilises the cell relative to the less localised electrons when $U$ is equal to 3eV.

The relative energies of the oxygen vacancy and interstitial formation are also in agreement with the values reported by Nerikar et al., with interstitial formation being favoured. This also concurs with the known hyperstoichiometry of uranium oxides. However, differences in the actual values for the energies are seen. These differences can be attributed to a number of causes. Firstly, the simulation cells used by Nerikar et al. were larger, using an effective $32V_r$ unit cell grown from the cubic $4V_r$ cell. The larger cell would therefore be expected to give reduced energies due to the smaller concentration of defects. In addition, the formation energies were calculated from the simulation of charged unit cells, therefore containing both a different number and distribution of electrons to this study.

These defects can be analysed further by considering the change in charge density, as shown in Figure 6.7. These are constructed by subtracting the charge density of the pure bulk material from that of the defective cell. The change in charge density can then be considered through the positive and negative regions. For the cell containing a neutral vacancy, not only is the position of the vacancy clear, from the large reduction in charge density, but the location of charge density on the uranium atoms where the original uranium – oxygen bonds also changes. This also results in redistribution of charge over the uranium atoms. Analysis of the Bader charges
shows that this results in a reduction in charge on the uranium atoms, to approximately +2.2, from the pure bulk value of +2.5.

![Figure 6.7: Changes in charge density from the pure 4V\textsubscript{i} unit cell as a result of an oxygen atom (a) vacancy and (b) interstitial using a U value of 3eV. The same is shown for a U value of 5eV by (c) and (d), respectively. Positive and negative changes in charge density are coloured yellow and green, respectively, with an isosurface of 0.2 electrons Å\textsuperscript{-3}.](image)

For the neutral oxygen interstitial defects, the insertion of an oxygen atom causes repulsion to the regular lattice oxygen atoms. Although the oxygen positions remain the same, due to the constant volume minimisation, this repulsion causes a shift in the oxygen electron density toward the uranium atoms on the corners of the unit cell. This results in increased bonding to these atoms. Changes in the charge density are also seen in the uranium atoms closest to the interstitial, with charge density shifted as to minimise the energy. Analysis of the Bader charges shows an increased charge on all uranium atoms, to approximately +2.6, due to the increased bonding with the
interstitial oxygen. Although, due to the greater number of uranium – oxygen bonds the interstitial oxygen needs to accommodate, it does show a reduced charge from that seen for the regular oxygen atoms. In addition, an increase in charge is seen for the corner uranium atoms, increasing to a charge of +2.8, due to the increase in bonding to the regular lattice oxygen atoms.

We can compare to experiment by considering the Frenkel oxygen defect energy for the 4V\textsubscript{t} cells. The oxygen Frenkel defect is defined as a defect where an atom or ion leaves it lattice position and becomes an interstitial on a nearby location not normally occupied in the perfect lattice. It can be represented using Kröger-Vink notation by Equation 6.8.

\[
O_0^X \rightarrow V_0^{**} + O_0^{''}
\]

The Frenkel energy can therefore be calculated from the sum of formation energies for the oxygen vacancy and interstitial. We have calculated the Frenkel energies for two sets of oxygen defect simulations. The first set considers neutral cells, as described above. The second set are determined from the simulation of charged cells, where the defect and interstitial can be represented in Kröger-Vink notation by Equations 6.9 and 6.10, respectively.

\[
O_0^X \rightarrow O_{(g)}^{2-} + V_0^{**} \quad 6.9
\]
\[
O_{(g)}^{2-} \rightarrow O_j^{''} \quad 6.10
\]

The calculation of individual defect formation energies from charged cells is made difficult through the need to account for the change in electronic potential in the cell, represented by the Fermi energy, relative to the change in charge. However, as the Frenkel energy is calculated from the sum of vacancy and interstitial energies, these terms will cancel, representing the same process as the neutral defects in Equation
6.8. This method of using charged defects corresponds to that used in the recent work by Nerikar et al. allowing for comparison to be made.

The calculated Frenkel defect energies should also be corrected to account for the change in Fermi energy from the perfect cell as a result of the defect formation. As both the requirement and value of this correction term are unclear, both uncorrected and corrected oxygen Frenkel defect energies are presented in Table 6.6 for the 1x1x1 unit cell simulations. The corrected energies are calculated using Equation 6.11, where the Frenkel energy, $G_{\text{Frenkel}}$, is adjusted to account for the change in Fermi energy, $E_f$, from the perfect bulk value as a result of the addition of a vacancy and interstitial. This correction arises for the need to cancel out the resultant charge imbalance with the surrounding infinite lattice created by the defects.

$$\quad G_{\text{Frenkel}}^{\text{corrected}} = G_{\text{Frenkel}} - \left( E_{\text{vacancy}} - E_{\text{pure}} \right) - \left( E_{\text{interstitial}} - E_{\text{pure}} \right) \quad 6.11$$

**Table 6.6:** Calculated oxygen Frenkel pair energies (eV) of neutral and charged defects for bulk AFM UO$_2$. Energies are also corrected according to the difference in Fermi energy between the perfect and defective bulk materials.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>U=3eV</td>
<td>6.80</td>
<td>6.66</td>
<td>3.95</td>
<td>3.0 - 4.6</td>
</tr>
<tr>
<td>U=5eV</td>
<td>7.40</td>
<td>7.43</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results show that for the uncorrected Frenkel energies, the energies for the charged systems are roughly the same, with a slightly reduced energy for the charge defects with a U value of 3eV. The corrected energies do show more differences though. These energies show that the Frenkel energy is lower for the neutral cells than for the charged cells. The implication of this is that the neutral clusters are the most stable. This prediction is also supported by the experimentally observed Willis 2:2:2 defect structure, which shows the clustering of vacancy defects with half the interstitials. The clustering of these defects would confine the charge imbalance to a
localised region, whilst allowing the formation of neutral defects to still occur. Although, further simulation, particularly with larger simulation cells is required to explore this postulate and ensure fully converged defect energies.

The higher defect energies quoted here are not surprising as the 4Vf simulation cell gives an unrealistic population of defects. The calculated values are qualitatively similar to the calculated Frenkel energy of Catlow [46] of 5.47eV. Equivalent calculation using the potential outlined in chapter two by Parker [163] using a two region Mott-Littleton approach, with constant volume minimisation, gives a comparable value of 6.12eV. This relatively good agreement of the potential-based simulations with our DFT+U calculated values may be fortuitous and needs to be compared with larger supercells before full confidence can be gained.

Despite these caveats we next detail the simulation of non-stoichiometric thin film structures and compare the defect formation energies found at the surfaces.

6.2.2 Thin Film Structures and Oxygen Segregation

Prior to calculating the variation in stoichiometry of thin film structures, the stoichiometric form needs to be considered first. These simulations are computationally expensive, hence only the {100} and {111} bound thin films were considered. As noted in chapter one, these are the surfaces seen in the morphology and thus are the most significant. The thin films were generated using the METADISE code from the DFT+U minimised bulk AFM structure. An arbitrary AFM ordering pattern was assumed and was then minimised using the VASP code with U=3eV and high accuracy convergence parameters. However, as the slabs are bound by a vacuum gap, this allows the reduction of the k point folding parameter in that direction to 1. In addition, convergence tests showed that a 4x4x1 k point grid was sufficient for the desired accuracy of these thin films. The AFM ordering pattern, along with the minimised structure is detailed in Figure 6.8. The details of the
surface structure will be discussed in chapter seven, where the surface configuration is more important for studying the adsorption of water.

![Initial magnetic ordering and minimised structure for the (a) {100} and (b) {111} UO$_2$ thin films. Uranium atoms are coloured orange and blue for net spin up and spin down states.](image)

**Figure 6.8:** Initial magnetic ordering and minimised structure for the (a) {100} and (b) {111} UO$_2$ thin films. Uranium atoms are coloured orange and blue for net spin up and spin down states.

We calculated the surface energies, via Equation 6.12. The surface energy, $\gamma$, is defined as the difference in energy of the slab, $E_{\text{slab}}$, and the bulk $E_{\text{bulk}}$, divided by twice the surface area, $S$, due to the use of a slab model. The calculated surface energies for these thin films, which are compared to the surface energies calculated by Skomurski *et al.* [65] using DFT, are given in Table 6.7. Comparison between the energies is favourable, with differences attributed to the DFT methodology used, where Skomurski *et al* use a standard GGA approach with no on-site corrections.

$$\gamma = \frac{E_{\text{slab}} - E_{\text{bulk}}}{2S} \quad 6.12$$

**Table 6.7:** Calculated surface energies for the {100} and {111} UO$_2$ thin films, with comparison to surface energies predicted by Skomurski *et al.*

<table>
<thead>
<tr>
<th>Surface</th>
<th>Skomurski <em>et al.</em></th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>1.21 J m$^{-2}$</td>
<td>1.49 J m$^{-2}$</td>
</tr>
<tr>
<td>{111}</td>
<td>0.51 J m$^{-2}$</td>
<td>0.55 J m$^{-2}$</td>
</tr>
</tbody>
</table>
The variation in thin film stoichiometry then was considered, using these \{100\} and \{111\} thin film structures. The stoichiometry was varied through the sequential removal of surface oxygen and uranium atoms, from both the upper and lower surfaces to ensure that there were no net dipole moments. These structures were then minimised using an on-site correction of U=3eV using AFM magnetic ordering. The energies of these surfaces were then used to generate thin film phase diagrams, as a function of the changing chemical potential of oxygen. This can be calculated using a similar approach to that used to generate the surface phase diagrams in chapter four, adapting Equation 4.11 to become Equation 6.13, where $2S$ is required due to the use of a slab model. In addition $E$ is used due to the neglect of entropic contributions.

$$\gamma = \frac{1}{2S} (E_{\text{thin film}}^{UO_2} - n_U E_{\text{bulk}}^{UO_2}) - \Gamma_0 \mu_0$$

where the oxygen excess, $\Gamma_0$, is calculated from Equation 6.14.

$$\Gamma_0 = \frac{1}{2S} [n_O - 2n_U]$$

Rather than display the surface energy as a function of the chemical potential of oxygen, it is more meaningful to use the change in chemical potential relative to oxygen gas at 0K. The chemical potential of oxygen gas is calculated in the same manner as shown previously in Equations 6.5 to 6.7, although a factor of 2 is introduced to give the value for oxygen gas rather than an oxygen atom.

For reference, we can also deduce the partial pressure, $p_{O_2}$, assuming it is an ideal gas, from the change in chemical potential at different temperatures, such as 298 and 1000K, by using Equation 6.15.
The thin films were initially simulated at low accuracy. This allowed the key phases to be identified and further simulated to high accuracy. These diagrams for the \{100\} and \{111\} thin films are shown in Figure 6.9, where the thin films simulated to high accuracy are shown by the solid lines, other low accuracy thin films are represented by dashed grey lines. For reference, the change in chemical potential representing an oxygen partial pressure of 1bar are indicated for 298 and 1000K by the vertical black lines, solid and dashed, respectively.

Both thin film phase diagrams show the dominance of the stoichiometric phase at standard pressures for both 0 and 298K. However, for a \( p_{O_2} \) of 1bar at 1000K, substoichiometric phases are seen to be more favoured. For the \{100\} thin film this is \( \text{UO}_{1.7} \) whereas for the \{111\} thin film \( \text{UO}_{1.5} \) is predicted. The formation of hyperstoichiometric phases is also seen, although the partial pressures of oxygen required, at both 298 and 1000K, would make them inaccessible. For the \{100\} thin film this is seen as a change to \( \text{UO}_{2.5} \), through \( \text{UO}_{2.2} \). However, the \( \text{UO}_{2.2} \) thin film is not seen to be expressed for the \{111\}, with a transition directly to \( \text{UO}_{2.5} \). The transition to hyperstoichiometry is also seen to occur at different regions of the phase diagram, indicating the relative stabilities of the thin films to hyperstoichiometry. For the \{100\} thin film, this occurs at lower concentration than for the \{111\} thin film, indicating reduced reactivity of the \{111\} thin film to oxygen adsorption.
Figure 6.9: Thin film phase diagrams for the (a) \{100\} and (b) \{111\} thin film structures as a function of the change in chemical potential relative to oxygen gas at 0K. The partial pressures of oxygen, \( p_{O_2} \), at 298 and 1000K are given in blue and red, respectively. The yellow region represents the region of stability.
To assess the effect of varying the DFT methodology, the main phases in the \{100\} and \{111\} thin film phase diagrams were also modelled with low and high accuracy convergence parameters, as well as simulating the thin films with U=5eV at high accuracy. Figure 6.10 shows the results of these different methods. It can be seen that for U=3eV, varying the accuracy of convergence parameters has only a minor effect on both the calculated energies and the thin film phase diagram itself. This therefore suggests, that the approach used above, where all surfaces were minimised using low accuracy parameters, followed by further minimisation of the important surfaces with increased accuracy is appropriate. However, the comparison between the different values of on-site correction produces more variation, despite the same qualitative features remaining. The increase of U is seen to destabilise the surface. This is due to there being a greater binding energy for the surface relative to the bulk for the U=3eV than U=5eV.

We can then use the information from the point defects and thin film structures to determine oxygen segregation behaviour. The oxygen segregation energy, $E_{\text{seg}}$, can be calculated from the difference in defect energies between the thin films and the bulk, as shown in Equation 6.16.

$$E_{\text{seg}} = \Delta E_{\text{def}}^{\text{thin film}} - \Delta E_{\text{def}}^{\text{bulk}}$$ \hspace{1cm} 6.16

where $\Delta E_{\text{def}}^{\text{thin film}}$ is the difference in energy between the defective and stoichiometric thin films, per oxygen defect, and $\Delta E_{\text{def}}^{\text{bulk}}$ is the difference in energy between the defective and pure bulk structure, using the neutral defect energies. A positive energy indicates segregation of defects into the bulk, whereas a negative value shows segregation to the surface. The calculated segregation energies are given in Table 6.8.
Figure 6.10: Thin film phase diagram for the (a) \{100\} and (b) \{111\} thin film structures as a function of the changing chemical potential of oxygen, showing the effect of different DFT methodologies.
Table 6.8: Table showing oxygen atom segregation energies, in eV, for thin film structures of varying stoichiometry.

<table>
<thead>
<tr>
<th>Stoichiometry</th>
<th>{100}</th>
<th>{111}</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO_{1.7}</td>
<td>-0.06</td>
<td>-</td>
</tr>
<tr>
<td>UO_{1.8}</td>
<td>-</td>
<td>0.34</td>
</tr>
<tr>
<td>UO_{2.2}</td>
<td>-2.86</td>
<td>-1.32</td>
</tr>
<tr>
<td>UO_{2.5}</td>
<td>-2.36</td>
<td>-1.54</td>
</tr>
</tbody>
</table>

The results suggest that interstitial defects are stabilised at both the \{100\} and \{111\} surface. This implies that there is a barrier to diffusion of oxygen atom interstitials into the bulk. In addition, the segregation energies for interstitials are higher for the \{100\} surface than for the \{111\} implying that oxygen excess on this surface is more probable, which is also in agreement with the thin film phase diagrams. Both surfaces show oxygen vacancy segregation energies are energetically unfavourable. Indeed, if as we suspect, the small bulk simulations underestimate the defect stability, then both surfaces show a marked preference for oxygen vacancies to migrate to the bulk. Potential-based calculations by Parker [163] using the potential detailed in this thesis, shows a segregation energy of 0.12eV for charged defects, concurring with our results. This is in agreement with the thin film surface phase diagram showing the stability of the stoichiometric phase, with no appearance of a substoichiometric thin film structure at 0K.

One of the constraints of these computationally expensive simulations is that it is not feasible to consider a large range of magnetic configurations in the thin film structures, which could feasibly result in the lowering of energies. Therefore the next section will consider the magnetic ordering in more detail in an effort to develop a predictive tool and to gauge the sensitivity of surface stability to magnetic ordering.
6.3 Predicting the Magnetism in Bulk and Thin Film Structures

The previous work, highlighted in chapter one, has demonstrated that, for bulk UO$_2$, AFM ordering is more stable than FM. However, for thin film structures the magnetic ordering patterns are not known. At the present time, these simulations are computationally expensive and hence it is not feasible to model all spin configurations. Therefore a tool that could predict the relative stabilities of different spin configurations would be of great benefit for modelling these systems. An additional benefit would be that by knowing the relative stability of spin configurations, an energy correction could be formulated and applied to potential-based simulations, which effectively neglect spin polarisation. This aim of this section is to detail preliminary work on using a simple mathematical model, based on bulk interactions, to model the relative energies of different magnetic orderings in thin film structures. Even if unsuccessful, the consideration of different spin configurations and relative complexity of modelling the interactions will give insight into the nature of magnetic ordering in thin film structures.

The simple Ising model is an effective Hamiltonian model used to model phenomena which occur in pairs to produce a collective result. For studying collinear magnetism, where spin states can exist as either 'up' or 'down', we can use it to model the relative stability of the AFM structure versus FM. The Ising model states that the energy of the spin interactions, $E_{int}$, is the sum of all interactions between two spins $s_i$ and $s_j$, which can have a value of +1 or -1, multiplied by a coupling constant $J_{ij}$, as shown by Equation 6.17.

$$E_{int} = -\sum_{ij} J_{ij} s_i s_j \quad 6.17$$

For computational ease, all interactions of same spin are set as zero, so that the coupling constant, and hence interaction energy, is purely a result of the coupling constant multiplied by the number of different spin interactions. In addition, we can
assume that only nearest neighbour interactions will contribute to this energy. The value of this coupling constant can then be fitted to the relative difference in energy between FM and AFM bulk UO$_2$. For a U value of 3eV, the difference is equal to -1.93eV, with 16 different spin interactions with nearest neighbours in the standard 1x1x1 unit cell, giving rise to a coupling constant equal to -0.12eV.

To trial this model, we can attempt to predict the relative energy of the bulk system with a ratio of spin up to spin down of 1:3. The Ising model predicts a relative stability to FM UO$_2$ of -1.45eV, which compares to a relative DFT+U energy of -1.67eV. This difference in energy therefore suggests that further complexity is required to calculate the absolute energy difference. The inclusion of further interactions such as next and next nearest neighbours gave rise to a linear increase in the number of different interactions, therefore meaning a series of coupling constants could not be fitted to both the 1:1 and 1:3 spin up to down ratio systems.

Despite the failure of the model to predict the quantitative difference, we tested the model to investigate whether it could calculate the relative stability of AFM thin film structures relative to the FM configuration qualitatively. The {100} and {111} structures described above were tested. Further more, a thin film structure was also generated for the {110} bound thin film and minimised, as shown in Figure 6.11(a), where the arbitrary AFM ordering assigned consists of the alternating FM planes aligned diagonally with the surface. Following this, the surface energy was determined as being equal to 1.87J m$^{-2}$. This compares with the value calculated by Skomurski et al. of 1.01J m$^{-2}$. Clearly, there is disagreement here, not only in the actual value, but also in the trend of stability. To examine this further, the AFM ordering was changed so that the alternating FM planes were perpendicular to the surface, shown in Figure 6.11(b). Following minimisation, a surface energy of 1.18J m$^{-2}$ was calculated, which agrees both in terms of the relative trend in surface energies, as well as comparing more favourably to the value obtained by Skomurski et al.
Figure 6.11: Initial magnetic ordering and minimised structures of the \{110\} thin film AFM UO$_2$ structures with the planes of alternating FM sheets running (a) diagonal and (b) perpendicular to the surface. Uranium atoms are coloured orange and blue for net spin up and spin down states.

The calculated energy differences of these thin film structures were compared to the relative differences in energy as predicted using the simple Ising model. The results of this are given in Table 6.9, where \{110\} (a) and (b) refer to the AFM ordering of FM sheets running diagonal and perpendicular, respectively, to the surface.

Table 6.9: Calculated energies (eV) of AFM ordered thin films relative to the FM structure of calculated DFT+U energies and predicted via an Ising model. For the \{110\} surface alignment of alternating FM sheets is (a) diagonally and (b) perpendicular to the surface. * \{100\} FM calculation was simulated at low accuracy only.

<table>
<thead>
<tr>
<th>Surface</th>
<th>{100}</th>
<th>{110} (a)</th>
<th>{110} (b)</th>
<th>{111}</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFT+U</td>
<td>-0.54*</td>
<td>+3.53</td>
<td>-1.17</td>
<td>-1.65</td>
</tr>
<tr>
<td>Ising</td>
<td>-5.44</td>
<td>-4.92</td>
<td>-4.92</td>
<td>-4.92</td>
</tr>
</tbody>
</table>

The Ising model clearly fails to predict the variations in energy in either a qualitative or quantitative manner. Therefore, this suggests that the trends and relative energies resulting from magnetic ordering are too complex for the Ising model to predict. There are a number of reasons for this. Firstly, as mentioned above, further interactions beyond nearest neighbour could be important in ordering,
highlighted by the observation that the Ising model predicts the same relative stabilisation for the \{110\} and \{111\} structures. This is due to the ordering patterns possessing the same number of nearest neighbour different spin interactions. Secondly, magnetic interactions on the surfaces could differ to those within the bulk material.

The magnetic ordering was investigated in more detail by evaluating the spin density of the different surfaces, as shown in Figure 6.12. The bulk AFM spin density is also shown for reference. The central regions of the \{100\} and \{111\} thin film structures show similar spin density on the uranium atoms to that in the bulk structure. However, different spin densities are seen for the surface regions, with the \{100\} surface termination causing a marked depth effect on the spin density. The different AFM spin configurations of the \{110\} surface also show differences in their spin density arrangements. The thin film which gave rise to the incorrectly predicted surface energy, Figure 6.12(c), shows a marked difference with both the \{100\} and \{111\} surfaces, as well as with the bulk structure. However, the configuration comprised of aligned planes perpendicular to the surface shows a more regular form, Figure 6.12(d). For this structure, the central region of the thin film is similar to the bulk density, with the two uppermost uranium layers showing a large difference due the surface. This implies that different surface orientations and configurations give rise to different arrangements of spin density. Therefore not only may surface interactions be different to the bulk state, but also different spin density arrangements may also affect the interactions between atoms of different spin, or even the same spin.

Although this shows the difficulty in predicting magnetic structure for different surface terminations, it only begins to consider different spin configurations for identical surfaces. This can be considered in more detail through the simulation of six different \{111\} bound thin films, with varying spin ordering. The spin density and calculated raw energies are given in Figure 6.13.
Figure 6.12: Spin density plots for UO$_2$ (a) $\{100\}$ and (b) $\{111\}$ thin film structures. Parts (c) and (d) show $\{110\}$ thin films, with initial AFM ordering of FM sheets positioned diagonal and perpendicular to the surface, respectively. The AFM bulk spin density is shown in (e) for reference. Excess spin up and down density are coloured orange and blue, respectively, with an isosurface of 0.1 electrons Å$^{-3}$. Uranium atoms are omitted for clarity.
Figure 6.13: Spin density plots for different spin configurations of the \{111\} UO$_2$ thin films with an isosurface of 0.1 electrons Å$^{-3}$. Configurations (a) to (f) are ordered in terms of decreasing stability and surface energy, $\gamma$. Uranium atoms have been omitted for clarity.

The spin densities of the \{111\} surfaces not only show variation in the spin arrangements between surfaces, but also in their orientations. Three basic types of spin density arrangements can be identified from these density plots. These are identifiable from Figures 6.13(a) and (f), the standard AFM and FM arrangements,
respectively. For the AFM arrangements, as shown earlier, the central row shows bulk-like spin density, with a different distribution at the surfaces, most likely formed through an effort to maximise interactions of opposing spin. For the FM arrangement, again bulk-like spin density is seen in the central row of uranium atoms, however, the surface configurations show a different spin density distribution to that seen for the AFM ordered structure. These differences highlight the complex nature of spin density in uranium dioxide and suggest that an Ising-like model using a complex interaction energy scheme needs to be employed. This could be achieved through the fitting of a range of coupling constants to interactions for different spin distributions, although this would have potential implications for the transferability of such a model. Therefore significant further calculation and testing is required to enable the formation of a method of correcting potential-based calculations for different spin arrangements.

Overall, despite this simple approach failing to both predict both qualitative and quantitative differences, it does highlight not only the complexity of spin interactions for surfaces and thin films but also important considerations which need to be taken into account for the future modelling of spin ordering. AFM spin ordering patterns should therefore not be assigned arbitrarily as this can lead to inaccuracies in calculated orders of stability, as demonstrated for the \{110\} thin film.

6.4 Chapter Conclusions

The aim of this chapter has been to consider the electronic structure of bulk and thin film UO$_2$ structures. The choice of DFT methodology has also been examined along with the implications of the DFT+U method, through the consideration of the bounds of the U correction term, compared to that which has been previously used. The first result was that we found the presence of the \(f\)-electrons caused the simulations to be poorly convergent and any simulation beyond the stoichiometric bulk took a vast amount of CPU time.
The simulation of the perfect bulk material showed that the omission of the U correction term failed to predict the correct electronic structure of UO$_2$, by predicting a delocalisation of electrons over the $f$ orbitals of the uranium atoms which was in disagreement with experiment. Inclusion of the on-site correction term causes an increased localisation, resulting in the splitting of the $f$ bands in the DOS to generate a band gap for AFM UO$_2$. Increasing the value of the U term, was seen to result in an increased localisation effect, causing an improved band gap whilst also increasing the lattice constants and the extent of hybridisation between the oxygen 2$p$ and uranium 5$f$ orbitals.

A preliminary investigation of the variation in stoichiometry was then undertaken on the bulk material and on non-stoichiometric thin films. Point defect calculations, despite using a small simulation cell, showed a general agreement with previous work in this area. Calculation of Frenkel energies showed that the formation of defects, with localised regions of reduced or oxidised electron density, may be more stable than charge neutral defects formed from the addition and removal of an O$^{2-}$ ion. This may also suggest why the clustering of interstitial and vacancy defects is seen experimentally. Simulations of thin film structures showed that the stoichiometric forms of the \{100\} and \{111\} bound thin films are the most stable at ambient conditions. At reduced partial pressure, and increased temperature, substoichiometric forms were seen to be stabilised. However, very large increases in oxygen partial pressure were seen to be required for the formation of hyperstoichiometric thin films. Segregation studies at the \{100\} and \{111\} thin film surfaces suggest that interstitial defects are stabilised at the surface, relative to the bulk. However, vacancy formation is particularly unfavoured at the \{111\} surface, which would result in movement into the bulk material. For the \{100\} surface, the segregation energy was sufficiently small that a distribution of vacancies would be observed throughout its surface and in the bulk material.

Finally, different arrangements of magnetic ordering and spin density were considered for bulk and thin film structures based on a simple Ising model fitted to
nearest neighbour interactions. The aim of this was to generate a model which could predict energy differences between different magnetic ordering, allowing a correction which could be applied to potential-based simulations. However, the analysis of spin density arrangements revealed that different distributions of spin density are observed for different ordering patterns and different surface configurations. Therefore, generation of a model, based on the simple Ising approach, was unfeasible in both a quantitative and qualitative manner. However, ordering patterns for different ordering configurations for the \{111\} thin film suggest that some correlations may be apparent for same surface configurations, although if and how this could be fitted to a model requires extensive further work.

Following the simulation of the bulk UO$_2$ phases and thin film structures, we can now continue to consider the surfaces and the adsorption of water. However, due to the computational extensiveness of the DFT+U calculations this is not feasible with electronic structure techniques. This study has established that the surface stoichiometry is dominated by stoichiometric UO$_2$ surfaces at all sensible oxygen partial pressures; therefore we can be confident that potential-based simulations using these surfaces will be reliable.
Chapter Seven

Water Adsorption on UO$_2$ Surfaces

Modelling the interactions of uranium oxide with water is important for understanding the processes which may occur during the long-term storage of both this and other related nuclear materials. The aim of this study will be to consider the surface adsorption of H$_2$ in the form of associatively and dissociatively adsorbed water. The previous chapter focused on the use of DFT calculation to model the electronic and physical properties of UO$_2$. However, to explore the interactions of water with the surfaces of UO$_2$ fully, it was not feasible for us to use electronic structure methodologies as they are too expensive in terms of CPU time. Therefore, this study will primarily employ potential-based calculations, as was shown for CaO and MgO in chapters four and five, again taking advantage of their ability to scan large numbers of different surface configurations. Furthermore, the DFT simulations
did confirm the stoichiometric surfaces are the most stable and hence the system is well suited to potential-based simulation. The interaction of the UO$_2$ surfaces with liquid water can also be studied using dynamical models, allowing the water structure immediately above the surface to be characterised, which will have importance for considering the diffusion of materials to and from the surface. However, prior to simulating the interaction with water it is essential to ensure that our potential can accurately reproduce the structure of both bulk UO$_2$ and its surfaces.

7.1 Bulk UO$_2$

The potential model used in this thesis is described in chapter two. The reliability of this potential can be assessed through comparison with data for the bulk material. The other potential models used for comparison are the original Busker model [70], the Catlow2 model [46], which was derived to fit Hartree-Fock calculations, and the quantum mechanically derived potential of Skomurski et al. [65]. The model used in this study uses the same uranium potential as the Busker model and should therefore give similar results. The compromise we are applying is that we wanted to employ the same oxygen – oxygen potential used in our previous studies of oxides so that it would form part of a set of transferable parameters. The comparison is detailed in Table 7.1.

Clearly, our potential model is not as accurate as the other models. However, as the major focus of this study using potential models is to simulate structural properties and to consider the surface adsorption of water, the potential was deemed to simulate the system to a sufficiently high degree to allow this. In particular, close agreement is seen on comparison with both the lattice parameter and average bond distances, with these quantities all being within 1% difference to experiment. In addition, the lattice energy is predicted within 2% of experiment. Therefore this model will be used for all subsequent potential-based models of UO$_2$. 
Table 7.1: Bulk physical properties of UO$_2$ as calculated using the potential model used in this study, with comparison values from other potential models and experiment. Experimental values are referenced by Catlow [46], * are given by Abramowski et al. [70] and bond lengths were calculated from the lattice constant by Skomurski et al. [65].

<table>
<thead>
<tr>
<th>Potential Used</th>
<th>Catlow2</th>
<th>Busker</th>
<th>Skomurski</th>
<th>This Work</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice Constant / Å</td>
<td>5.521</td>
<td>5.468</td>
<td>5.526</td>
<td>5.446</td>
<td>5.468</td>
</tr>
<tr>
<td>Lattice Energy / eV</td>
<td>-94.5</td>
<td>-104.47</td>
<td>-</td>
<td>-104.6</td>
<td>-106.7</td>
</tr>
<tr>
<td>Static Dielectric Constant, $\varepsilon_0$</td>
<td>20.83</td>
<td>18.53</td>
<td>24</td>
<td>17.32</td>
<td>24</td>
</tr>
<tr>
<td>High-Frequency Dielectric Constant, $\varepsilon_\infty$</td>
<td>5.37</td>
<td>6.20</td>
<td>6.73</td>
<td>3.88</td>
<td>5.3</td>
</tr>
<tr>
<td>Bulk Modulus / $10^{11}$ dyn cm$^{-2}$</td>
<td>22.30</td>
<td>25.85</td>
<td>-</td>
<td>25.47</td>
<td>17.89*</td>
</tr>
<tr>
<td>Shear Modulus, $C_S$ / $10^{11}$ dyn cm$^{-2}$</td>
<td>14.80</td>
<td>20.49</td>
<td>-</td>
<td>18.60</td>
<td>9.01*</td>
</tr>
<tr>
<td>Shear Modulus, $C_{44}$ / $10^{11}$ dyn cm$^{-2}$</td>
<td>6.52</td>
<td>11.84</td>
<td>-</td>
<td>12.89</td>
<td>5.97*</td>
</tr>
<tr>
<td>O – U / Å</td>
<td>2.391</td>
<td>2.370</td>
<td>2.393</td>
<td>2.360</td>
<td>2.368</td>
</tr>
<tr>
<td>O – O / Å</td>
<td>2.761</td>
<td>2.730</td>
<td>2.793</td>
<td>2.720</td>
<td>2.734</td>
</tr>
<tr>
<td>U – U / Å</td>
<td>3.904</td>
<td>3.870</td>
<td>3.907</td>
<td>3.850</td>
<td>3.866</td>
</tr>
</tbody>
</table>

7.2 Surface Structures

The low index surfaces chosen were the \{100\}, \{110\} and \{111\} surfaces. The \{100\} surface termination of UO$_2$ forms a polar Type III surface. The simplest reconstruction to neutralise the dipole perpendicular to the surface is to micro-facet the surface. The simplest facet involves moving 50% of the surface oxygen atoms to the bottom of the block. There are a number of different arrangements to achieve this, however, the lowest in energy was found to have the surface structure seen in Figure 7.1(a), where complete rows of oxygen atoms have been removed, giving rise
to a surface energy of 2.92 J m\(^{-2}\). A recent STM study of the (001) UO\(_2\) surface by Muggelberg [66] suggests the possibility of larger micro-faceting occurring on this surface, working to stabilise the surface by increasing the amount of \{111\} surface present. Figure 7.1(b) shows the micro-faceted surface on the \(\sqrt{2} \times \sqrt{2} \ R45^\circ \) \{100\} surface. Surface stability is gained through increasing the depth of the facet, resulting in lower surface energies, as detailed in Table 7.2. In addition, these facets were also modelled using a rigid ion approach, the results of which are given in Table 7.2. The same potential models described above are used; however, the shells of the uranium and oxygen atoms are removed. The variation in energy using a rigid ion approach predicts the change in surface energy to increase with increasing facet depth, which is in contrast to experimental evidence. This clearly both validates and highlights the importance of using shells for considering the surfaces of UO\(_2\). However, despite the reduction in energy, the size of the larger micro-faceted surfaces makes the study of water adsorption beyond our resources due to the large number of surface adsorption sites, therefore all studies on the \{100\} surface will consist solely of the 1x1 surface with the movement of 50\% of surface oxygen atoms.

*Figure 7.1:* Surface structure of the minimum energy (a) (plan view) \{100\} with 50\% movement of surface oxygen atoms and (b) faceted \(\sqrt{2} \times \sqrt{2} \ R45^\circ \) \{100\} (side view) UO\(_2\) surfaces. Uranium atoms are coloured light blue, whereas oxygen atoms are coloured red. Axis indicators are arbitrary and reflect the relative view of structure.
Table 7.2: Table detailing the \{100\} \textit{UO$_2$} surface energy variation as a result of surface facet depth for both shell and rigid ion models.

<table>
<thead>
<tr>
<th>Surface Reconstruction</th>
<th>Facet Depth / Å</th>
<th>$\gamma_{\text{shell}}$ / J m$^{-2}$</th>
<th>$\gamma_{\text{rigid-ion}}$ / J m$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 1</td>
<td>1.97</td>
<td>2.91</td>
<td>1.70</td>
</tr>
<tr>
<td>2 x 2</td>
<td>4.74</td>
<td>2.38</td>
<td>1.77</td>
</tr>
<tr>
<td>$\sqrt{2} \times \sqrt{2}$ R45°</td>
<td>4.74</td>
<td>2.38</td>
<td>1.77</td>
</tr>
<tr>
<td>$2\sqrt{2} \times 2\sqrt{2}$ R45°</td>
<td>7.67</td>
<td>2.21</td>
<td>1.83</td>
</tr>
</tbody>
</table>

The \{110\} and \{111\} surfaces, however, are non-polar, and therefore do not require the rearrangement seen for the \{100\}. The \{110\} surface, shown in Figure 7.2(a), possesses a structure which is terminated by complete \textit{UO$_2$} stoichiometric units, giving rise to the presence of a grooved, or faceted, surface structure. Whereas the most stable surface, namely the \{111\}, Figure 7.2(b), is oxygen terminated. The surface energies for the \{110\} and \{111\} surfaces are calculated as being 2.14 and 1.27 J m$^{-2}$, respectively.

Figure 7.2: Plan views of the minimum energy (a) \{110\} and (b) \{111\} \textit{UO$_2$} surface structures. Axis indicators are arbitrary and reflect the relative view of structure.

The relaxed surface energies, Table 7.3, along with the structure, can be compared with those predicted using previously derived potentials to further validate the potential used. The results show a large variation in the values of surface energy for
the three surfaces, however, all four models show the same trend in stability with the 
{111} surface being the most stable and the {100} surface being the least. It is clear 
that for the Catlow2 and Skomurski potentials the ratio of {111} to {110} surface 
energies is different to the Busker model. The significance of this can be assessed by 
using them to generate a Wulff construction of the equilibrium morphology, as 
shown in Figure 7.3, for the four potential models.

Table 7.3: Relaxed surface energies of the low index {100}, {110} and {111} UO₂ surfaces, 
including comparison with other potential models.

<table>
<thead>
<tr>
<th></th>
<th>( \gamma_{{100}} ) / J m(^{-2})</th>
<th>( \gamma_{{110}} ) / J m(^{-2})</th>
<th>( \gamma_{{111}} ) / J m(^{-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>2.92</td>
<td>2.14</td>
<td>1.27</td>
</tr>
<tr>
<td>Busker</td>
<td>2.81</td>
<td>2.19</td>
<td>1.30</td>
</tr>
<tr>
<td>Catlow2</td>
<td>1.53</td>
<td>1.28</td>
<td>0.92</td>
</tr>
<tr>
<td>Skomurski QM Derived</td>
<td>1.95</td>
<td>0.97</td>
<td>0.87</td>
</tr>
</tbody>
</table>

The predicted morphologies show identical octahedral structures for the model 
used in this study and the Busker model. However, the models of Catlow2 and 
Skomurski both show faceting of the structure. This comprises of {100} facets for 
the Catlow2 model and {110} facets for the Skomurski morphology. Experimental 
work by Castell [69] suggests that the morphology of UO₂ crystals, following the 
characterisation of voids in UO₂ crystals, comprises of a truncated octahedron with 
corner faceting a result of the {100} surface. All morphologies show the dominance 
of the {111} surface, however, only the Catlow2 model predicts the {100} 
expression in the resultant crystal. The failure of the models to correctly predict this 
morphology is thought to be related to complexity associated with the {100} surface 
structure. Although studies have modelled various different methods of removing 
the dipole on this surface, experimental work by Muggelberg [66] suggests a maze-
like structure comprising of {111} facets, which may be formed during an annealing 
process. Tan et al. [68] further considered different {100} terminations, revealing 
that the formation a {111} trench on a 3 x 3 supercell did indeed give a more stable 
surface energy, however, this does not afford any change in the predicted
morphology using their surface energies from that shown in Figure 7.3(b). The next step is to consider the surface adsorption of water on these surfaces, to understand the effect this has on surface stability and trends.

Figure 7.3: Equilibrium morphologies predicted using surface energies calculated from (a) our potential, (b) the Busker, (c) Catlow2 and (d) Skomurski et al. models. The \{100\}, \{110\} and \{111\} surfaces are represented by the colours yellow, red and blue, respectively.
7.3 Modelling Water Adsorption

The approach used for modelling water adsorption on the surfaces of UO$_2$ was similar to that described for the surfaces of CaO and MgO in chapter four, shown schematically in Figure 7.4(a) and (b). The first method is where the water was placed above a surface uranium atom, bonding through the oxygen of the water molecule. The second adsorption mode is via a hydrogen-bonding interaction between the water and the lattice oxygen present on the surface. Finally, dissociative water adsorption was also considered, Figure 7.4(c). In addition, an extra site was included for the {100} surface. The vacant oxygen rows on the surface, generated to remove the dipole perpendicular to the surface, was also used to initially position the addition of a hydroxide group, centring on the vacancy itself. As with the earlier studies of water adsorption in chapter four, associatively and dissociatively adsorbed water will be termed as hydrated and hydroxylated, respectively, for brevity.

![Figure 7.4: Schematic representation of the starting configuration for the addition of water](image)

(a) above a surface uranium atom, (b) above a surface oxygen atom and (c) in a hydroxylated manner.

As no potential was available for modelling the U – O interactions with water and hydroxide a potential needed to be derived which would be compatible for modelling adsorption processes at different surfaces with both low and high Miller indices. Thus the model should be capable of modelling the extreme coordination differences. The initial distances between the oxygen of water and hydroxide with
the surface uranium atoms, as well as the potential parameters themselves, were determined by adjusting the U – O parameters to reproduce the structure of the uranium clusters U(OH)$_4$, and U(OH)$_4$(H$_2$O)$_2$, as shown in Figure 7.5. These clusters were minimised using a GGA+U approach via the VASP code. The value of U used was 3eV, as discussed in chapter six.

The fitting of the potential parameters for the interactions of uranium with the oxygen atoms in water and hydroxide molecules was completed by firstly using the simplified variation of the Schröder et al. approach to modify the $A$ parameter by the fractional charge of the oxygen component, $q$, shown by equation 7.1 below using the hydroxide oxygen as an example:

$$A_{U-O_h} = A_{U-O} \times \frac{q_{O_h}}{q_O}$$

These were then adjusted to reproduce the structure of the relevant cluster models. The average DFT and potential bond distances in these molecules are detailed in Table 7.4. As can be seen, the fitted potential parameters accurately reproduce the DFT predicted clusters, with variation between the DFT and potential-based distances being less than 1% difference.
Table 7.4: Table detailing the U – O bond distances, as predicted using DFT and potential-based approaches, for the U(OH)₄ and U(OH)₄(H₂O)₂.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Average U – O_H / Å</th>
<th>Average U – O_W / Å</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DFT</td>
<td>Potential</td>
</tr>
<tr>
<td>U(OH)₄</td>
<td>2.11</td>
<td>2.13</td>
</tr>
<tr>
<td>U(OH)₄(H₂O)₂</td>
<td>2.17</td>
<td>2.16</td>
</tr>
</tbody>
</table>

7.3.1 Calculating Surface Free Energies

The calculation of surface free energies for the hydration and hydroxylation of UO₂ surfaces were conducted in an identical manner to CaO and MgO, using Equations 4.1 to 4.5 to allow the generation of surface free energies and free adsorption energies. However, determining the value of the correction term for the hydroxylation, $E_{corr}$ (H-OH), was not as simple. The lattice energy and structure of a U(OH)₄ solid phase was not available as the hydroxide of uranium exists as the uranyl dihydroxide, UO₂(OH)₂, with the uranium in a +6 oxidation state. An alternative approach, used by Redfern et al. [164] for studying the hydroxylation of zirconia surfaces, is to use thermodynamic data via a Born-Haber cycle to calculate the second electron affinity directly and then to use this to determine the correction term from the formation of the hydroxide species. However, this approach does not include any component of the uranium – hydroxide interaction and hence the uncertainty may be large. Therefore, the approach we took was to calculate a correction factor specific to the dissociation of water on a UO₂ surface using DFT calculations. This is also susceptible to error, but by using an energy difference we expect the error to be smaller.

The approach used was to generate a {111} UO₂ slab, followed by addition of either associatively or dissociatively adsorbed water on both the top and the bottom of the slab. These slabs were then modelled using a GGA+U approach, again with a U value of 3eV and a 4x4x1 k point grid. The magnetic structure of the material was also modelled as AFM, with alternating spins. The minimised structures of the
hydrated and hydroxylated UO\(_2\) \{111\} surfaces are shown in Figure 7.6. Additionally, the energies of an isolated water molecule and the slab in the absence of adsorbed water were also determined using DFT.

**Figure 7.6:** Structures of the DFT-minimised \{111\} UO\(_2\) slabs with the adsorption of a single (a) hydrated and (b) hydroxylated water molecule per side. Both a side view and plan view of the top surface are shown, with the slabs grown 2x2 for clarity.

Following the calculation of DFT-predicted energies, the minimised structure was then simulated with the potential model. The energies from these simulations are given in Table 7.5.
Table 7.5: Table showing the calculated energies of the UO₂ slab, $E_\text{UO}_2$, an isolated water molecule, $E_{\text{H}_2\text{O}}$, and a UO₂ slab hydrated and hydroxylated with one water molecule per side, $E_{\text{UO}_2+\text{H}_2\text{O}}$ and $E_{\text{UO}_2+\text{H-OH}}$, respectively, using DFT and potential-based approaches.

<table>
<thead>
<tr>
<th></th>
<th>DFT</th>
<th>Potential-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{UO}_2+\text{H}_2\text{O}}$ / eV</td>
<td>-375.30</td>
<td>-1266.86</td>
</tr>
<tr>
<td>$E_{\text{UO}_2+\text{H-OH}}$ / eV</td>
<td>-375.10</td>
<td>-1231.48</td>
</tr>
<tr>
<td>$E_{\text{UO}_2}$ / eV</td>
<td>-346.03</td>
<td>-1247.61</td>
</tr>
<tr>
<td>$E_{\text{H}_2\text{O}}$ / eV</td>
<td>-14.02</td>
<td>-9.10</td>
</tr>
</tbody>
</table>

Additionally, the energies of reaction, per water molecule, for both the hydration, $E_{\text{reaction}}$ (UO₂ + H₂O), and hydroxylation, $E_{\text{reaction}}$ (UO₂ + H-OH), can be defined and calculated using Equations 7.2 and 7.3, respectively.

$$E_{\text{reaction}} (\text{UO}_2 + \text{H}_2\text{O}) = \frac{E_{\text{UO}_2+\text{H}_2\text{O}} - [E_{\text{UO}_2} + 2E_{\text{H}_2\text{O}}]}{2}$$  \[7.2\]

$$E_{\text{reaction}} (\text{UO}_2 + \text{H-OH}) = \frac{E_{\text{UO}_2+\text{H-OH}} - [E_{\text{UO}_2} + 2E_{\text{H}_2\text{O}}]}{2}$$  \[7.3\]

where the energy of water, for calculating the energy of reaction for hydroxylation using potentials, is set as zero as this is the correction term. Therefore, the correction term for hydroxylation, $E_{\text{corr}}$ (H-OH), on the UO₂ surface can be calculated using Equation 7.4, where the correction term is simply the difference between the potential and DFT-predicted hydroxylation calculations with the addition of the DFT-calculated energy of dissociation.

$$E_{\text{corr}} (\text{H-OH}) = E_{\text{reaction}}^{\text{Potential}} (\text{UO}_2 + \text{H-OH}) - E_{\text{reaction}}^{\text{DFT}} (\text{UO}_2 + \text{H-OH}) + [E_{\text{reaction}}^{\text{DFT}} (\text{UO}_2 + \text{H}_2\text{O}) - E_{\text{reaction}}^{\text{DFT}} (\text{UO}_2 + \text{H-OH})]$$  \[7.4\]

This gives rise to a calculated correction term of 8.47eV per water molecule.
To confirm correct prediction of the correction term, we can apply it to calculating the energy of dissociation, $E_{\text{dissociation}} (\text{H}_2\text{O})$, of a water molecule on the UO$_2$ surface. This can be done using both DFT and potential-based calculated energies according to Equations 7.5 and 7.6, respectively.

\[
E_{\text{dissociation}} (\text{H}_2\text{O}) = E_{\text{reaction}}^{\text{DFT}} (\text{UO}_2 + \text{H}_2\text{O}) - E_{\text{reaction}}^{\text{DFT}} (\text{UO}_2 + \text{H} - \text{OH}) \quad 7.5
\]

\[
E_{\text{dissociation}} (\text{H}_2\text{O}) = E_{\text{reaction}}^{\text{Potential}} (\text{UO}_2 + \text{H}_2\text{O})
- [E_{\text{reaction}}^{\text{Potential}} (\text{UO}_2 + \text{H} - \text{OH}) + E_{\text{corr}} (\text{H} - \text{OH})] \quad 7.6
\]

This gives calculated dissociation energies of -0.104 and -0.118 eV for the DFT and potential-based approaches, respectively. The difference in these values is less than 2% and can therefore be considered as accurate. Following the derivation of potentials and the associated correction factor for determining surface energies, we can now continue to consider the adsorption of water of the surfaces of UO$_2$. This was studied as three processes: surface hydration, surface hydroxylation and a mixture of the two. Additionally, the effect of coverage was also considered, from the adsorption of a single water molecule through to monolayer coverage.

### 7.3.2 The Adsorption of a Single Water Molecule

The adsorption of water can initially be considered as the adsorption of a single water molecule, highlighting the energetics of the individual processes. For each UO$_2$ surface, a single water molecule was added as either associatively or dissociatively adsorbed and relaxed via energy minimisation at all possible surface adsorption sites. Table 7.6 contains the surface and adsorption energies for the minimum energy hydrated and hydroxylated surfaces, along with comparison to the DFT-simulated surfaces used to calculate the correction term.
Table 7.6: Table showing the change in surface free energy, from the dry surface, adsorption energies and bond distances for the minimum energy {100}, {110} and {111} UO$_2$ surfaces following the adsorption of a single water molecule, using a potential-based approach. Comparison is also made to the DFT-calculated results.

### Associative Adsorption of Water

<table>
<thead>
<tr>
<th>UO$_2$ Surface</th>
<th>$\Delta\gamma$ / J m$^{-2}$</th>
<th>$E_{ads}(\text{H}_2\text{O})$ / eV</th>
<th>U – O$_w$ / Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>-0.24</td>
<td>-1.34</td>
<td>2.68</td>
</tr>
<tr>
<td>{110}</td>
<td>-0.21</td>
<td>-1.00</td>
<td>2.70</td>
</tr>
<tr>
<td>{111}</td>
<td>-0.02</td>
<td>-0.52</td>
<td>2.76</td>
</tr>
</tbody>
</table>

### Dissociative Adsorption of Water

<table>
<thead>
<tr>
<th>UO$_2$ Surface</th>
<th>$\Delta\gamma$ / J m$^{-2}$</th>
<th>$E_{ads}(\text{H-OH})$ / eV</th>
<th>U – O$_{\text{H}}$ / Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>-0.53</td>
<td>-2.42</td>
<td>2.21</td>
</tr>
<tr>
<td>{110}</td>
<td>-0.58</td>
<td>-1.97</td>
<td>2.23</td>
</tr>
<tr>
<td>{111}</td>
<td>-0.01</td>
<td>-0.42</td>
<td>2.27</td>
</tr>
</tbody>
</table>

Differences can be seen between the surfaces for the adsorption of a single water molecule. The change in surface energy from that of the pure surface shows that there is a preference for hydroxylation of both the {100} and {110} surfaces, each surface also showing similar changes in surface energies for both hydration and hydroxylation. However, there is a difference in adsorption energy, with the {100} having larger energies for both processes than the {110} surface. A negligible change in surface energy is seen for the {111} surface, with no strong preference for either process. Indeed, the calculated adsorption energies are similar to the energy of the vaporisation of water, -0.45eV, thereby indicating that the surface adsorption of a single water molecule is unlikely to be favoured.

On comparison with our DFT-calculated adsorption energies, the potential-based simulations show the same order of stability as the DFT-simulated surfaces, albeit being approximately 0.1eV lower. Comparison of bond lengths show good
agreement for the dissociatively adsorbed water but an extended associatively adsorbed water – uranium distance for the potential-based approach.

Comparison can be also made to the results of Skomurski et al. [74] and Hay [73] where the surfaces were simulated using a standard DFT methodology and are given in Table 7.7. A greater difference to the results of this study is expected for those of Hay due to the lower plane wave cutoff of 400eV and his assuming of a FM structure. Additionally, the surfaces in the Hay study were smaller, with the adsorption of a single water molecule representing a 50% surface coverage.

<table>
<thead>
<tr>
<th>Surface</th>
<th>( E_{\text{ads}}(\text{H}_2\text{O}) / \text{eV} )</th>
<th>( U - O_{\text{w}} / \text{Å} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{110}</td>
<td>-0.46</td>
<td>2.67</td>
</tr>
<tr>
<td>{111}</td>
<td>-0.52</td>
<td>2.74</td>
</tr>
</tbody>
</table>

The results of Skomurski et al. and the DFT-calculated values of this study for the {111} surface are in agreement. The trend in stability remains, namely that associative adsorption of water has a more favourable adsorption energy than hydroxylation. One noticeable difference is seen in the bond lengths, although this is likely to be a cause of differences in simulation methodologies, as the work of Skomurski et al. does not use a U on-site correction term. As detailed in chapter one, the results of Skomurski et al. and Hay differ in terms of the trend in adsorption
energies for surface hydration and hydroxylation. Our results show these same differences with the results of Hay. This is again attributed to differences in simulation methodology, where the simulations of Hay modelled water adsorption on only one side of the slab, with the bottom layers held fixed to mimic the underlying bulk. Therefore, the differences between the work of Hay with our DFT results may be a result of magnetic interactions, or indeed through formation of a dipole leading to dipole – dipole interactions between slabs.

A larger discrepancy is seen between our potential-based adsorption energies for the \{110\} surface with those reported by Hay. This difference is most likely related to the size of the simulation cell used. To assess this further, we modelled the adsorption of a single water molecule on a smaller \{110\} surface, generated from the reduced unit cell, finding energies of -0.78 and -1.14eV for hydration and hydroxylation, respectively. These values are in much better agreement with those of Hay, particularly for the dissociatively adsorbed water.

These comparisons confirm that the results of the single water molecule results are sensible, therefore we can next consider the effect that increasing the amount of water present on the surface has on calculated surface energies and adsorption energies. This was achieved initially by considering surface hydration and hydroxylation as being separate processes.
7.3.3 The Effect of Coverage

Prior to discussing the results of the simulations of varying water coverage it is important to define coverage for the adsorption of water. It is defined in as in the previous chapters, as the percentage of surface adsorption sites filled. However, we consider two types of adsorption site, either above a surface uranium or above a surface oxygen atom. Therefore, the associative adsorption of a single water molecule will occupy one adsorption site, whereas dissociative adsorption will occupy two sites per water molecule, an OH\(^-\) above a surface uranium and an H\(^+\) above a surface oxygen atom. The number of surface uranium and oxygen atoms in the simulation cells for the three surfaces are given in Table 7.8.

**Table 7.8:** Number of surface uranium and oxygen atoms on the modelled \{100\}, \{110\} and \{111\} surfaces.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Number of Surface U</th>
<th>Number of Surface O</th>
<th>Total Adsorption Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>{100}</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>{110}</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>{111}</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
</tbody>
</table>

The effect of coverage on the surface adsorption of both hydrated and hydroxylated water was studied by increasing the number of surface adsorbed water molecules in a stepwise manner up to monolayer coverage. The trialling of all possible surface combinations for each coverage level allows the evaluation of surface free energies and adsorption energies. Figure 7.7 shows plots of the surface free energies and adsorption energies for these surfaces as a function of surface coverage. The surface structures of the lowest energy hydrated and hydroxylated surfaces are also shown in Figures 7.8 and 7.9, respectively.
Figure 7.7: Plots showing the (a) surface free energies and (b) free adsorption energies for the hydration and hydroxylation of the low index UO$_2$ surfaces.
The results show that for all three surfaces hydration tends to reduce the surface free energy with increasing coverage, leading to a lower energy surface than when hydroxylated. This is particularly true for the $\{111\}$ UO$_2$ surface, where hydroxylation destabilises the surface and the surface free energy increases with increasing coverage. The disruption of the stable surface as a result of hydroxylation gives rise to unfavourable energies at high coverage. Surface hydration can stabilise the surface through a hydrogen bonding arrangement, without necessarily altering the surface configuration, as seen in Figure 7.8(c). Hydroxylation, however, will inherently have a direct influence on the surface structure, through addition of a proton to a surface oxygen atom, Figure 7.9(c), which can destabilise the surface from its stoichiometric structure. In addition, there will also be a larger degree of repulsion between the oxygen atoms of hydroxide groups on this oxygen terminated surface.

The $\{100\}$ surface energies also show that increasing amounts of surface hydration works to reduce the surface free energy, with the minimum energy surface showing an ordered water structure with apparent hydrogen bonding, Figure 7.8(a). However, surface hydroxylation shows a similar trend but with lower surface energies than hydration. The strong preference for hydroxylation is a result of the formation of a regular, flat surface as shown by the lowest energy hydroxylated surface, Figure 7.9(a), which contains monolayer coverage of surface hydroxylation.

The $\{110\}$ surface has a lowest energy hydrated structure consisting of hydrogen bonded layers running along the grooves, or facets, on the surface, Figure 7.8(b), at a coverage of 66.7% water. The most stable hydroxylated surface however is that found at monolayer coverage, Figure 7.9(b). Consideration of the free adsorption energies also suggests that, for this surface, hydroxylation would be the preferred processes.
Figure 7.8: Surface structures of the minimum energy hydrated (a) \{100\}, (b) \{110\} and (c) \{111\} UO$_2$ surfaces. The water coverage of each surface is also indicated. Axis indicators are arbitrary and reflect the relative view of structure.
Figure 7.9: Surface structures of the minimum energy hydroxylated (a) \{100\}, (b) \{110\} and (c) \{111\} UO$_2$ surfaces. The water coverage of each surface is also indicated. Axis indicators are arbitrary and reflect the relative view of structure.

The results of the surface hydroxylation are also in relatively good agreement in comparison to the work of Abramowksi et al. [75] and Tan et al. [76]. Figure 7.10 shows a comparison of our results with their published data for the hydroxylation of
the \{100\} and \{111\} surfaces. The main differences between the data are a result of
the correction factors used. Both Abramowski \textit{et al.} and Tan \textit{et al.} use a correction
factor determined from a Born-Haber cycle, which will be subject to the problems
previously discussed. This correction factor will have a larger effect as the number
of added species increases, giving rise to a greater difference in results as coverage
increases, which is indeed seen. The main consequence of this for those surfaces
shown is that the stabilisation from hydroxylation is over estimated, leading to lower
surface energies. This results in the surface energies of the \{100\} being lower than
they should be but more importantly, in the case of Abramowski \textit{et al.}, incorrectly
predicts the trend in \{111\} surface energy with increasing coverage.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7_10.png}
\caption{Plot showing comparison of the surface energies of the \{100\} and \{111\}
UO\textsubscript{2} surfaces as calculated using our potential with the published results of Abramowski
\textit{et al.} and Tan \textit{et al.}}
\end{figure}
7.3.4 Mixed Hydroxylation/Hydration

In real systems, however, water adsorption does not always consist of solely hydration or hydroxylation. Both of these processes are able to occur simultaneously, giving rise to mixed surfaces. Therefore, the modelling of the products of mixing the processes is imperative to fully characterise and model the process of water adsorption. The approach was similar to that used for the individual processes, with all surface combinations trialled allowing the determination of free energies. The variation of surface free energy with the water coverage is shown in Figure 7.11(a).

The results, in general, show that as the amount of adsorbed water is increased the surface energy decreases down to the minimum. For the {100} and {110} surfaces this exists at full coverage, however, for the {111} surface this is present just before monolayer coverage. However, at all levels of coverage the same trend, in terms of the order of stability, remains constant, with the {100} being the least stable and the {111} surface being the most. This also provides no change in the predicted equilibrium morphologies from being solely dominated by the {111} surface. In addition to considering the variation of energy, it is also informative to consider the extent of hydration and hydroxylation present in the lowest energy structures at each coverage level, shown in Figure 7.11(b). However, as surface coverage is defined here relative to the number of filled adsorption sites, it should be noted that the adsorption on a single adsorption site is always a result of purely hydration as hydroxylation requires two surface adsorption sites. These results show similar results as the individual adsorption processes. The hydrated {111} surface remains the most stable indicating that the surfaces are dominated by hydration. The {100} and {110} surfaces, however, show an almost constant level of surface hydroxylation, independent of total coverage.
Figure 7.11: Plots showing (a) the variation of surface free energies with surface coverage following mixed surface hydration/hydroxylation on the low index UO$_2$ surfaces, and (b) the percentage of associatively adsorbed water on the lowest energy structures at each coverage.

The structures of the lowest energy surfaces as a result of mixed surface hydration and hydroxylation can also yield important information on the nature of how these processes occur at the surface, as shown by Figure 7.12.
The structural consequence of hydrating hydroxylated \{100\} surfaces is to fill the missing oxygen rows with hydrated water spanning the gap between hydroxide ions, as seen in Figure 7.12(a). This is in partial agreement with the experimental work of Hedhili et al. [43] who suggest that water is completely dissociated, rather than hydroxide formation, on this surface. Their results of D$_2^{18}$O adsorption show no
evidence of OD formation but $^{18}$O incorporation into the surface, with the suggestion of subsequent diffusion into the bulk. Therefore the differences with the results of this study could arise from the fact that we do not account for any oxygen diffusion from the surface and do not allow for the hydroxide to dissociate. Figure 7.12(b) shows the \{110\} surface where the structure differs with the \{100\} surface. This surface shows that the hydroxylation only occurs on half of the surface groove, with hydrated water stabilising the remaining surface. The study of the mixed hydration and hydroxylation also highlights the importance of studying mixed adsorption rather than solely relying on the results following similar trends to the individual processes. By modelling the single process alone, any cooperative effects between different adsorption will be lost and thus the results will be incomplete.

The calculation of a large range of surface energies at different coverages of surface hydration and hydroxylation allows us to predict the surface composition as a function of the change in water chemical potential. The approach is similar to that described for the surface phase diagrams for CaO and MgO, and uses Equation 7.7 to calculate the surface energy as a function of the chemical potential of water.

$$\gamma = \gamma_{p=0} - \frac{n_{H_2O}}{S} \Delta \mu_{H_2O} \quad 7.7$$

The variation in surface energy with changing chemical potential can then be plotted, with the lowest energy surface at each value of chemical potential representing the most stable surface configuration. The plots showing the surface composition at different chemical potentials are shown in Figure 7.13.

The plots all show dominance of a single phase, comprising of the minimum energy surface found for the mixed adsorption. However, the dominant \{110\} surface changes composition at a chemical potential of -1.4. This leads to the 67% coverage surface, with a hydroxylation/hydration ratio of 50%/50%. This is caused only as a result of the changing number of hydrated water molecules adsorbed on the
surface, indicating the strength of the hydroxylation in 50% of the surface grooves. The absence of the dry surface in the surface phase diagrams indicates the strength and favourability of water adsorption on these surfaces. The minimum in chemical potential at a value of -3.0 is comparable with a water partial pressure of $10^{-40}$ bar at 300K, therefore the continued presence of these water coated surface structures indicates the strength of the adsorption.

![Surface phase diagrams showing the change in surface composition as a function of the chemical potential of water for the (a) {100}, (b) {110} and (c) {111} UO$_2$ surfaces. NOTE: Only the lowest energy surface compositions are shown.](image)

**Figure 7.13:** Surface phase diagrams showing the change in surface composition as a function of the chemical potential of water for the (a) {100}, (b) {110} and (c) {111} UO$_2$ surfaces. NOTE: Only the lowest energy surface compositions are shown.
We next considered the effect of multiple water layers, and as noted earlier, when there is an excess of liquid water present it is more appropriate to use molecular dynamics.

7.4 The UO$_2$ – Water Interface

The interaction with liquid water required the generation of UO$_2$ slabs to be generated, with an approximate thickness of 20Å. These were then put in contact with a 20Å layer of water on one side and an equivalent vacuum gap on the other. These calculations were then run using the NVT ensemble at 300K for 1ns, following a 10ps run at NVE to stabilise the system, with a relaxation parameter of 1ps. The structuring of water can again be considered using relative density plots, both in the $z$-direction and throughout the cell. Figure 7.14 shows these plots for the three surfaces studied. We can also consider the first layer of water above the surface to further understand the effect the surface plays on water structuring, Figure 7.15 shows water density plots for the uppermost layer of uranium atoms and the first layer of oxygen from the water molecules.

The {100} surface, Figures 7.14(a) and 7.15(a), shows four water layers extending from the surface, the first two being clear and the second two being less distinct before moving to a bulk-like density. The first layer can be seen to coordinate along the rows of missing oxygen on the surface, predominantly through a U – O interaction. The second oxygen layer is then seen 2.6Å above the surface oxygen atoms, with a hydrogen layer in between. The presence of this hydrogen layer, 1.7Å above the lattice oxygen atoms indicates that this second layer is formed through hydrogen-bonded interactions. This compares favourably with the lowest energy structure seen from the energy minimisation study above, Figure 7.12(a), where the hydroxylation is seen to be preferred along these rows of missing oxygen atoms. The adsorbed hydrated water then coordinates in between these forming another row. Although, hydroxylation is not explicitly modelled in this molecular dynamics study, water would be expected to be strongly coordinating, with a low mobility, in
preferred hydroxylation sites. As this is seen here it can be concluded that the results concur.

Figure 7.14: Plots showing the (a) relative water density and (b) \( z \)-density of the \( \text{UO}_2^- \) – water interface on the \{100\} surface. The same respective plots are shown for the \{110\} surface in (c) and (d), and for the \{111\} surface in (e) and (f). Uranium density is shown in red and the oxygen of water in blue, dashed blue lines refer to hydrogen density and the density of lattice oxygen is shown in (b) and (f) by the dashed red line.
Figure 7.15: Plots showing the average density for the surface oxide layer and first water layer immediately above the surface for the (a) {100}, (b) {110} and (c) {111} UO$_2$ surfaces. Plots show the view looking down on the surface (central) and the side views (left and right) for each surface. Red and blue indicate uranium and water oxygen density. The green in (a) represents the density of the uppermost layer of lattice oxygen atoms.
The \{110\} surface, shown in Figures 7.14(b) and 7.15(b), has a similar ordering profile, with four clear layers extending away from the surface. However, further analysis of the structure of the first coordinated layer indicates a more disordered structure. This layer appears to vary between some water coordinating above the surface trenches and other molecules 2.4Å above the surface uranium atoms, which compares with the U-O bulk distance of 2.37Å, however, no apparent structure is visible.

The structuring of water also extends into the bulk for the \{111\} UO$_2$ surface, Figures 7.14(c) and 7.15(c). This surface additionally appears to have a greater effect on the water, with the density oscillating in a layered-like manner to a greater distance from the surface than for the \{100\} and \{110\} surfaces. The first coordinated layer appears to be mainly comprised of water coordinated above surface uranium atoms, followed by possibly some indistinct coordination to surface oxygen atoms. Consideration of the hydrogen density, which is seen to approximately overlap with the water oxygen density, indicates that molecules are predominantly orientated parallel with the surface.

The strength of interaction can also be assessed using the water residence time. Figure 7.16 gives the residence time plots as a function of the atomic coordinates for the \{110\} and \{111\} UO$_2$ surfaces. The residence times for the \{100\} surface showed the formation of a strongly bound layer, with residence times across the surface being approximately 800ps, the measured time, for all surface atoms, thereby indicating the strength of adsorption and low water mobility in the first adsorbed water layer. The results for the \{110\} surface, in Figure 7.16(a), show a similar pattern to the average density plot, with no clear ordered structure occurring, simply regions of mobile and coordinated water across the surface. The plot of water residence time on the \{111\} surface, Figure 7.16(b), shows a similar pattern. However, mobility on this surface is seen to be greater, indicated by the lower residence times. In addition, regions of reduced mobility are seen over some surface uranium atoms, indicating that surface coordination is likely to occur in this manner.
However, as with the CaO and MgO surfaces, these discontinuous residence time plots do suggest that longer simulation times are required to obtain quantitative results.

![Figure 7.16: Contour plots of water residence time as a function of the atomic coordinates for the (a) \{110\} and (b) \{111\} surfaces of UO$_2$.](image)

Figure 7.16: Contour plots of water residence time as a function of the atomic coordinates for the (a) \{110\} and (b) \{111\} surfaces of UO$_2$. 
7.5 Chapter Conclusions

This chapter has described a study of water on the low index surfaces of UO$_2$. These surfaces have been modelled using a potential modified from the previously used Busker potential, with the Catlow oxygen – oxygen interactions to allow the transferability to our water, hydroxide and oxide models. Further testing of this showed the accurate prediction of bond distances in the bulk structure as well as the low index surface structure and relative energies. DFT calculations were employed in the study of uranium cluster molecules and water adsorption on the \{111\} surface, allowing the fitting of a potential to model the interaction of water with the uranium ion.

The resulting potential has enabled the study of the adsorption of water, in both associatively and dissociatively adsorbed forms, as a function of surface coverage on the \{100\}, \{110\} and \{111\} surfaces. The evaluation of surface free energies and adsorption free energies was made possible by performing a large number of different surface energy minimisations. Both hydration and hydroxylation were initially considered as separate processes, followed by the simulation of mixed adsorption. Results suggest that hydroxylation is the dominant process for both the \{100\} and \{110\} surface. This occurs primarily along the rows of vacant sites on these surfaces, with associatively adsorbed water providing additional stability between the hydroxide ions. The \{111\} surface, however, is predicted to be unstable towards hydroxylation, with associative adsorption of water dominating. In addition, the results of surface composition with varying water chemical potential show that the minimum energy configurations were seen to dominate. Another interesting result of this study suggests that the single molecule adsorption energies are sufficient to give insight into the relative binding energies.

The interaction of UO$_2$ with water was further explored by considering the mineral – water interface using molecular dynamics. Although surface hydroxylation was not explicitly modelled in this study, highly coordinated water throughout the
simulation appears to be indicative of hydroxylation sites on the surface. This was particularly true for the \{100\} surface, which showed that first layer of adsorbed water is present along the vacant oxygen rows on the surface and has an extremely low mobility. This suggests that molecular dynamics simulations of associated water molecules could be used as a simple probe for identifying hydroxylation sites. Overall it was seen that, as with the modelled surfaces of CaO and MgO detailed in chapter five, the nature of the surface distinctly affects the structuring of water in the vicinity immediately above it, but does not extend into the bulk water to the same extent as for CaO and MgO surfaces. The \{110\} surface shows a varied pattern, with distinctly coordinated water on the surface, but with no strong presence over coordination to surface uranium or oxygen atoms. The \{111\} surface, however, shows a more mobile water structure, with coordination of the first water layer concentrated above the uppermost uranium atoms.
Chapter Eight

Conclusions & Future Work

The work detailed in this thesis has considered two broadly connected research areas. Both of which ultimately aim at improving our understanding of hydrogen, oxygen and carbon at oxide surfaces. The first section of this work was concerned with the process of carbon sequestration, with simulations focussing on the interaction of water and carbon dioxide with calcium and magnesium oxide surfaces. The second section was aimed at developing the description of the more complex actinide oxides by considering uranium dioxide, through the simulation of thin film structures and the interaction of water with UO$_2$ surfaces. As the future work which can continue from these broad sections is vast, it is informative to consider them separately. Therefore the following sections will draw the main conclusions from
these studies and from this suggest possible routes for future study in these areas. Finally, some general conclusions and achievements of this thesis will be given.

8.1 Adsorption Processes on Alkaline Earth Metal Oxide Surfaces

Chapter four described the results of the surface adsorption of gaseous water and carbon dioxide, in the form of a carbonate, on the low index surfaces of calcium and magnesium oxide, with CaO showing increased reactivity as expected. One of the simulation issues is ensuring that there is sufficient statistics covering the different possible configurations. Thus we investigated a ‘grid’ strategy for sampling the structures to give the free energies of adsorption. The majority of surfaces were predicted to be amenable to carbonation, with the exception of the \{111\} surface with its preference for the formation of hydroxide compared to the carbonate. Surface phase diagrams illustrate that most CaO surfaces will take up CO$_2$ at atmospheric conditions, whereas most MgO surfaces will primarily consist of adsorbed water. However, relatively modest increases in the concentrations of CO$_2$ will result in carbonation for the \{100\} and \{310\} MgO surfaces. In addition, surface features, are seen to increase reactivity, particularly to carbonation and hydroxylation. The formation of a mineral carbonate layer is also seen to occur via the adsorption of carbonate into the surface, followed by clustering of carbonates with increasing coverage, until an amorphous monolayer is formed.

One possible extension of this study would be to consider the mixed adsorption of molecular and dissociated water on both pure surfaces and with the co-adsorption of carbon dioxide using the atomistic methods used in this study. The modelling of bicarbonate species would also be of value for carbon dioxide and water adsorption, due to its occurrence in solutions. This could also be easily incorporated in the generated surface phase diagrams. Furthermore, electronic structure methods could also be employed to consider the reaction of carbon dioxide itself to form the surface-bound carbonate species, both in the absence and presence of water. The simulation of defective surfaces would also be informative, moving the simulations
closer to real surfaces. Finally, the transferability of these methodologies could be used to probe carbonation of other materials, such as the hydroxides, silicates and hydroxysilicates, in an effort to improve the carbon sequestration process.

The interactions of surfaces with liquid water were then investigated in chapter five. The main results showed that the structuring and ordering of water is directly influenced by the surface structure and composition. The first hydration layer was seen to be primarily composed of coordinated water in distinct crystallographic positions, with specific orientations to the surface. As the distance to the surface was increased, the layers became more diffuse, showing less structure until they became bulk-like in appearance. Increased water mobility was also seen for CaO surfaces due to the weaker coordination. Surface carbonation was seen to cause a distinct disruption of the water structuring, with water mobility varying across the surface with no clear pattern.

Possible further calculations would be to determine other properties for these systems. For example, the evaluation of water diffusion coefficients at the surface, although most likely giving similar information to the residence times analysis, could be used in conjunction with adsorption profiles. The adsorption profiles of different species, for example, carbonate and bicarbonate, to the surface could be determined through the use of potential of mean force calculations. The principle of these simulations is to calculate the free energy of the adsorbing species at different distances from the surface, until adsorption occurs. This allows for the generation of a free energy profile, which, when combined with diffusion and the relative density profile could reveal information on the process of carbon sequestration in aqueous solution. The incorporation of hydroxide ions into the simulations would also be instructive as it was seen to be a favourable process for a number of surfaces, in particular for high energy surface sites.

The nanoparticle study showed that the water structuring on the particle faces was similar to that seen above surfaces, with reduced structure at higher energy corner
and edge sites. In addition, although the number of coordinated water molecules was seen to vary with atom position across the nanoparticle surface, residence times were predicted to be sensitive to surface composition only. Finally, adsorption of carbonate was calculated to be more favourable at corner sites, than higher coordinated edge and face sites. Therefore, this suggests that multi-faceted nanoparticles may improve adsorption behaviour.

Further simulations of the stability as a function of varying hydroxide coverage would allow for a clearer understanding of the effect hydroxylation has on these nanoparticle surfaces. In addition, the inclusion of liquid water in all nanoparticle simulations is an obvious next step. Following this the processes of nanoparticle growth, rearrangement, aggregation and dissolution could be considered using the computational techniques detailed in this thesis. The carbonation of a \{100\} CaO nanoparticle could be extended to both further consider different surface terminations, as well as increased carbonation to gain a more complete understanding of this process. In addition, the inclusion of liquid water and bicarbonate ions would also aid further characterisation of this system. A more advanced study could also be employed to consider mixed systems containing promoters, such as Al$_2$O$_3$, to assist in the improvement of these systems for use in carbon sequestration.

8.2 Uranium Dioxide and its Interaction with Water

The second part of this thesis detailed simulations of uranium dioxide structures and the adsorption of water at its surfaces. The electronic structure of bulk and thin film UO$_2$ structures was the focus of chapter six. The application of a DFT+U methodology was seen to improve the simulation of AFM UO$_2$, through the increased localisation of the $f$-electrons. Following this, preliminary work was described on defective UO$_2$. Oxygen defect formation energies for a 1x1x1 cell indicate that vacancy formation is considerably less favourable than interstitial defects. Following the simulation of defective thin film structures, the oxygen
segregation behaviour was also considered. Oxygen interstitials were shown to segregate to the surfaces, whereas vacancies would migrate into the bulk. The calculation of thin film phase diagrams showing the effect of oxygen chemical potential highlights the stability of the stoichiometric surfaces, which is seen to degrade slightly to form a substoichiometric phase at an elevated temperature of 1000K. Formation of hyperstoichiometric thin films was seen to require large oxygen partial pressures to form. Finally, the magnetic structure was considered in more detail in an effort to generate a simple model which could predict the stabilities of different configurations relative to the FM phase. However, complex ordering was seen, causing the simple models to fail. Although increased parameterisation, or increases in the complexity of the model could improve this.

This study could easily be extended in a number of ways. Firstly, the simulation using different hybrid-DFT methods would be instructive, in terms of both structure prediction and an increased understanding on how it improves the electronic structure and spin density prediction in comparison to the DFT+U approach. The simulations could also be further advanced with the inclusion of spin-coupling effects and noncollinear magnetism. The defect work could be extended using a supercell approach, allowing the effect of defect concentration to be investigated. Moreover, the simulation of uranium defects to allow the calculation of Schottky defect energies. Molecular dynamics could also be employed to consider oxygen and uranium diffusion in both bulk and thin film structures to understand the segregation of defects in more detail. The depth of thin film structures can also be varied more to consider its effect. In addition, the trialling of a larger range of different magnetic ordering in thin film structures would be of benefit in the generation of a model to predict difference stabilities resulting from magnetic ordering.

Following this work, the interaction of UO$_2$ surfaces with gaseous water was considered in chapter seven using potential-based modelling techniques, with DFT employed to enable the construction of a model for the interaction between water and the surfaces. The results of this showed that hydroxylation of the \{100\} and
{110} surfaces is highly favoured, with the presence of hydrogen-bonded water molecules improving surface stability. The {111} surface, however, was seen to be relatively unstable to hydroxylation, with hydration providing the most surface stabilisation. In addition, contrary to previous simulations, the adsorption of water was not seen to change the relative stabilities of the three low index surfaces, with the {111} remaining the most stable at all surface coverages. Simulations of the mineral – water interface showed similar structuring effects to the CaO and MgO surfaces, although to a diminished extent. In addition, strongly coordinated water was seen to form above the hydroxylation sites predicted from the gas phase adsorption.

The adsorption of water continues to be an interesting topic and could be studied using DFT simulation, the dissociation of the hydroxide and oxygen diffusion into the bulk material could usefully be investigated. The processes of hydrogen adsorption and hydroxide transport through the surface and bulk material could also be explored. The effect water adsorption has on the transport of other species to the surface and how this alters surface reactivity could also be of use to understanding how water affects this material in its long-term storage. The adsorption of other chemical important species could also be considered, such as carbon dioxide. Finally, the techniques used here could be applied to other actinide oxide materials.

8.3 Overall Conclusions

In summary, the work contained in this thesis has demonstrated the use of computational modelling techniques to study adsorption processes on oxide surfaces. In addition to the detailed conclusions drawn above, a number of general observations and achievements can be noted.

Firstly, the study of surface carbonation and water adsorption on the mineral oxide surfaces showed that when coverage was increased, the relative trends in stability for the majority of surfaces were seen to differ. Although, this differs from that seen for
UO$_2$ surfaces, where increased coverage followed the same trends as individual molecule adsorption, this suggests that analysis of single molecule adsorption processes alone is insufficient to predict the relative stabilities of different adsorbates on these surfaces and that at least some study of increased coverage is required.

In addition, the study of the mineral – water interface also shows an effective way for determining surface adsorption sites. This was shown on not only the alkaline earth metal oxide surfaces but also on the UO$_2$ surfaces, where sites of strongly coordinated water, with associated large residence times, corresponded with favoured hydroxylation sites from static calculations. One of the deficiencies with molecular dynamics is that the lengthy simulation times do not allow for the trialling of a large number of different surface configurations. Therefore, by running a material, in contact with liquid water, would allow a suitable estimate of hydroxylation sites to be used in further calculation.

The calculation of residence times on various surfaces has generated different results as to what was previously expected. A uniform pattern was expected for atoms in identical chemical environments. However, this was not seen, which queries the required simulation length for convergence of these parameters. Although simulation for 1ns is sufficient for energy convergence, further testing is crucial to understanding the variation in water mobility prediction.

The importance of magnetic structure was shown in chapter six for uranium dioxide, although the implications of this study are important for all simulations concerning unpaired electrons. The results show how the energy of the system, regardless of whether it is bulk or surface structures, can vary significantly with different magnetic ordering. This suggests that suitable testing of lowest energy magnetic structure is required to ensure simulation accuracy.
Finally, one of the main achievements of this thesis has been the formation of surface phase diagrams through the use of potential-based methods. Previous studies have relied on lengthy electronic structure calculation. This not only allows for a reduction in the time required to generate these plots, but also allows for a larger trialling of surface configurations which provide a better estimation of the free energy.
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