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Abstract

Micro Hall probe magnetometry has been used to investigate the magnetisation
of various electrodeposited microcrystals. Superconducting tin crystals of almost
perfect square cuboid shapes exhibit a strong size dependence of the supercool-
ing of the superconducting state and, for the smallest accessible crystals, the
crossover to the mesoscopic regime can be readily explored close to their criti-
cal temperatures. Experimental results are in good agreement with Ginzburg-
Landau simulations using the exact experimental parameters. Electroplating of
the tin cores with another material provides unique core-shell structures of either
two superconductors (S-S’: tin-lead) or of a superconducting core, covered with a
ferromagnetic shell (S-F: tin/lead-nickel). The critical parameters of the tin core
in Sn-Pb core-shell crystals are considerably enhanced and superconductivity in
the tin core is detected up to ≈ 1.16 · T Sn

c . Little-Parks oscillations in the shell
can be analysed to reveal the extent of the superconducting sheath and hence
can be utilised to measure the range of the proximity effect close to the critical
temperature of the shell. In S-F core-shell structures, field cancellation effects
govern the overall behaviour. Under certain conditions it was possible to switch
the overall magnetic response from para(ferro-)magnetic to diamagnetic and back
at finite applied fields. Micromagnetic simulations qualitatively reproduce the ex-
perimentally observed effects. Applications for the core-shell structures include
magnetic guidance or memory devices.
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Chapter 1

Introduction

1.1 Motivation

Today electronic devices are indispensable in basically every aspect of life and
whether it is a small battery powered Mp3-player or a huge industrial plant, the
one thing all these devices have in common is the need for electricity. Large
amounts of electrical energy are transferred over long distances through a lossy
cable grid. Recently, due to the "green movement", energy production has moved
away from the sites where it is consumed, and large amounts of energy are planned
to be produced with off-shore wind farms, underwater turbines or in large arrays
of photovoltaic cells in the desert of e.g. Spain. The production of energy is easy
in all these places, but the main consumers are in different areas which are usually
very far away. In addition, these methods do not produce energy in a continuous
fashion, so at some times there is an overproduction and sometimes a deficiency
of energy. This can be overcome by a large number or power sources which are
naturally spread out over a large area. The problem of the transport of energy
over large length scales and the storage of it is hence growing. Superconductors,
which provide lossless transport of electrical energy would be a solution for the
distribution of electric energy over arbitrary large distances. Unfortunately, as
far as it is known today, superconductors exhibit this valuable characteristic only
at low temperatures. Nevertheless, superconductors are already used in cooled
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current networks, where the cost of cooling is offset by the cost of the lost energy
and/or the cost of available space for cables. It is also used for short-term energy
storage, where energy is simply stored in a superconducting current loop.

A side effect of the zero resistance in superconductors is the possibility to generate
high magnetic fields with relatively little effort. For the transport of typical cur-
rent densities, materials can be used which are cooled with liquid nitrogen. For
high magnetic field applications, on the other hand, much lower temperatures are
necessary. Applications include all sorts of laboratory equipment, medical mag-
netic resonance imaging or use as magnetic field generators in levitating trains.

A lot of effort is being put in the search for materials that exhibit superconduc-
tivity at higher temperatures, which could reduce the cost of cooling, and which
are able to be moulded in the form of cables. Today, most high temperature
superconducting materials are of ceramic nature and hence complicated for this
use. In particular for high magnetic field applications, the long known, metal
like, materials are favoured due to their plasticity. The necessary fabrication
of long wires from ceramic-like high temperature materials is not possible with
up-to-date fabrication techniques. The main principles of superconductivity are
well understood, nonetheless many questions remain open. One field, where the
understanding of superconductivity is incomplete, is the area of mesoscopic su-
perconductors, when sample sizes are on the order of or less than micrometres.
The behaviour of bulk superconductors is ruled mainly by the thermodynamics
of the system, while in the mesoscopic regime the behaviour is governed by the
surfaces and hence by the geometry and dimensions of the system. By control-
ling the size and shape of the sample, superconductivity can be either enhanced,
or suppressed. A clear understanding of these effects is hence crucial, to design
superconductors with targeted properties.

In this work, electrochemistry is utilised to grow such mesoscopic superconduc-
tors. Earlier work performed in the same group on lead gave new insights into
vortex formation in small type I superconductors. This understanding is ex-
panded here by using a similar approach with tin, which is even more type I than
lead. In addition, the shapes that can be realised with tin are fundamentally
different from typical lead crystals, due to a different crystallographic structure.

2



The suppression of the intermediate state in very small tin crystals yields an ideal
system to study the metastable normal and superconducting phases, which form
at the transition from superconducting to normal state and vice versa due to an
externally applied magnetic field.

Ultimately two different materials can be combined in the form of core-shell
crystals, where the tin core is a "weak" superconductor which is almost completely
surrounded by the "stronger" superconductor lead. It is shown, that even a very
thin lead shell is able to change the superconductivity in the tin core drastically.

Another method of controlling the superconductivity in the core of a core-shell
crystal is by growing a ferromagnetic shell. The superposition of the external
field and the stray field of the ferromagnetic shell results in a lower effective field
at the position of the superconductor and enhancement of superconductivity.

Micromagnetic measurements on such crystals allow a very detailed study of the
magnetisation in the sample as a function of the applied field. In particular, the
advantage of being able to measure single crystals with known dimensions allows
the ready simulation of the field dependent magnetisation behaviour of such sys-
tems. These simulations are performed by our collaborators. Ginzburg-Landau
simulations are used to understand the magnetisation of purely superconducting
systems, while micromagnetic simulations are utilised for simulating the magneti-
sation of the mixed ferromagnetic-superconducting systems.

1.2 Structure of thesis

The thesis is split in two major parts. The first three chapters give an introduc-
tion to the physical principles which were utilised in this work. In Chapter 2 an
introduction to the principles of superconductivity is given. This chapter spans
the history of 100 years since its discovery through the different models of su-
perconductivity to the characteristic phenomena observed in mesoscopic samples
and the special cases of the effects originating from two superconductors in close
contact and the effect ferromagnetic materials have on superconductivity. The
principles of electrochemistry and electrodeposition are introduced in Chapter 3
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with focus on the electrodeposition of pure tin crystals and the deposition of core-
shell crystals. The Hall probe technique used for the experiments is introduced in
Chapter 4, where the fabrication of the Hall probes is explained and the general
experimental set-up and the steps in the data analysis are explained.

The following three chapters discuss the experimental results. In Chapter 5
the results of pure tin crystals are described. Chapter 6 deals with the results
from the superconductor-superconductor (tin-lead) core-shell crystals while in
Chapter 7 core-shell crystals with a superconducting core and a ferromagnetic
shell (lead/tin-nickel) are covered. The final Chapter 8 concludes the results of
this work and gives some thoughts about future work on model superconducting
and hybrid systems.
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Chapter 2

Superconductivity

2.1 History of superconductivity

The year 2011 marks the first centenary of the discovery of superconductivity in
1911. In the following paragraph a brief summary is given of the development of
this branch of solid state physics.

The precondition to the discovery of superconductivity was met in 1908 when
Heike Kammerling Onnes first succeeded in building a machine to liquefy helium.1

After the liquefaction of air by Linde 1895 and hydrogen by James Dewar 1898,
helium, just discovered in 1895 by Sir William Ramsay,2 was the last gas to be
liquefied.3 Helium, unlike hydrogen, is an inert gas. It has a boiling point of only
4.22 K and hence is an ideal coolant for low temperature physics. At the beginning
of the 20th century, the behaviour of ideal metals close to zero temperature was
one of the key problems of physics. In his laboratory in Leiden, Onnes planned a
systematic series of measurements at liquid helium temperatures. Mercury (Hg)
was one of the first metals he used for his measurements, because it was not only
readily available in high purity, but also because of the ease of making electrical
contacts with the measurements apparatus. On the 8th April 1911, Gilles Holst,
a laboratory assistant and PhD student of Onnes saw an almost discontinuous
change in the resistivity ρ of pure mercury just below the boiling point of liquid
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Figure 2-1: Heike Kammerling Onnes (left)4 and his set-up for the experiment
on 08.04. 1911 (middle).5 On the right the historic plot of the jump in resistivity
of mercury.6

helium.7 He found, that the resistivity of helium drops to less that 1/350 of the
value just above the jump.8 Two years later he found that tin and lead show
the same behaviour, although he was not able to measure the temperature below
which lead became superconducting, as his measurements were all carried out
below the boiling point of helium and thus below the critical temperature of
lead. In that year, the expression "superconductor" was used to describe the
newly discovered phenomenon for the first time. But Onnes also found that the
resistivity increased to a larger value above a certain current. Once lead and tin
were found to be superconducting,9 it was possible to make long wires out of
these metals, wound up as coils, to measure the conductivity more accurately. It
was found, that these coils have a lower critical current compared to unwound
wires. It was understood that a high current as well as a high magnetic field led
to the breakdown of superconductivity,10 although there was no explanation for
this behaviour by this time. Onnes, who proposed to use superconducting wires
to make coils for high magnetic field applications, was very disappointed by that
finding.11

For the following years, the property of zero resistance, being a perfect conduc-
tor, was the main characteristic of a superconductor and the many attempts to
explain it were focused on that behaviour. Though some experiments indicated
other effects in a superconductor below its critical temperature, Tc, the most
important finding was by Walther Meissner and Robert Ochsenfeld in Berlin in
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1933.12 They demonstrated that the magnetic field is expelled from the interior
of the superconductor. At the same time Cornelis Jacobus Gorter and Hendrik
Casimir were working on a thermodynamic model of superconductivity which
was able to describe the effect Meissner found.13 As the theory was now justified
by an experiment, they published their "two fluid model" of superconductivity
considering the superconducting state as a phase. However, no theory yet took
into account the electrodynamics of the system.

The brothers Fritz and Heinz London were working on the problem in Oxford
and published their famous article "The Electromagnetic Equations of the Supra-
conductor"14 in 1935. The London equations were phenomenologically justified
modifications to the Maxwell equations to correctly describe the Meissner effect.
The London penetration depth λL describes the extent to which a magnetic field
is able to penetrate the sample. However, not all samples showed the full Meiss-
ner effect at once but gradually entered the superconducting state. This led Sir
Rudolf Ernst Peierls in Oxford to propose an intermediate state with normal and
superconducting domains, depending on the demagnetising factor of the sample,
coexisting in the sample.15 The intermediate state was shortly after theoretically
explained by Lev Davidovich Landau in Kharkhov.16 Until after the war only few
discoveries were made in the field of superconductivity. Still, progress in explain-
ing the superfluidity of liquid helium (Helium II) with a Bose-Einstein condensate
by Fritz London and Laslo Tisza helped eventually understanding what happened
to the electrons in a superconductor.11 After World War II a wide range of tech-
nical equipment became available, especially the new radar technology proved to
be useful. In the late 1940s Sir Alfred Brian Pippard in Cambridge used radar
frequency measurements to determine the penetration depth for superconductors.
He found that by adding small impurities to his samples the penetration depth
changed significantly. He came to the conclusion, that superconductivity is con-
trolled by some long range interaction, which he called "coherence range" ξ.17

At about the same time, two American groups, independently, found that dif-
ferent isotopes of the same material have slightly different critical temperatures
and fields, the isotope effect.18–20 The isotope effect suggested that the crystal
lattice, especially the phonons might play an important role in the mechanism of
superconductivity.
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In the meantime in the Soviet Union Vitaly Lazarevich Ginzburg and Lev Davi-
dovich Landau published their famous paper "Phenomenological theory of su-
perconductivity",21 which extended the London theory of superconductivity in
that they proposed an effective wave function and the possibility that the su-
perfluid varies in space. Unfortunately their theory was almost unrecognised in
the western world for many years, as in 1950 all Soviet publications reaching the
port of New York City were dumped overboard in the name of defending the free
world.11 The Ginzburg-Landau parameter κ defined in this paper divides super-
conductors in two types (Type I with κ < 1/

√
2 and Type II with κ > 1/

√
2).

While Ginzburg and Landau ignored the case that their parameter can become
larger than unity, Alexei Alexeevich Abrikosov simulated a material with a large
κ and found that a superconductor under these circumstances would not expel
all magnetic flux but be rather interspersed with flux lines containing exactly
one flux quantum Φ0.22 Although he found this just two years after the initial
Ginzburg Landau paper, he was only allowed to publish it in 1957, after Landau
gave his permission to do so.

On the other side of the iron curtain again, John Bardeen, Leon Neil Cooper and
John Robert Schrieffer worked on another approach to explain the basics of su-
perconductivity in Illinois. Their approach involved the coupling of the electrons
and the phonons in the crystal lattice, as indicated by the isotope effect. Cooper
proposed an attractive interaction between two electrons which would then form
a Cooper-Pair.23 One Year later, Bardeen, Cooper and Schrieffer published their
paper "Theory of Superconductivity" in which they formulated the BCS theory
of superconductivity.24 While the approach of the London Brothers and the one
from Ginzburg and Landau are phenomenological theories, the BCS theory was
the first rigorous microscopic approach to explain superconductivity.

In the following years the theory of superconductivity was applied to numerous
problems of superconductivity and led to a large number of publications in that
area. In 1960, Ivar Giaever studied Superconductor/Insulator/Superconductor
(S/I/S) tunnel junctions and found that the I/V characteristic can be used to
determine not only the energy gap of the superconductor, but can also verify
the strength of the electron-phonon coupling.25 A thorough analysis of these ef-
fects due to Brian David Josephson revealed the effect named after himself, the
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Josephson effect.26 He predicted that a direct current of Cooper pairs can flow be-
tween two superconductors, even if no voltage is applied (DC Josephson effect).
If, however, a voltage is applied, there will be an alternating current between
the electrodes (AC Josephson effect). The frequency of the alternating current
is proportional to the applied voltage. Just two years later, Robert Jaklevic,
John Lambe, James Mercereau, and Arnold Silver invented a DC Superconduct-
ing Quantum Interferference Device (SQUID) which uses the Josephson effect
in two parallel legs to enable magnetisation measurements with extremely high
accuracy.27

While in the following years innumerable mainstream applications for supercon-
ductors were proposed, most of them turned out to be not very useful due to
the low temperatures required to keep the material superconducting. The game
changed, however, in 1986 when Johannes G. Bednorz and Karl A. Müller at the
IBM research laboratory in Zürich found the first high-Tc superconductor with a
critical temperature of Tc ≈ 30 K. Until today, the Tc has risen to Tc ≈ 135 K un-
der ambient pressure and up to Tc ≈ 164 K at high pressures.28 It is claimed, that
the ultimate goal of room temperature superconductivity will never be achieved,
but the recent discovery of a new branch of high-Tc superconductors, the Iron
pnictides, in 200829 or the discovery of MgB2 to be a conventional superconductor
with Tc = 39 K in 200130 show that even 100 years after the first observation of
superconductivity there is still much to discover.

2.2 Introduction to superconductivity

The following section concentrates on the general theory of superconductivity,
explaining phenomena emerging in bulk superconductors and in semi infinite su-
perconductors. The special case of 3D samples with small dimensions is discussed
in the next section 2.3. Two different approaches to explain the phenomena of
superconductivity are distinguished in this chapter. The phenomenological ap-
proach uses experimental findings which lead to a theory, such as the London
equations (Sec. 2.2.2) and the Ginzburg-Landau formalism (Sec. 2.2.4), while the
microscopic approach tries to explain superconductivity by extending known mi-
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croscopic theories of the solid state, it is hence a "bottom up" approach. The
BCS theory (Sec. 2.2.3), named after its inventors Bardeen, Cooper and Schriefer,
is based on common solid state theories, which are amended to account for su-
perconductivity.

2.2.1 Meissner effect

Alongside zero resistivity, from which the name superconductor originates, the
perfect diamagnetism (Meissner effect) inside a superconductor, independent of
its magnetic and thermal history, is a main characteristic of a superconductor.
It shows that a superconductor is not only a perfect conductor. The Meissner
effect is a result of surface supercurrents, which are formed spontaneously at
the surface of a superconducting sample exposed to an external magnetic field.
These currents exactly cancel the external magnetic field in the interior of the
superconductor. The susceptibility in the inside of a superconductor is χ ≡ −1.
The effect is illustrated in the sketch in Fig. 2-2. The difference in behaviour for
a superconductor and a perfect conductor can be explained for the case that the
sample is placed in an external magnetic field Ba and cooled below the critical
temperature Tc. In an ideal conductor with R = 0, a field Ba which is applied at
T < Tc is expelled due to supercurrents in the sample and if the field is switched
off, the sample returns to a non-magnetised state. If, however, the field is applied
at T > Tc before the sample is cooled below Tc, the field penetrates the sample and
supercurrents are induced when the field is switched off, maintaining the magnetic
field and keeping the sample magnetised (Fig. 2-2 left). A superconductor on the
other hand will expel the applied field Ba irrespective of the temperature at which
the field is applied at and for Ba = 0 the sample is always non-magnetised (Fig. 2-
2 right). This difference between a perfect conductor, with only R = 0 for T < Tc,
and a superconductor emphasises the different nature of the superconducting
state.

The free energy change ∆F corresponding to a magnetisation of a material is
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Ba = 0

Ba = 0

Ba ≠ 0

Ba → 0

Ba ≠ 0

Ba ≠ 0

Ba → 0

Ba = 0

Ba = 0

Ba ≠ 0

Ba → 0

Ba ≠ 0

Ba ≠ 0

Ba → 0

cooling cooling

coolingcooling

T 
< 

T c
T 

> 
T c

ideal conductor (R = 0) superconductor

Figure 2-2: The magnetic behaviour of an ideal conductor and a superconductor. The
final state of an ideal conductor (left) depends on whether the magnetic field Ba is
applied below Tc (left column) or above Tc (right column). In the former case, the
field is expelled below Tc and after switching the field off, the sample remains non-
magnetised. In the latter case, the field is frozen in below Tc and the supercurrents
perpetuate the field so that the sample remains magnetised when the field is switched
off. For a superconductor (right) the applied field is expelled below Tc in both cases
and the sample is always non-magnetised when the field is switched off.31

specified by

∆F (Ha) = −µ0

Ha∫
0

MdH. (2.1)

For a superconductor, which is a perfect diamagnet, χ = −1 and henceM = −H
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H
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a) b)

Figure 2-3: The magnetic phase diagram of a superconductor. The temperature de-
pendence of the critical field Hc(T ) is shown in (a) and a magnetisation curve M(H)
is shown in (b).

this yields the free energy difference for a superconductor:

∆F (Ha) =
µ0H

2
a

2
. (2.2)

If this energy change is larger than the difference in free energy between the
normal and superconducting state, superconductivity breaks down. The corre-
sponding field Ha is called the critical field Hc of the superconductor. Hc(T )

is characteristic for a material and a function of temperature T . It was found
empirically, that the critical field follows quite well a parabolic law

Hc (T ) ≈ Hc (0) ·

(
1−

(
T

Tc

)2
)
. (2.3)

The magnetic phase diagram for a superconductor is shown in Fig. 2-3a as
well as a magnetisation curve (Fig. 2-3b) illustrating the discontinuous change in
magnetisation at H = Hc.
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2.2.2 London equations

The equations suggested by the London brothers are able to describe the be-
haviour of a superconductor.14 The theory is based on phenomenological princi-
ples, hence it only describes the phenomena and is not a logical consequence of
fundamental principles. The classical equation for moving electrons in a conduc-
tor is

m~̇v = −e ~E +
m~v

τ
(2.4)

containing the electron charge (e) and mass (m), electron velocity v and electric
field ~E. τ is the damping time, the typical time in which the velocity of an
electron decreases to the thermal motion due to scattering of the electron in the
material. This last part, the damping term, is abandoned for a superconductor,
as the electron velocity is not damped in a superconductor. Hence:

m~̇v = −e ~E (2.5)

and for the superconducting current density ~js = ens~v, where ns denotes the
density of superconducting electrons, one gets

~̇js =
nse

2

m
~E.1 (2.6)

This equation (2.6) is usually referred to as the first London equation. This and
the Maxwell equation ∇× ~E = − ~̇B leads to the relation

∂

∂t

(
m

nse2
∇× ~js + ~B

)
= 0. (2.7)

This equation alone shows only the behaviour of an ideal conductor, but not the
Meissner effect. To account for the complete vanishing of the field inside the
superconductor, the integration constant of the integral of Eq. (2.7) has to be
exactly zero. This leads to the second London equation:

∇× ~js = −nse
2

m
~B. (2.8)

1Note the change in sign due to the definition of the current, as the flow of positive charges.
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The common factor in these equations can be merged to

ΛL =
m

nse2
. (2.9)

The following equations replace Ohm’s law for a superconductor:

~E = ΛL
~̇js (2.10)

~B = −ΛL∇× ~js (2.11)

∇× ~B = µ0
~js. (2.12)

These are the two London equations and the Maxwell equation (2.12). The
combination of Eq. (2.11) and Eq. (2.12) yields another important property of a
superconductor as

∇×∇× ~B = µ0∇× ~js = − µ0

ΛL

~B (2.13)

and as ∇ · ~B = 0 this equation transforms to

∆ ~B − µ0

ΛL

~B = 0. (2.14)

Regarding the half infinite interface between a superconductor (z > 0) and the
surrounding vacuum (z < 0) in a homogeneous magnetic field parallel to the inter-
face ( ~B = Bx ·~̂x), the solution of the equation above (Eq. (2.14)) is an exponential
decaying function of the distance z from the interface into the superconductor

Bx = B0
xe
−
√
µ0/ΛLz. (2.15)

The distance to which a magnetic field penetrates the superconductor is called
the London penetration depth

λL =

√
m

µ0nse2
. (2.16)

In the sketch in Fig. 2-4 the exponential decaying magnetic field in the inside of
a superconducting material is shown.

The London equations are able to explain both main properties of a superconduc-
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λL

normal superconducting

0
z

B

Figure 2-4: The magnetic flux density B is constant in vacuum (z < 0) and decays
exponentially inside a superconductor (z > 0) with penetration depth λL.

tor (zero resistance and the Meissner effect) but the theory does not explain the
formation of the superconducting phase. However, the London equations take
into account the difference between a normal current and a supercurrent in the
material as was proposed by Gorter and Casimir in their two fluid model.13

2.2.3 Cooper’s model of superconductivity

In distinction to the phenomenological theories described in the former and the
following section, Cooper’s model, the introduction of the two electron bound
state in form of a Cooper pair, and the BCS many body theory explain super-
conductivity from a microscopic point of view.24 This perspective is especially
useful for the understanding of some of the most important parameters of a su-
perconductor.

Electrons are fermions which are controlled by Fermi statistics.32 In a conduc-
tor, electrons occupy all energetic states up to the Fermi energy EF . This is
sometimes referred to as the Fermi-sea. Cooper showed that a weak attractive
interaction between electrons in this ground state leads to bound states of at
least two electrons.23 This attractive interaction between two electrons is medi-
ated by virtual phonons, as was already indicated by the isotope effect.18,19 As
the electron moves through the material, it attracts the nuclei of the atoms in the
lattice, forcing them to bend towards the path of the electron. A simple sketch
of this mechanism is shown in Fig. 2-5. In a similar consideration to that of the
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vF

ξ0

Figure 2-5: Sketch of the formation of a Cooper pair. In the left panel, an electron
(blue) is shown amidst the lattice atoms (red). The negatively charged electron attracts
the positively charged nuclei. The inert nuclei reach their maximum displacement only
after the electron moved on (right panel). The slightly closer nuclei, compared to the
neutral crystal, cause a positive excess charge at the former position of the electron
which follows the electron. This positive charge region attracts a negatively charged
electron. The size of this pair is the coherence length ξ0 of the Cooper pair. In a real
superconductor, the bound state is not between two electrons, but due to the opposing
momenta ~k of the electrons, the partner continuously change.

Born-Oppenheimer approximation the heavy nuclei are much more inertial com-
pared to the moving electron. This results in a retarded response to the charge
of the electron, so that the highest accumulation of positive charge is reached
far behind the electron. This trace of accumulated positive charge is a simple
model of the attractive interaction mentioned above. The so coupled electrons
are called a Cooper pair (CP). The size of a CP can be estimated by the dis-
tance of the electron and the maximum positive charge due to the nuclei to be
s = vF · 2π/ωD. With a typical Fermi velocity vF ≈ 108 cm/s and the Debye fre-
quency ωD/2π ≈ 1013 s−1 the result yields a size of a CP on the order of 1000 Å.
This size ξ0 can be identified with the previously introduced Pippard coherence
length for a pure sample at T = 0 and a mean free path l→∞.17 Obviously the
size of a Cooper pair and hence the range of the attractive interaction is orders of
magnitude larger than the Coulomb interaction between the two electrons. The
latter reaches just as far as a couple of Å inside of a crystal. In terms of quantum
mechanics the interaction can be described as the exchange of virtual phonons
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due to the interaction of the electron with the lattice.

To calculate the energy of the interaction, two electrons above the Fermi energy
are taken into account. The two electrons have a opposite wave vectors ~k1 =

−~k2 = ~k and with their positions ~r1,2 one gets the wavefunction:

ψ0 (~r1, ~r2) =
∑
~k

g~ke
i~k~r1e−i

~k~r2 (2.17)

with the normalisation coefficient g~k. This equation can then be inserted into the
Schrödinger equation

− ~2

2m

(
∇2

1 +∇2
2

)
ψ + V0ψ = (ε+ 2EF )ψ (2.18)

where V0 denotes the coupling energy for ε < EF and ∇1 and ∇2 the nabla
operators for the corresponding electron. The solution of this equation in a shell
of ~ωD around the Fermi surface results in the binding energy

ε ≈ −2~ωDe−2/N(0)V0 (2.19)

with N(0) the density of states at the Fermi level.31 Although this is just a rough
approximation, it shows that there is a two-electron bound state with a total
energy E = 2EF − |ε| below the Fermi energy for electrons with momenta above
the Fermi wavevector. This attractive force leads to an instability of the Fermi-
sea and to the creation of a high density of CPs, which occupy a new ground state
with a lower energy than EF . This new state is identical to the superconducting
phase.

The two electrons of a CP in an ordinary superconductor, such as e.g. tin and
lead, have identical, but opposite momentum and opposite spins with the con-
sequence, that a CP behaves like a boson. As bosons are controlled by the
Bose-Einstein statistics, all CPs are allowed to have the same ground state.
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2.2.4 Ginzburg-Landau formalism

The Ginzburg-Landau theory (GL) is another phenomenological theory of super-
conductivity.21 It is basically a modification of the London equations, (Sec. 2.2.2),
which are based on classical mechanics. Ginzburg and Landau expanded these
equations to a formalism which is based on quantum mechanics. The theory is
derived from universally valid thermodynamic assumptions and concentrates on
the macroscopic effects in a superconductor.

In the GL-theory the superconducting charge carrier density n∗s is expressed as
the square modulus of a complex order parameter ψ which has the form of a
pseudo-wavefunction

ψ (~r) = |ψ (~r)| eiφ(~r) (2.20)

and hence
|ψ (~r)|2 = n∗s. (2.21)

Based on Landau’s theory of second order phase transitions,33 the complex order
parameter ψ, which is introduced in Eq. (2.20), can be used to calculate the free
energy of the system close to the phase transition. Assuming only slow spatial
variations of the order parameter ψ, the free energy of the system f can be
expanded in a series of powers of the real variable |ψ|2 about the point T = Tc.
For the temperature T = Tc the value of n∗s vanishes and ψ0 = ψ (Tc) = 0. The
expansion of the free energy

f
(
|ψ|2

)
= f

(
|ψ0|2

)
+

df
(
|ψ0|2

)
d |ψ|2

(
|ψ|2 − |ψ0|2

)
+

1

2

d2f
(
|ψ0|2

)
d |ψ|4

(
|ψ|2 − |ψ0|2

)2
+ . . .

(2.22)
is usually cut off after the second order terms. The differential factors of the
first two terms of the expansion are defined as coefficients α (T ) and β (T ), which
simplifies Eq. (2.22) to

fs = fn + α (T ) |ψ|2 +
β (T )

2
|ψ|4 (2.23)

with the superconducting free energy density fs and the normal free energy den-
sity fn. With β (T ) > 0, the sign of α (T ) decides whether the system is in the
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Figure 2-6: The GL free energy functions for T < Tc (α < 0) and T > Tc (α > 0).

normal or superconducting state. The minima in ψ are determined by differenti-
ating equation (2.23). The solutions for

αψ + β |ψ|2 ψ = 0 (2.24)

are the trivial solution |ψ|2 = 0 which is the only solution for α > 0. This solution
corresponds to the normal state for T > Tc (red curve in Fig. 2-6). For α < 0

and T < Tc the solution is

|ψ|2 = |ψ∞|2 = n∗s = −α
β
. (2.25)

The earlier choice of β (T ) > 0 becomes obvious by close inspection of this defini-
tion. From Eq. (2.23) and (2.25) the energy difference becomes fs−fn = −α2/2β

which is only positive for positive β. This is shown in the black curve in Fig. 2-6.
ψ∞ is the bulk value of ψ which is reached infinitely deep into the material, where
the surface does not disturb the order parameter. The temperature dependence
of α(T ), which shows a sign change at T = Tc is approximated by expanding it

19



in linear form. This yields a T -dependence

α(T ) = α′(T − Tc) (2.26)

with a constant α′ for T → Tc and T < Tc. As α vanishes at Tc, so does ψ and

|ψ|2 = −α
′(T − Tc)

β
, (2.27)

which is a typical behaviour for a second order phase transition.

The above discussed model is so far only valid for a homogeneous system, i.e.
ψ = ψ∞ everywhere in the superconductor and no applied magnetic field. To
account for the energy an external applied field would add and the additional
energy originating from a gradient in the order parameter ψ, Eq. (2.23) has to be
amended. The energy from the magnetic field was introduced in Eq. (2.2). To
account for the additional energy of a gradient in ψ, this energy contribution is
written in a form in analogy to the Schrödinger equation as

1

2m∗

∣∣∣(−i~∇− e∗ ~A)ψ∣∣∣2 . (2.28)

Here, m∗ and e∗ are the mass and charge of superconducting charge carriers. As
was shown in Sec. 2.2.3, this is the mass and charge of a Cooper pair and hence
m∗ = 2me and e∗ = 2e. The combination of these terms with the free energy in
Eq. (2.23) leads to the full expression for an inhomogeneous superconductor in a
magnetic field

fs = fn + α(T ) |ψ(~r)|2 +
β(T )

2
|ψ(~r)|4 +

1

2m∗

∣∣∣(−i~∇− e∗ ~A)ψ(~r)
∣∣∣2 +

µ0H
2

2
.

(2.29)
The stable state is found by minimising the volume integral

∫
fsdV .34 The result

is the famous Ginzburg Landau equations:

αψ + β |ψ|2 ψ +
1

2m∗

(
−i~∇− e∗ ~A

)2

ψ = 0 (2.30)

~Js = − ie
∗~

2m∗
(ψ∗∇ψ − ψ∇ψ∗)− e∗2

m∗
ψ∗ψ ~A (2.31)
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where ~Js is the supercurrent density.

Assuming the absence of a magnetic field ( ~A = 0) Eq. (2.30) leads to the definition
of a characteristic lengthscale

ξ(T ) =

√
~2

2m∗|α|
, (2.32)

which is known as the GL coherence length. While the earlier defined coher-
ence length ξ0 (cf. Sec. 2.2.3) from the BCS theory is basically constant near the
critical temperature, the GL coherence length ξ(T ) diverges for T → Tc. The con-
nection between these two lengths with basically identical names is not obvious,
but for historical reasons, both are called coherence length. However, for very
low temperatures and pure metals, these two parameters become comparable,
ξ(T ) ≈ ξ0.35

In Sec. 2.2.2 the London penetration depth λL (Eq. (2.16)) was introduced. With
the definition of n∗s as in Eq. (2.25) the London penetration depth becomes the
temperature dependent penetration depth

λ(T ) =

√
mβ

2µ0|α|e2
. (2.33)

The parameters ξ(T ) and λ(T ) from Eq. (2.32) and (2.33) respectively, have a
similar T dependence in the form shown here (∝ |α(T )|−1/2 ∝ (T − Tc)−1/2) and
are usually combined to generate the dimensionless Ginzburg-Landau parameter

κ =
λ(T )

ξ(T )
. (2.34)

However, the series expansions used to derive the GL equation are valid only very
close to Tc, while at Tc both parameters, ξ(T ) and λ(T ), diverge. The critical
field Hc which results from the combination of equations (2.2) and (2.23) and the
identity (2.25) together with the definitions of ξ(T ) and λ(T ) above, is given by

Hc(T ) =
Φ0

2
√

2πλ(T )ξ(T )
(2.35)
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with the flux quantum Φ0 which will be introduced in the next section. The
theoretical T dependence deviates slightly from empirical data for Hc(T ) and
λ(T ), so that in fact, κ = κ(T ).35,36 The temperature dependence is usually
expressed as

κ(T ) =
κ(0)

1 + (T/Tc)2
. (2.36)

It was later shown, that the GL formalism can be derived from the BCS theory
for a superconductor very close to Tc.37 It is obvious from the way the formalism
was derived, that the GL theory has its limitations. The approximations and
the series expansions can only be used very close to Tc. But as the theory was
developed from a phenomenological approach, the GL theory is ideal to simulate
the behaviour of superconductors which is ruled by their size and geometry, as
the GL formalism allows easy 3D modelling of a specific boundary value problem.

2.2.5 The critical fields of a superconductor

The fluxoid

Magnetic field lines that penetrate a superconducting sample, turn small areas
from a superconducting to a normal state (cf. Fig. 2-7). The magnetic flux
through these normal domains is quantised, as was shown experimentally almost
simultaneously by Deaver & Fairbank and Doll & Näbauer and later by Little
& Parks.38–41 The smallest unit of flux in a superconductor is the magnetic flux
quantum:

Φ0 =
h

2e
= 2.0679× 10−7G cm2. (2.37)

The quantisation of the magnetic flux was already proposed by F. London,42 but
the nature of a Cooper pair was not understood when he proposed his fluxoid.
Because he did not take into account the doubled charge of a Cooper pair, his
original fluxoid was twice the value which was measured experimentally for a
superconductor.

Utilising the GL formalism, flux quantisation can easily be shown by inserting the
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Figure 2-7: The magnetic flux Φ through a normal region (N) within a superconducting
region (S). A contour C is chosen around the normal region.

wave function (2.20) into the second GL equation (Eq. (2.31)). The supercurrent
can then be written as:

~Js = − e~
2m
|ψ|2∇φ− e2

m
|ψ|2 ~A. (2.38)

The contour integral of the vector potential ~A around a closed path C gives, by
using Stokes’ theorem, the flux through the surface S enclosed by the path C.∮

C

~A · ~dl =

∫
S

∇× ~A · ~dS =

∫
S

~B · ~dS = Φ (2.39)

Rearranging Eq. (2.38) and inserting it in the equation above, one gets the quan-
tisation of the magnetic flux:

Φ =

∮
C

~A · ~dl = −m
e2

∮
C

~Js

|ψ|2
· ~dl +

~
2e

∮
C

∇φ · ~dl

︸ ︷︷ ︸
=2πn

= n
h

2e
− m

e2

∫
C

~Js

|ψ|2
· ~dl

︸ ︷︷ ︸
=0

.
(2.40)

The only condition for the order parameter function is, that the modulus of ψ
has a single defined value. This means, that the phase φ is a multiple of 2π, with
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Figure 2-8: A sketch showing the importance of ξ and λ at a normal/superconducting
interface. H decreases fromHc in the normal phase to zero inside of the superconducting
phase within the penetration depth λ, while the order parameter ψ increases from zero
at the interface to the bulk value ψ∞ in the superconducting phase. The ratio κ = λ/ξ
defines whether a superconductor is of type I or type II.

n ∈ N any integer, when the integral is over a full turn around C. The path C
can be chosen so that ~Js = 0 or ~Js ⊥ ~dl for the contour C. The second term of
the equation vanishes and with h = 2π~ the relation becomes Φ = nΦ0 with the
magnetic flux quantum Φ0 as defined in Eq. (2.37).43

Type I and type II superconductors

The two length scales, coherence length ξ and penetration depth λ, which are
derived from the GL formalism describe the behaviour of the order parameter and
the magnetic field at a normal/superconducting (N/S) interface. Each length
scale is responsible for an opposing energy contribution to the system. The
GL parameter κ, which is the ratio between these two parameters, provides a
measure for the interfacial energy, whose sign divides a superconductor in type I
and type II superconductors. Abrikosov was the first who studied theoretically
the boundary between normal and superconducting regions.22 A sketch of these
considerations is shown in Fig. 2-8.
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A rough estimate of the energy linked to the interface is possible by looking
at the free energy difference originating from the magnetic field penetrating the
superconducting region and from the absence of superconducting charge carriers
in the proximity of the interface.44 The free energy saved by letting the magnetic
field penetrate the distance λ into the superconducting phase with the area A
can be approximated as

E1 = λA
1

2
µ0H

2
c . (2.41)

A similar argument leads to the energy it costs to break the Cooper pairs up to
a distance ξ deep in the superconducting phase.

E2 = ξA
1

2
µ0H

2
c . (2.42)

The difference of these two contributions

∆E = ξA
1

2
µ0H

2
c − λA

1

2
µ0H

2
c =

1

2
µ0AH

2
c (ξ − λ) (2.43)

gives a measure of whether it is favourable to form such an interface and if free
energy is gained (∆E > 0) or if it costs energy to form an interface (∆E < 0)
and the formation of an interface is unfavourable.

In this estimation, the sign of ∆E changes when either ξ or λ gets larger than
the other and hence κ = 1 divides type I and type II superconductors. This value
is wrong by a factor of 1/

√
2 as the actual value is κ = 1/

√
2. This was shown

in a much more detailed calculation by Abrikosov.22

In the case of positive surface energy (ξ > λ), the superconductor is of type I.
∆E > 0 means that it costs energy to generate the N/S interface and hence the
building of such an interface is avoided. If, above a certain field, flux starts to
penetrate the superconducting region, a domain structure of normal and super-
conducting areas forms. If, however, ∆E < 0, energy is won by maximising the
interface between normal and superconducting regions and the superconductor
is of type II. As was shown above, a normal domain cannot have an arbitrar-
ily small magnetic flux connected with it, as the smallest amount of flux is the
magnetic flux quantum Φ0. Fig. 2-9a shows a cross section of such an Abrikosov
vortex. The order parameter ψ and hence the Cooper pair density ns = |ψ∞|2 is
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Figure 2-9: Cross-section of an isolated Abrikosov vortex showing the distribution
of the Cooper pair density |ψ(x)| and the magnetic field B(x) (a). Vortices arrange
in a triangular lattice. Supercurrents around the core keep the rest of the sample
superconducting (b).

zero at the centre of the vortex in a region somewhat larger than the coherence
length ξ in diameter.35,45 At the same time, supercurrents form around each vor-
tex (Fig. 2-9b) with a maximum current at a distance of λ from the core of the
vortex line.

The current flows in opposite directions for two neighbouring vortices, which
causes a repulsive force between two vortices. Abrikosov showed, that the vortices
form a periodic lattice as this maximises the individual spacings. His calculations
suggested a square lattice for the flux lines. It was later shown by Kleiner et al.
that the lowest energy state is actually a triangular lattice as shown in Fig. 2-9b.46

2.2.6 Flux entry at Hc1 and the nucleation field Hc2

It is apparent from the discussion in Sec. 2.2.5, that there are two different critical
fields for a type II superconductor where something significantly changes in the
superconducting state. The first field Hc1 is defined as the field below which
the sample is in the Meissner state, where the bulk of the sample is field free.
For fields between Hc1 and Hc2 flux lines fill the sample as the magnetic field is
increased until at a field of Hc2 superconductivity is destroyed and the sample
turns normal. This occurrence is shown in Fig. 2-10. With the GL formalism,
the energy of a single flux line can be calculated. Above the field Hc1 energy is
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Figure 2-10: The magnetic phase diagram of a type II superconductor. As opposed
to type I superconductors, two critical fields are defined (a). The first penetration
critical field Hc1 and the nucleation field Hc2. The magnetisation curve M(H) which
is shown in (b) shows that the sample is fully superconducting for H < Hc1, while for
Hc1 < H < Hc2 flux lines penetrate the sample. Only at Hc2 does the whole sample
turn normal.

gained by letting a flux line penetrate. The resulting field is

Hc1 =
Φ0

4πλ2
lnκ =

Hc√
2κ

lnκ. (2.44)

With increasing field, more flux lines enter the sample. In the Meissner state
|ψ|2 = |ψ∞|2 is the bulk value. This value decreases continuously to zero as
the field is increased. The flux lines come closer together and finally start to
overlap. For the case of an applied field very close to Hc2, where |ψ|2 � |ψ∞|2

equation (2.30) can be simplified by dropping the β |ψ|2 ψ term, which leads to
the linearised GL equation

1

2m∗

(
−i~∇− e∗ ~A

)2

ψ = −αψ. (2.45)

This equation is similar to the Schrödinger equation for a particle in a harmonic
oscillator potential, which can easily be solved. For this problem, the sample
dimensions are assumed to be infinite in all directions and the magnetic field is
parallel to the z-axis. The eigenvalues for this problem

En,vz =

(
n+

1

2

)
~ωc +

1

2m∗
m∗v2

z = −α (2.46)
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with the velocity vz parallel to the field and the cyclotron energy ~ωc = ~e∗H
m∗

Eq. (2.46) can be rearranged and solved for

H =

(
−α− v2

z

2

)
m∗(

n+ 1
2

)
~e∗

. (2.47)

For T < Tc, α < 0 and hence the maximum field is reached for n = 0 and vz = 0

which is for
H = −α2m∗

~e∗
. (2.48)

H can than be expressed in terms of the thermodynamic critical field Hc which
was defined in Eq. (2.35). The result is the nucleation field

Hc2 =
Φ0

2πξ2
=

4πλ2H2
c

Φ0

=
√

2κHc (2.49)

at which superconductivity starts to nucleate in a decreasing magnetic field.

This value of the nucleation field defines the actual value of κ for the crossover
from type I to type II superconductors. If Hc2 < Hc, the superconductor is of
type I and if Hc2 > Hc, the material is called type II. The two fields are identical
Hc2 = Hc for κ = 1/

√
2.

2.2.7 Surface superconductivity at Hc3

The nucleation field Hc2 was calculated for the bulk of the material inside an in-
finite sample in all dimensions. In a real sample, the surface plays an important
role and needs to be considered when calculating the field for which nucleation
takes place. Saint-James and de Gennes were the first to investigate the nucle-
ation field of a semi-infinite sample.47 The sample fills the half space x > 0 and
the magnetic field is applied parallel to the surface. The boundary condition of
a vanishing derivate of the order parameter at the surface x = 0 and x→∞

∂ψ

∂x

∣∣∣∣
surface

= 0 (2.50)
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Figure 2-11: Nucleation of superconductivity in a field parallel to the surface. Sketched
are the effective potential V with a minimum at ≈ 0.59ξ(T ) inside the superconductor
and the corresponding order parameter ψ.

is fulfilled by a similar ansatz as was used in Sec. 2.2.6 to calculate the nucleation
field Hc2 with the minimum of the potential at x0 = 0 or∞. In fact, the solution
yields the same eigenvalues for the nucleation field as Hc2. A potential with
lower eigenvalues than the one used above was constructed by Saint-James and
de Gennes by shifting the potential by the order of ξ into the sample and mirroring
the potential into the vacuum, forming a potential

V (x) =

{
V0 · (x− x0)2, x > 0

V (−x), x < 0
(2.51)

which also complies with the boundary condition of Eq. (2.50). The potential is
sketched in Fig. 2-11. It is clear, that the eigenvalues of this potential are lower
than of the original potential around x0 as the potential is lower and broader
than the original potential for a harmonic oscillator. A lower eigenvalue shows
that nucleation is easier and hence occurs at a higher field Hc3 > Hc2. The lowest
eigenvalue is reached for x0 = 0.59ξ. Saint-James and de Gennes were using
tabulated Weber functions to obtain the value for the third critical field Hc3.47

For an infinite surface parallel to the applied magnetic field, it is

Hc3 = 1.695 ·Hc2 = 1.695
√

2κHc. (2.52)

If, however, the semi-infinite sample is turned with respect to the field direction,
the value of the nucleation field changes gradually until it reached Hc2 for the
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Figure 2-12: Phase diagram of the critical fields in relation to the thermodynamic
critical field Hc for different values of κ.

surface orthogonal to the magnetic field. It is obvious, that this nucleation field
will play an important role in real samples, especially in small samples, where
the surface to volume ratio increases. These effects are discussed in Sec. 2.3.3.

2.2.8 Supercooling and superheating

Supercooling and superheating describes the metastability of the phase transi-
tion from normal to superconducting state and vice versa. Especially in type I
superconductors, supercooling and superheating can become very pronounced. A
phase diagram of the above discussed critical fields is sketched in Fig. 2-12. For
a high κ type II superconductor, the Meissner state is destroyed by the first flux
line which enters the sample at Hc1. For applied fields Hc1 < Ha < Hc2 the sam-
ple is in the mixed state, where flux lines penetrate the sample, turning it locally
normal. The bulk of the sample turns normal at Hc2 and only a surface sheath
stays superconducting for Hc2 < Ha < Hc3. The phase transition between normal
and superconducting is a second order phase transition and is hence continuous
and shows no hysteresis (cf. Fig. 2-13b).
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Figure 2-13: The different behaviour of the order parameter for type I and type II
superconductors. In a type I superconductor it is Hc2 < Hc. In a decreasing field,
the normal state theoretically supercools until Hc2 is reached, where the whole sample
turns to the Meissner state (|ψ|2 = ψ2

∞). In a real sample and if Hc3 > Hc2 however,
supercooling only applies until Hc3 is reached. Changing the sweep direction to an
increasing field, a real sample stays superconducting until the superheating field Hsh >
Hc is reached. In a type II superconductor on the other hand, with Hc < Hc2, a second
order phase transition occurs at Hc2 and |ψ|2 increases gradually.

Supercooling

The phase transition in a type I superconductor with an applied magnetic field is
a first order phase transition and is hence supercooled. An infinite sample with
κ < 0.71 in a decreasing magnetic field supercools until the nucleation field Hc2 is
reached. When nucleation starts in a type I superconductor, superconductivity
spreads through the whole sample and the order parameter jumps discontinu-
ously and non reversibly from |ψ|2 = 0 to |ψ|2 = ψ2

∞. If the field is increased, the
superconducting state is stable up to Hc, where the order parameter jumps from
the bulk value to zero. For samples with κ < 0.42 and hence Hc3 < Hc super-
cooling occurs only until Hc3 is reached. This is explained by the fact, that once
superconductivity nucleates at the surface of these samples, superconductivity
spreads into the rest of the sample and establishes superconductivity everywhere
in the sample. Supercooling down to Hc2 in a real sample with κ < 0.42 is only
possible if the surface of the sample is treated in a way to suppress surface su-
perconductivity. This can be done e.g. by plating the surface with a normal
conducting material.34,48 In this case the order parameter at the surface of the
sample is supressed and superconductivity tends to nucleate in the bulk rather
than at the surfaces.
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Superheating

Another effect of the first order phase transition of a type I superconductor is
superheating of the superconducting state. Superheating means, that the field
is increased to a value Ha > Hc, so that the energy of the superconductor is
greater than the energy of the normal state and the transition is delayed. This
is caused by an effective surface barrier which opposes the entry of flux into
the superconductor. The effect of superheating on the behaviour of the order
parameter in a type I superconductor is also shown in Fig. 2-13. In a type I
superconductor, superheating affects Hc, while in a type II superconductor, the
field Hc1, where flux first penetrates is affected.

Although superheating is an effect mainly observed in type I superconductors, the
first discussion of the surface barrier, which is mainly responsible for superheating,
was on a high κ type II superconductor.49 Bean and Livingston considered the
forces that act on the first flux line that enters a superconductor with κ � 1,
in an increasing magnetic field, in the Meissner state. The forces that lead to
the so called Bean-Livingston barrier are sketched in Fig. 2-14. Two competing
forces act on the vortex in the superconductor, close to the surface. The Meissner
currents (Js) along the surface of the superconductor exert a repulsive Lorentz
force on the flux. The force

FC = Js(x)Φ0, (2.53)

attempts to move the vortex further into the material.44 The current Js(x) decays
exponentially into the sample and is a function of the applied field Ha and the
distance x from the vacuum/superconductor interface

Js(x) = Js0e
−x/λ with

Js0 = Ha

λ
.

(2.54)

The force between the interface and the vortex is constructed by using its mir-
ror image, symmetrically positioned outside the sample.50 The resulting force
between the vortex and the interface, respectively its mirror image, is

FM = − Φ2
0

2πµ0λ3
K1

(
2x

λ

)
, (2.55)
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Figure 2-14: A single flux line close to the vacuum-superconductor interface. The force
~FC between the supercurrents along the surface and the vortex is repulsive, while the
force ~FM between the vortex and its mirror image is attractive.

where K1

(
2x
λ

)
is the Bessel function.44 The closest distance between vortex and

interface is x = ξ. By further approximating the Bessel function for small x to

lim
x→0

K1(x) =
1

x
(2.56)

Eq. (2.55) simplifies to

FM = − Φ2
0

2πµ0λ3ξ
(2.57)

and one gets the field H lim
s in the limit for ξ � λ. This is met for a type II

superconductor with κ� 1, where the two forces are equal to

H lim
s =

Φ0

4πµ0ξλ
=
Hc√

2
(2.58)

which is referred to as the London approximation. Although this approach is
useful to explain the basic principles of superheating, it is not able to fully explain
the superheating field. The above approach assumes the London equations to
apply everywhere in the sample, except from a region around the the vortex core
with a radius ξ. In addition, close to the field Hs where flux starts to penetrate,
the Cooper pair density ns close to the surface deviates from the value in the
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bulk and |ψ| is greatly reduced.

De Gennes considered this reduction of the order parameter at the surface for the
limit κ � 1,51 and he found that the maximum field for which a solution exists
is

Hs = Hc (2.59)

where the reduced order parameter f = ψ/ψ∞ vanishes at the surface.

The Orsay group later used this approach to calculate the superheating field for a
type I superconductor with κ� 1.52 The boundary conditions can be simplified,
as if λ � ξ for x < λ the order parameter is nearly constant and for x > λ

the magnetic field can be omitted. The field found by this approach is the κ
dependent superheating field

Hsh = κ−
1
2 2−

1
4Hc. (2.60)

In this approximation, the superheating field diverges to ∞ as κ→ 0.

This high barrier for small κ is apparent if one considers that for κ � 1 we
have λ � ξ. The size of a Cooper pair, the size ξ where |ψ| changes is here
much larger than the distance to which the magnetic field penetrates the sample.
The interaction between the applied field and the Cooper pair density hence is
suppressed.

This approximation was qualitatively confirmed by numerical calculations of Ma-
tricon et al..53 Their numerical solution, to the same problem considered by the
Orsay group, leads to a higher field, especially for larger values of κ (cf. Fig. 1
in Ref53). Comparing this calculation with the with the simplified form of equa-
tion (2.60), one finds that the behaviour towards the limits (κ→ 0 and κ→∞)
are equal for the two calculation methods. More recently in 1996, Parr et al.
and Dolgert et al. confirmed the calculation by Matricon with state of the art
simulations.54–56

Experimentally, supercooling and superheating on type I materials was exten-
sively studied amongst others by Doll et al. and Feder et al..57–60 They studied
tin and indium spheres with different surface treatments. Especially for super-
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heating, the surface treatment is of great importance. Local fluctuations, caused
by surface imperfections, in the Cooper pair density can change the barrier en-
ergy and hence facilitate flux entry. It was found, that the influence of these
surface imperfections vanishes, if they become small compared to ξ and/or λ.
Also, changing the order parameter, by changing the boundary conditions at
the interface, i.e. changing the S/I interface to a S/N interface by plating the
superconductor with e.g. copper or gold, influences the barrier and destroys
superheating of the superconducting state.

2.3 Superconductivity in mesoscopic samples

In the last section (Sec. 2.2) the general theory of bulk superconductivity was
introduced. The BCS theory or the London and Ginzburg-Landau equations are
important and valuable tools for the investigation of the properties and effects
apparent in superconducting samples. However, some of the most interesting
and striking effects of superconductivity are found in mesoscopic samples. A
sample is said to be in the mesoscopic regime if its size is of a similar order as
the superconducting length scales, namely ξ and λ. As both of these properties
are temperature dependent, and increase as Tc is approached, the sizes where
mesoscopic effects are observed also vary with temperature and very close to Tc
even comparatively large samples show mesoscopic behaviour. For tin, which is
extensively studied in this work, samples of the order of 1 µm show pronounced
mesoscopic behaviour close to Tc.

In this section, the focus is on discussing effects which occur due to the geometry
of the sample and which are important in order to understand the experimental
results.
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2.3.1 The demagnetising factor and the intermediate state

The demagnetising factor

Strictly speaking the demagnetising factor is not limited to mesoscopic samples,
but as a geometry controlled effect fits best in this section.

In Sec. 2.2.5 it was shown that for a type I superconductor the interface energy
is positive and that usually N/S interfaces are avoided. However, under certain
circumstances the energy that has to be brought up to form the interface is lower
than the energy which is needed to keep the sample in the Meissner state. In that
case, normal domains form inside the sample to minimise the overall energy. The
energy which is needed to keep the sample field free depends on the geometry of
the sample. The demagnetising factor takes the geometric effects into account.

Fig. 2-15a shows how the field lines are bent around the ellipsoid sample when the
sample is in the Meissner state. At the points furthest away from the centreline
of the field, "the equator", the magnetic field has a local maximum, while at the
points facing to and away from the field,"the poles", the magnetic field has a
minimum. As soon as the surface field Hs (cf. Fig. 2-15b), which is tangential
to any point of the sample, exceeds the critical field, the superconducting state
is destroyed. For an ellipsoidal sample such as the one in Fig. 2-15a, this is in a
band around the equator of the sample. For rectangular shapes (Fig. 2-15c) this
happens at the acute corners of the sample.

If a magnetic field ~Ha is applied to a material, the sample is magnetised and
hence generates a magnetisation ~M . The magnetisation in turn causes surface
currents which generate the, shape dependent, demagnetising field ~HD which
opposes ~Ha and ~M . The surface field on the inner surface ~Hi in the sample is
the superposition of these fields:

~Hi = ~Ha + ~HD = ~Ha − η ~M , (2.61)

with the demagnetising factor η, where 0 < η < 1 depends on the shape and size
of the sample.
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Figure 2-15: A superconducting ellipsoid in an applied field ~Ha. The surface field of
the sample ~Hs has the highest value at the edges of the sample and is lowest at the
centre of the sample, facing the direction of the applied field. The components normal
to the surface, ~Hn, and parallel to the surface, ~Hs, are indicated in (b). The solution
by Chen et al. uses the geometry shown in (c).61,62

The flux density ~B is defined by the internal field and the magnetisation as

~B = µ0

(
~Hi + ~M

)
(2.62)

which, rearranged, leads to

η ~B

µ0

+ (1− η) ~Hi = ~Ha. (2.63)

In the Meissner state, it is ~B = 0 for a superconductor and hence Eq. (2.63)
yields the internal field

~Hi =
~Ha

(1− η)
. (2.64)
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Figure 2-16: The magnetic phase diagram for a type I superconductor including an
intermediate state. For an applied field (1− η)Hc < Ha < Hc the superconductor is in
the intermediate state.

The decisive field for the retention of superconductivity is the internal field ~Hi

and if Hi =
∣∣∣ ~Hi

∣∣∣ > Hc, that is ignoring any supercooling and superheating at
this moment, the Meissner state is, at least partially, destroyed. The resulting
magnetisation curve is shown in Fig. 2-16, where the Meissner state breaks down
at Ha = (1−η)Hc and the sample enters the intermediate state, which, obviously,
has a lower magnetisation than the Meissner state.

Two extreme cases can be considered.

(i) An infinite cylinder or a thin plate with a field parallel to the long axis/plane
of the plate. Here the surface field is basically the applied field, with a
vanishing perpendicular component, which is not strongly bent around the
sample and hence η = 0.

(ii) For the same sample with the applied field perpendicular to the long axis/-
plane of the plate, the field cannot surround the sample and hence any
arbitrarily small field penetrates it and the sample has a demagnetising
factor of η = 1. The sample is always in the intermediate state. A pure
Meissner state cannot exist for this geometry.

For other shapes, the demagnetising factor can be calculated analytically or nu-
merically.63,64 For example the demagnetising factor for a sphere is ηsphere = 1

3
.
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The usual approach is to calculate the demagnetising factor for an ellipsoidal
shape, which is analytically possible. For more complex shapes, the demagnetis-
ing factor can still be calculated, either by using an inscribed ellipsoid, or by
trying to find an exact solution for a certain shape.65 Joseph et al. used a series
expansion to calculate the demagnetising factor for a range of shapes,66–68 while
Chen et al. found a method to analytically calculate the demagnetising factor
for long rectangular rods and rectangular prisms.61,62,69 The demagnetising factor
after Chen et al. for a rectangular prism with the side length 2a × 2b × 2c (cf.
Fig. 2-15c) has the form

Nf =
2

π
arctan

4ab

c
√

4a2 + 4b2 + c2
+

c

2πab
[F1 + Ff (a, b) + Ff (b, a)] , (2.65)

with

F1 =
√

4a2 + c2 +
√

4b2 + c2 −
√

4a2 + 4b2 + c2 − c and (2.66a)

Ff (u, v) = u ln
c2
(
8u2 + 4v2 + c2 + 4u

√
4u2 + 4v2 + c2

)
(4v2 + c2)

(
8u2 + c2 + 4u

√
4u2 + c2

) . (2.66b)

These equations were used to calculate the exact demagnetising factor for the tin
rod samples in this work.

The intermediate state

It was shown above, that any real sample has a demagnetising factor η > 0 and as
a consequence enters the intermediate state at an applied field Ha = (1 − η)Hc.
In Fig. 2-17 an infinitely long superconducting slap is shown with bundles of
flux penetrating the slab and forming normal regions in a laminar pattern. In
the normal regions the field has a strength Hn which is somewhat less than
the critical field Hc. In contrast to the domains in a type II superconductor
the domains usually contain a large number of flux quanta Φ0, although the
N/S interface of these domains is accompanied by an energy penalty due to the
positive surface energy of the interface. As was shown earlier in Eq. (2.43) the
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Figure 2-17: The intermediate state in a type I superconductor. The superconductor
of thickness t is penetrated by normal domains. Outside of these normal domains with
H = Hn, the superconductor is in the Meissner state (H = 0). dn (ds) is the size of the
normal (superconducting) domain and d is the overall period of the domains.

energy connected with the interface is

F1 =
1

2
µ0H

2
c δ

2t

d
, (2.67)

where δ = ξ − λ is the wall energy parameter and 2t
d

the area of the interface
per period d in the sample. As type I superconductors are considered, this term
is always positive. On the other hand, it costs energy to form a non uniform
magnetic field, i.e. bending the field lines, which surrounds the superconductor.
The relaxation of the field to uniformity by letting flux penetrate through the
normal domains of the sample, decreases the free energy and is hence opposing
the interface energy F1. This energy governed by the field Hn in the normal
regions and the periodicity d of the S/N pattern, is expressed as

F2 =
1

2
µ0H

2
n2d · f

(
h̃
)

(2.68)

with f
(
h̃
)
being a function of the reduced field h̃ = Ha

Hc
which has to be solved

numerically.70

However, it is possible to approximate this energy by looking at the field just
above the surface for the case that the field is uniform and the case where it is
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not. Defining the fraction of normal regions in the superconductor as ρn = dn/d

and noting that there is no field above the superconducting parts, the energy
density becomes

F non-uni
2 =

1

2
µ0ρnH

2
n. (2.69)

The flux applied through one period d is equal, whether the field is uniform or
non uniform. Assuming the length l of the domain,

Φ0 = Hald = Hnldn, (2.70)

and so Ha = ρnHn which leads to the second contribution to the energy, the
energy density of the uniform field

F uni
2 =

1

2
µ0H

2
a =

1

2
µ0ρ

2
nH

2
n. (2.71)

The difference of the two energy contributions at the surface ∆F surface
2 is now

F non-uni
2 − F uni

2 =
1

2
µ0

(
ρn − ρ2

n

)
H2
n =

1

2
µ0ρnρsH

2
n, (2.72)

where ρs = ds/d = 1− ρn is the superconducting fraction of the domains. To get
the energy density one has to multiply the surface contributions by the length it
takes the field lines to relax. This "healing length" L as introduced by Tinkham
is of the order of the lesser of dn and ds and is approximated as L = dρsρn and
hence

F2 = µ0ρ
2
nρ

2
sH

2
nd. (2.73)

The minimum of the sum F1 + F2 with respect to d gives the optimum length of
the laminar domains

d =

√
tδHc

ρnρsHn

≈
√
tδ

Ha

Hn
−
(
Ha

Hn

)2 . (2.74)

The function d
(
Ha

Hc

)
is shown in Fig. 2-18. The function is plotted for three

different thicknesses t = 0.5 µm, t = 1 µm and t = 2 µm and for a δ = 0.2 µm,
using ξ and λ from Tai et al..71 For Ha/Hn ≈ 0.5, the domain pattern has the
smallest lateral period, which is of the order of the thickness t. For the values
used for the graphs in Fig. 2-18, there is enough space in a sample of typically
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Figure 2-18: Plot of the domain size from Eq. (2.74) for δ = 0.2 µm and three different
thicknesses t. For Ha ≈ 1

2Hn, the domain period d is of a similar order to the thickness
of the sample.

1 µm in size to form the intermediate state. Only as Tc is approached, ξ and
λ increase and so does δ. Above a certain temperature, even large samples will
change from type I behaviour, inhibiting an intermediate state, to mesoscopic
behaviour, where the sample size is smaller than the laminar domain period.

The critical field HcI , where superconductivity is destroyed in the whole sample
(ρn → 1 and ρs → 0) is also controlled by the surface energy and is somewhat
lower than Hc, the critical field for the case of zero demagnetising factor. The free
energy of the system for the optimal value of d is assembled from the volume free
energies, scaled by their fraction of occurrence in the sample, plus the additional
surface energy due to the formation of the N/S interface

fI = ρsfs0 + ρn

(
fs0 +

1

2
µ0H

2
c +

1

2
µ0H

2
n

)
+
F1 + F2

t
. (2.75)

Minimising this equation with respect to ρn one gets (due e.g. Ref.35) the field
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inside the normal domains

Hn = Hc

√
1− 4

√
δ

t

Ha

Hc

, (2.76)

which is just Hn = Hc for Ha = 0 and decreases for increasing Ha to a value of

HcI = Hc

(√
1 +

4δ

t
− 2

√
δ

t

)
. (2.77)

The fieldHcI < Hc was proven experimentally for comparatively large cylinders.72

For films much thicker than the superconducting lengthscales, i.e. t � δ, the
expression for HcI can be simplified to

HcI ≈ Hc

(
1− 2

√
δ

t

)
, (2.78)

which is in good agreement with experiments on films with thicknesses on the
order of µm or even mm.73–75

The limiting case of equation. (2.78) is, that HcI vanishes for very thin films.
This, however, is not observed in real samples, as very thin films change in be-
haviour from type I to type II. Pearl showed that for thin films with t ≈ λ the
approximately infinitessimally thin and hence two dimensional current sheath
results in a long range repulsive force between single vortices. This is further
discussed in Sec. 2.3.3.

2.3.2 The geometrical barrier

The demagnetising factor introduced in Sec. 2.3.1 accounts only for the general
shape of the sample and fails to account for the effects due to corners of the
sample, or for very flat samples.

A first close investigation of the effect of different geometries on the penetration
field Hp was performed by Provost et al..76 The group studied the penetration
field for small, thin Pd discs, which show an irreversible behaviour when entering
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Figure 2-19: Flux penetration into a sample with rectangular cross-section in a per-
pendicular field. Superconductivity penetrates first at the corners (a and b), but above
a field Ha > Hp flux penetrates these corners and migrates into the sample.

the intermediate state. The demagnetising factor for a thin disk of diameter d
and thickness t with t/d � 1 is approximated as η = 1 − t/d. For the penetra-
tion fields, this gives Hp ∝ t

d
Hc. The experimental results, however, showed a

dependence Hp ∝
√

t
d
Hc instead. This result is explained by Fortini et al., who

consider an arbitrarily shaped sample in an external field.77,78

Fig. 2-19 shows how a normal domain enters the sample. For fields lower than
the penetration field Hp, only the corners of the sample are normal. If the ap-
plied field Ha is increased, the Meissner state becomes energetically unfavourable
and a normal domain in the centre of the sample would be energetically more
favourable. However, a domain cannot simply jump into the centre of the sample,
but has to migrate into the centre from one of the corners. Once a threshold field
Hp is reached (Fig. 2-19b), the normal corners are joined and flux can enter the
sample, forming a normal domain. By letting the flux enter, the field at the cor-
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ners is relaxed and the corners separate again, giving rise to a new barrier for the
next flux to enter (Fig. 2-19c). The fresh normal domain then migrates towards
the centre of the sample, minimising the excess energy in the field around the
sample (Fig. 2-19d). Sharp corners facilitate this barrier, as the field has to pen-
etrate these and turn the corners normal before flux can enter the sample. This
extra amount of energy is saved in a sample with rounded edges. The energy a
flux line costs, is proportional to its lengths. Hence in a cuboid, flat sample, the
position of the domain is only controlled by the force due to the supercurrents,
which drive it towards the centre of the sample. In an elliptical cross sectioned
sample, however, the domain has to grow in length as it moves inwards. This
energy just compensates the effect caused by the supercurrents.79 This gives rise
to an important difference in the behaviour. Once a normal domain is trapped in
the Meissner state in a sample with a rectangular cross section, the supercurrents
surrounding it move the domain to the centre of the sample and force it to keep
its position. As this is the most stable state, additional energy is necessary to
move the domain to the corner where it is able to leave the sample again. These
two barriers cause a hysteresis in the magnetisation behaviour. For a sample with
elliptical cross section however, there is no metastable state for the domain at a
given field and the domain leaves at the same field where it enters the sample.
This is exactly the effect Provost et al. measured for increasingly flat elliptical
disks. This effect in type I superconductors was originally called "edge-pinning",
which changed after a similar effect was observed and described for type II super-
conductors and it is now mainly referred to as the "geometrical barrier".80,81 The
effect occurs for samples of any size and for many different geometries.82,83 This
is a major difference to the superheating discussed in Sec. 2.2.8. Superheating
occurs for almost perfect, defect free, interfaces and prevents any flux to enter
the sample, while the above discussed geometrical barrier controls the behaviour
of macroscopic normal domains.

2.3.3 The nucleation field in a thin film

The thermodynamic critical field Hc, as well as supercooling Hsc = Hc3 and su-
perheating fields Hsh for bulk or semi infinite samples were discussed in Sec. 2.2.8.
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While for these geometries, the surface plays a secondary role, in thin samples
the boundary conditions change dramatically and the contribution of the surface
becomes dominant. Especially for the case of very thin samples, d� ξ, the order
parameter |ψ|, whose variations have a length scale of the coherence length, be-
comes basically constant everywhere in the sample. The same argument is valid
for the penetration depth λ, when d� λ the magnetic field is able to penetrate
throughout the whole sample, preventing a Meissner state anywhere in the sam-
ple. In Sec. 2.2.4 it was shown that both parameters diverge as Tc is approached.
Hence with increasing temperature, any sample becomes "thinner" with respect
to the superconducting length scales.

For a flat sample, two extreme geometries are considered. Ha parallel to the
long dimensions and Ha perpendicular to the long dimensions. The solution of
the GL problem of these two cases was found by Tinkham et al.84–86 For a field
perpendicular to the plane of the sample, the critical field is identical to the
nucleation field Hc2 introduced in Sec. 2.2.6

Hc⊥ =
√

2κHc. (2.79)

However, this changes drastically for a thin film in a parallel field, where the
resulting critical field is a function of the ratio between penetration depth and
thickness of the sample λ

d
and is, especially for very thin films with d� ξ, strongly

enhanced with respect to the thermodynamic critical field. It is

Hc‖ =
√

24
λ

d
Hc, (2.80)

while the phase transition is still of first order. Close to this value, the irreversible,
due to supercooling and superheating effects, phase transition, becomes first re-
versible before, for even thinner samples with d <

√
5λ, the transition between

superconducting and normal state becomes a second order phase transition (cf.
also Sec. 5). If Ha is increased towards Hc‖, the order parameter ψ approaches
zero continuously, while the effective penetration depth λeff diverges towards in-
finity. Experimentally, these fields were confirmed, amongst other materials, on
thin tin films,87,88 and on thin lead films.89,90
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Figure 2-20: The sketch shows a thin film in perpendicular field (a) with a large number
of vortices filling the sample. The samples in (b) and (c) show a sample in parallel field.
In the sample of intermediate thickness (b) vortices are able to enter, additionally to
the surface supercurrents, while this is not possible in the thin sample in (c). The field
direction is perpendicular to the plane of the page.

If the thickness of the film d ≈ ξ is of the same order as the coherence length,
the solution for Hc‖ under the assumption ψ = const is no longer valid. The
sketch in Fig. 2-20 shows the main difference in behaviour. Fig. 2-20a shows a
sample in perpendicular field, where a large number of vortices enters the sample.
Fig. 2-20b and c show a sample in parallel field, where for Fig. 2-20b it is d ≈ ξ

and for Fig. 2-20c d � ξ. The main difference between the two latter cases is,
that in a very narrow film, vortices are unable to enter and hence only surface
currents maintain the superconducting state, while in slightly thicker samples,
with a thickness of the order of the coherence length, vortices are able to enter.

In a sample with d � ξ the nucleation field is defined by the surface supercon-
ducting fieldHc3 (Sec. 2.2.7). If, however, two surfaces are brought close together,
the solution of the GL equations has to take both interfaces into account. If the
size of the sample goes below the critical thickness dc ≈ 2ξ, the minima of the
potential responsible for surface superconductivity fall together. Numerical cal-
culations show that for d < dc with dc = 1.84ξ the minimum of the potential is
in the middle of the sample, while for d > dc, the minima are shifted towards the
surfaces.91–93
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2.3.4 The critical field of a slab

In a thin slab, one more dimension is omitted and the two geometries discussed
above are basically combined in one single sample. With a magnetic field per-
pendicular to the long axis of the slab, the superconducting state is confined in
both directions, perpendicular and parallel to the applied field. Additionally, in
a real sample, the sharp, typically 90◦, corners of the slab change the way the
field can enter the sample.

Supercooling in a slab

The supercooling field marks the onset of superconductivity in a decreasing ex-
ternal field in a type I superconducting slab which is limited by surface super-
conductivity. The value for Hc3, derived in Sec. 2.2.7, is only valid for a semi
infinite sample. This limitation is obviously not suitable for a thin slab with
sharp corners. The problem is addressed, by using the boundary conditions of
a wedge shaped sample.94–96 Schweigert et al. found a numerical approximation
for a wedge with a corner, having an angle α and a radius r � ξ, λ, to be

Hc3

Hc2

=

√
3

α

(
1 + 0.14804α2 +

0.746α2

α2 + 1.8794

)
. (2.81)

The function is shown in Fig. 2-21. The value for a 180◦ wedge angle, which is
basically a semi infinite sample, is identical to the value obtained in Eq. (2.52).
It is

H180◦

c3 = 1.695Hc2. (2.82)

For a wedge with 90◦ angles, corresponding to a rectangular slab, the field is
enhanced to a value

H90◦

c3 = 1.96Hc2, (2.83)

which is even further increased for an equilateral triangular sample with 60◦

corners
H60◦

c3 = 2.52Hc2. (2.84)
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Figure 2-21: The graph shows the angular dependence Hc3(α) of the surface field as
approximated by Schweigert et al..96 The red circles mark the values for a semi infinite
sample with α = 180◦, a rectangular sample with α = 90◦, an equilateral triangle with
α = 60◦ and a sharp α = 30◦ corner.

An additional effect arises from the cross sectional area of the sample, which is
also addressed in the same publication. For a circle with an area S < (2.33ξ)2

the maximum of the order parameter is in the centre of the sample, comparable
to the solution of a thin film mentioned earlier. For an area S > (2.33ξ)2 a
vortex forms in the centre which changes the nucleation field. They showed that
the behaviour is qualitatively similar for a square and triangular samples with
different angles (cf. Fig. 1 in ref96).

These results indicate that the onset of superconductivity in a decreasing field
takes place at larger fields if the samples have sharp corners.
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Superheating in a slab

The superheating of the superconducting state, which is an effect of a microscopic
surface barrier as seen in Sec. 2.2.8, is more pronounced in a mesoscopic slab,
where the surface is more flawless than in large bulk samples. It is also clear that
the simple model of the vortex trying to enter can only work if the sample is wide
enough to contain a vortex. Numerical calculations of the superheating field for
different slab widths have been performed by Landau and Rinder.97 Especially
close to the crossover from a first to a second order phase transition, which occurs
at the critical thickness dc ≈

√
5λ, the superheating field changes with the width

of the sample. For the calculations, Landau and Rinder used a symmetric form of
ψ in a slab of infinite length. For very thick slabs, the resulting field is identical
to the field from equation (2.60) and decreases with decreasing thickness. For
very thin slabs (d ≈ 10λ) the dependence of Hsh on the GL parameter κ seems to
vanish, and the calculations for two different values of κ join a common minimum
ofHsh at d ≈ 4λ. Further decreasing the size results in an increasing superheating
field which becomes identical to Hc for d < λ (cf. Fig. 3 in ref97).98–100

2.4 Superconductors in close contact

So far, all considered interfaces have been between superconductor and vacuum.
The boundary condition for the order parameter ψ at these interfaces is simply
the vanishing derivative of ψ. If, however, another material is in contact with
the superconductor, the boundary conditions for ψ changes, so that ψ either is
suppressed, or enhanced close to the interface. To account for the different cases,
the surface extrapolation length b is defined and the new boundary condition is

∂ψ

∂x

∣∣∣∣
x=0

=
1

b
ψ

∣∣∣∣
x=0

. (2.85)

In Fig. 2-22 the behaviour of ψ at an interface is shown for a vacuum/super-
conductor interface (b = ∞), an interface where ψ is suppressed (b > 0) as in
a ferromagnet/superconductor interface and a superconductor/superconductor
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Figure 2-22: The surface extrapolation length b depends on the behaviour of the
order parameter ψ at the surface of the sample (x > 0). b > 0 is a supression of
ψ as in a superconductor/ferromagnet interface, b < 0 is an enhancement due to a
superconductor/superconductor interface, where the superconductor in the x < 0 half
space has a higher Tc and/or Hc and is hence "deeper" in the superconducting state.
b =∞ is a superconductor/vacuum interface.

interface where ψ is enhanced (b < 0). In conjunction with the framework of the
GL equations these boundary conditions allow the simulation of any interface.

Considering the case where ψ is enhanced at the interface (b < 0), it is of major
interest to investigate if superconductivity on one side of the interface can act as
seed for superconductivity in the other material. Usually the image of "wetting"
within a first order phase transition is used to describe this process.101,102 If one
considers a drop of liquid on a solid surface, depending on the surface energies
between liquid and solid, the liquid can either wet the material, or remain as
a drop on the surface. This is analogous to the situation of a superconducting
phase in contact with a normal phase. In type I materials with low κ the su-
perconducting phase spreads easily into the sample, which can be seen from the
supercooling of a sample, which only occurs down to the surface field Hc3. In
a decreasing field, as soon as the surface field Hc3 is reached, the whole sample
turns superconducting.

Examples of a negative surface extrapolation length b are e.g. the enhancement
of the order parameter by changing the surface, which leads to the so called
twinning plane superconductivity which were theoretically and experimentally
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investigated.103,104

However, the interface between two different superconductors is theoretically ex-
plored in the framework of the GL equations by a number of groups, but ex-
periments on these systems are very rare.105–112 The results of the simulations
for different values of b and ξ have in common that an increase in the critical
field Hc, as well as in the critical temperature Tc is possible and is predicted to
different extents. When two superconductors with different critical temperatures
are in close contact, e.g. tin with Tc = 3.72 K and lead with Tc = 7.2 K, Cooper
pairs are able to pass from the superconducting lead into tin, even if Ha > HSn

c

and/or T > T Sn
c .

2.5 Superconductivity and ferromagnetism

2.5.1 Ferromagnetism

The last sections illustrate that superconductivity is usually incompatible with
magnetic fields, as these tend to destroy superconductivity, by breaking the
Cooper pairs. However, the addition or cancellation of magnetic fields can be
used to suppress or enhance the effective magnetic field inside a superconducting
material and hence affect the superconducting state.

Materials are called ferromagnetic if the material can be magnetised by an exter-
nal field and keeps the magnetic field in the form of a permanent magnetisation
~MFM, even when no external field is applied. The name derives from the Latin
word for the element iron, and this effect is known since ancient times.

Ferromagnetism, is a special case of paramagnetism. The magnetisation of a
sample is defined as

µ0M = µ0χH0 = χB0 (2.86)

where χ is the magnetic susceptibility. With a susceptibility −1 < χ < 0 the
magnetisation opposes the external magnetic field. This is defined as diamag-
netism, and a superconductor in the Meissner state is a perfect diamagnet (cf.
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Figure 2-23: (a): A very simplified magnetisation curve for a soft ferromagnetic mate-
rial. The magnetisation shows a clear hysteresis with the magnetisation changing from
the saturation magnetisation + |Msat| to − |Msat| at the coercive field − |HC | and back
at + |HC |. (b) In a large, real sample, the switching process does not occur in one large
step, but in many small steps. This is called the Barkhausen effect.115

Sec. 2.2.1) as it fully expels the external field. A positive susceptibility (χ > 0)
defines paramagnetism, where the magnetisation points in the same direction as
the externally applied field. If, however, the magnetisation does not vanish after
switching off the external field, the effect is called ferromagnetism.

Ferromagnetism occurs mainly in elements with an incomplete electronic shell
such as the transition metals and rare earth elements. The spins of the unpaired
electrons of adjacent atoms interact and align. This is caused by the so called ex-
change interaction which was firstly described by Heisenberg in the late 1920s.113

The exchange interaction is a purely quantum mechanical phenomenon, which is
a result of the Pauli exclusion principle.114 It forbids identical quantum states for
neighbouring atoms. In a ferromagnetic material, the parallel alignment of the
spins, and hence the magnetic moments, leads to an energetically more favourable
configuration than for antiparallel spin alignment.

A simplified magnetisation curve for a soft ferromagnet is shown in Fig. 2-23a.
Coming from the pristine state (H = M = 0), the magnetisation increases with
increasing field up to the saturation value Msat. A further increase of the field
has no effect on the magnetisation. Decreasing the field in our simple model has
no effect on the sample magnetisation which stays constant at Msat. Only as the
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coercive field HC
2 is reached, the sample jumps from +Msat to −Msat and hence

swaps the direction of its magnetisation. This leads to the hysteretic behaviour
seen in Fig. 2-23a. This simple model ignores a couple of effects which occur
in a real sample. For the work at hand, the Barkhausen effect is of particular
interest.115 In a real sample, the process of switching magnetisation is less abrupt
than shown in the sketch in Fig. 2-23a, however, and on a microscopic scale, the
switching of single domains is visible as small steps in the magnetisation curve
(Fig. 2-23b). These features were first seen by Barkhausen in 1919 after whom
the effect is named.

2Not to be confused with the critical field Hc of a superconductor.
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2.5.2 Shape anisotropy

Although a ferromagnetic sample can be magnetised in any direction by apply-
ing an external field, the energy needed usually differs for different axes. One
can usually distinguish between the easy and hard axes of a magnet, where a
small or large field is needed to magnetise the sample, respectively. The axes
are controlled by the crystalline anisotropy and the shape of the sample. The
exchange interaction due to the spin orbit coupling is not necessarily equal for
different crystallographic axes, which results in a crystal lattice anisotropy of the
magnetisation. For single crystal ferromagnets, this has to be taken into account.
The ferromagnetic samples used in this work are all polycrystalline and hence the
former effect is largely averaged out and not relevant here. The shape anisotropy,
on the other hand, plays an important role in this work, where thin ferromagnetic
films are used. In Fig. 2-24 two different geometries are shown. The argument is
similar to the discussion of the demagnetising factor of a superconducting sample
above in Sec. 2.3.1. The magnetisation of the sample causes magnetic polarisa-
tion charges on the sample surface which build up an additional field, opposing
the external field. This stray field incorporates a certain amount of magneto-
static energy and the larger the surface is where these poles form, the higher this
energetic cost. It is clear, that a magnetisation along the long axis (Fig. 2-24a)
has the lowest and a magnetisation parallel to the short axis (Fig. 2-24b) has the
highest amount of polarised surface. This leads to the formation of an easy axis
along the long axis of the ellipsoid and a hard axis perpendicular to this.116 This
effect is strongest in thin films, where for most common materials the easy axis
lies in the plane, while the hard axis points out of the plane of the material. For
nickel, which is used in the experiments in this work, this conclusion is correct for
sufficiently thick films. Perpendicular anisotropy is observed in thin nickel films
with a thickness of 8 - 10 monolayers.117 This is about two orders of magnitude
thinner than the shell thickness of the crystals investigated in Sec. 7.
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Figure 2-24: The shape anisotropy of magnetisation due to the different build-up of
surface poles in an ellipsoid magnetised parallel (a) and perpendicular (b) to the long
axis. Due to the smaller surface in the former case, this is energetically favoured.

2.5.3 Ferromagnet - superconductor interaction

The interaction between superconductors and ferromagnetic materials has been
widely studied. Composite samples of superconducting and ferromagnetic materi-
als are usually referred to as ferromagnetic superconducting hybrids (FSH).118–122

The ferromagnetic material may be used e.g. as vortex pinning sites in thin
samples,121,122 or as magnetic dots on rod shaped samples.123,124 Experimental
studies, however, have been restricted to one-dimensional nanowires/nanorods,125

two-dimensional layered structures126–131 or arrays of ferromagnetic nanodots pat-
terned on top of thin superconducting films.132–135 Truly 3D systems with super-
conducting cores and ferromagnetic shells only recently became possible and are
discussed later in this work.136

The main interaction between the superconducting and ferromagnetic materials is
here due to the magnetic stray fields. This effect was correctly described by Jac-
carino and Peter in 1962 after experiments by Clogston and Chandrasekhar.137–139
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Figure 2-25: Interaction of a ferromagnetic shell with a superconducting core. The
stray field HFM caused by the magnetisation MFM of the shell partially cancels the
effect of the external fieldHext. The lowered effective field acting on the superconducting
state, allows to maintain the Meissner state at fields much higher than Hc.136

In the first description of the Jaccarino-Peter effect, the authors describe the in-
teraction between the spin of rare earth atoms in the materials and the external
field which is hence compensated and the effective magnetic field is lowered. This
gives rise to materials which are non-superconducting at fields H = 0 due to the
internal field caused by the rare earth elements and only enter the superconduct-
ing state at field |H| � 0 when the field due to the ferromagnet is compensated
and the effective internal field is lowered below Hc2 for the material. Although the
Jaccarino-Peter effect describes the interaction on a microscopic scale, the effect
can easily be scaled up and instead of single spins, macroscopic domains can cause
a field which opposes the externally applied field. In Fig. 2-25 a sketch shows
the participating fields in a superconducting/ferromagnetic core/shell structure.
In this simple sketch, the magnetisation of the top face is ignored as the pre-
dominant magnetisation of this part will be parallel to the film due to the shape
anisotropy discussed above. The shell magnetisation, MFM , causes a stray field
HFM which points in the opposite direction to the magnetisation. Here, the ex-
ternal field is parallel to the shell magnetisation and hence the fields HFM and
Hext point in opposite directions. The effective field at the position of the core
can now be lower than the critical field, even if the external field is larger than
Hc. Applications of this macroscopic Jaccarino-Peter-like effect could be high
field particle detectors, where superheated tin particles are currently used. Their
working fields could be shifted to much higher values due to the field compen-
sations,140 other applications include superconducting memory devices.141–143 In
the Memory devices, proposed by Nemes et al., the shell magnetisation is "writ-
ten" with a high magnetic field and, depending on the magnetisation direction,
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a low field would "read" either a normal or a superconducting core acting as a
digital "0" or "1". The core-shell samples discussed in Chapter 7 exhibit ex-
actly the necessary properties and could probably be adapted to be used in such
applications.
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Chapter 3

Electrochemistry

3.1 Introduction

Mesoscopic superconducting samples can be fabricated using a range of differ-
ent methods.144–149 A common technique is lithographic patterning, which can
be used to get two dimensional samples.150,151 A lithographic pattern, which is
exposed in some form of resist, is used to either etch or deposit material in the
mask. The samples are usually polycrystalline thin films, forming a mesa of a
given shape. The acuteness and smoothness of the sample is hereby limited by
the wavelength of lights and grain size of the materials used in the process (cf.
Section 4.2). Additionally, polycrystalline thin films are always type-II supercon-
ductors.

The use of focused ion beams (FIB) to deposit material in defined shapes is
another technique which is used to grow mesoscopic samples.152 To deposit a
metal with a FIB, a precursor is used which decomposes under the influence of
the ion beam. It is almost impossible to remove all remains of the precursor,
hence there is always some contamination of the precursor in the final sample.
Although the FIB method can be used to grow three dimensional (3D) samples,
the material is amorphous and contaminated with carbon.

Electrochemistry is a technique, where the growth of a crystal, from a solution of
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dissolved metal ions, can be controlled. It is hence ideal to controllably fabricate
3D, single crystal samples with a wide range of sizes and shapes. Electrochem-
istry has been successfully used to fabricate superconducting and ferromagnetic
samples.153–156 The shapes that can be obtained from electrodeposition are how-
ever limited by the material and the set-up used. However, electrodeposition can
be used to deposit a metal onto a template, e.g. in the fabricated holes of an-
other material to form nanotubes,157–159 or to plate another sample with a shell
of controllable thickness.136,160–162

The history of electrochemistry began in the late 18th century when Luigi Galvani
experimented with frog legs and found the connection between certain chemical
processes and an electrical current in 1780.163 Scarcely 20 years later, Alessandro
Volta developed the first battery which provided electrical energy from chemical
processes. Luigi Brugnatelli was the first who used one of the batteries invented
by Volta to electroplate gold in 1805.164 In 1832, Faraday found the laws, now
known as Faraday laws, which describe the proportionality between charge, mass
and specific weight in electrolysis. This finding led to applications in modern
electrochemistry.

The use of electrochemistry can be divided into two main areas. The active use,
where current is used to control chemical reactions, and the passive use, where
chemical reactions are used to provide available electrical energy. The latter is
used in batteries and fuel cells and is of minor importance for the work described
in this report. The former is mainly used to plate different metals for large scale
industrial applications. Scaled down, these plating processes are able to fabricate
structures in the range of single nanometres to several micrometers.

A metal which is immersed in pure water will form metal ions, which will enter
into solution. The excess electrons are left in the metal and cause a charge in the
bulk metal

M(s)
−−⇀↽−− M x+ + x · e−(m). (3.1)

This charge prevents further ions from forming and going into solution. For most
materials, this process comes to a halt after only a small amount of material
is dissolved. The process can be controlled by controlling the amount of excess
electrons in the metal. If electrons are drained, more metal ions can form and
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Figure 3-1: The electrode/solution interface as described by Grahame.165 The main
charge is between the electrode and the outer Helmhotz plane (OHP). The influence
of the electrode is significant within the diffusive layer thickness. Specifically absorbed
ions reach as close as the inner Helmhotz plane (IHP). The potential φ is sketched at
the bottom, where the potential at the metal surface φm approaches a constant value
φs in the bulk solution.

enter into solution. If, on the other hand, electrons are added to the metal, less
ions are able to dissolve and ultimately the process can be reversed, reducing
the metal ions in solution which will then precipitate as neutral atoms. Fig. 3-1
shows a sketch of the interface between the metal (electrode) and the solution
(electrolyte). The free electrons in the metal and the free ions in the solution are
spatially separated, the interface hence behaves similar to a capacitor. The sur-
face of the electrode is covered with solvent molecules and specifically adsorbed
metal ions. Specifically adsorbed ions are adsorbed directly on the surface with-
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out a complete solvation sphere. The so called solvated ions have a complete
solvation shell around them. If these are adsorbed, they are called nonspecif-
ically adsorbed ions. Specifically adsorbed ions define the thickness of the In-
ner Helholtz Plane (IHP), while nonspecifically adsorbed ions define the Outer
Helmholtz Plane (OHP).165 The diffusive layer is defined as the region, where the
influence of the electrode dominates the behaviour. The potential φ is sketched
in the bottom of Fig. 3-1. The potential at the metal surface φm approaches the
bulk solution value φs with increasing distance x.

In the diffusive layer, the electrostatic forces govern the movement of the ions,
while at larger distances from the electrode electro neutrality exists. The thick-
ness of the diffusive layer depends on the ion concentration, where a higher con-
centration means a thinner layer. A typical dimension of the diffusive layer is of
the order of 10 nm.

3.1.1 Crystal nucleation and growth

Nucleation

Two bulk phases in an equilibrium will always try to stay in this equilibrium. If
a force is applied, one phase will transform into another to keep the system in an
equilibrium. In a system with only one phase, like the electrolyte, a driving force
has to be applied to form a new phase. The system is in a supersaturated, or
metastable state if the applied force is not strong enough to overcome the energy
barrier to form a new phase. Well known supersaturated systems are superheated
or supercooled liquids. Once the phase change starts to take place, the new phase
will nucleate in small clusters.

The nucleation of one phase from another can be discussed using the Gibbs free
energy G of the system.166 Although originally used to describe the condensation
of liquid from the vapour phase,167–169 it also works for the nucleation of solids
from liquids or solutions.170,171 The total change of the Gibbs free energy ∆G

consists of the surface excess energy ∆GS and the volume excess energy ∆GV .
∆GS is a positive contribution to ∆G due to the interfacial tension between the
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Figure 3-2: Free Energy diagram for nucleation. The Gibbs free energy as function of
nucleus size. The positive surface contribution ∆GS and the negative volume contri-
bution ∆GV result in a maximum critical Energy ∆Gcrit for a critical nucleus radius
rc.171

nucleus and the supersaturated solution, while ∆GV is the negative contribution
of the bulk formation of the solid material. For a small, spherical particle the
surface growth ∝ r2 while the volume growth ∝ r3. The difference in Gibbs free
energy ∆G is

∆G = ∆GS + ∆GV

= 4πr2γ +
4π

3
r3∆Gv

(3.2)

with the interfacial tension or surface energy γ and the free energy of formation
of the bulk phase per unit volume ∆Gv. This function is shown in Fig. 3-2. For
small r the quadratic surface term dominates, hence ∆G > 0 and for large r, the
cubic term of the volume dominates and hence ∆G < 0. Differentiating Eq. (3.2)
yields a critical radius r = rc where the maximum positive ∆G = ∆Gcrit is
reached. A particle that tries to minimise its energy will shrink if it is smaller
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a) b) c)

Figure 3-3: Illustration of the three different growth modi, Frank-van der Merwe (a),
Stranski-Krastanov (b) and Volmer-Weber (c).

than r = rc until it disappears. Larger particles with r > rc will continue to grow
to minimise their free energy.

The nucleation straight from bulk, without involvement of foreign particles acting
as seeds for the nucleation, as shown above, is called homogeneous nucleation.171

If, however, foreign particles (i.e. in the form of the electrode surface) are present,
the nucleation is called heterogeneous nucleation. The latter usually yields a much
higher nucleation rate and has a lower ∆G′crit < ∆Gcrit.171,172 This is caused by
the smaller surface contribution of a semi spherical nucleus that starts to grow at
the surface of the electrode. Additionally, the surface of a real electrode/solution
interface is not atomically flat. Steps, terraces and other inhomogeneities form
cavities where the initial surface of a growing nucleus is considerably reduced.

Three distinct growth modes can be distinguished as illustrated in Fig. 3-3. The
adhesion between the atoms and the surface of the electrode depends on a num-
ber of factors. The chemical bonds between identical metal ions and between
metal ions and the electrode surface control how and where atoms are preferably
adsorbed and hence contribute to the nucleus. This depends not only on the
relative free energies of the electrode surface and the dissolved metal ions in the
electrolyte, but also on the lattice mismatch between the deposited material and
the electrode, the deposition rate and the temperature.173,174

If the adhesion between deposited material and substrate is strong and similar
to the adhesion between individual atoms of the metal, and there is a low lattice
mismatch, the material will grow in layers which ideally cover the whole sub-
strate surface before a new layer is started. This growth is called Frank-van der
Merwe growth (Fig. 3-3a). Strain due to a lattice mismatch adds up with increas-
ing number of layers. Above a critical value, the strain will be relieved as the
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material starts to form 3D crystal islands instead of forming another layer, this
growth is then called Stranski-Krastanov growth (Fig. 3-3b). A low surface free
energy of the substrate leads to a lower adhesion between substrate and deposit.
Hence, once a nucleation site on the substrate is occupied, it is energetically
more favourable to increase the size of this nucleus than occupying a new site.
This mechanism is called Volmer-Weber growth (Fig. 3-3c).167 This mechanism
is obviously the most interesting growth mode for electrodeposition of single 3D
structures. As substrates with low surface free energy highly oriented pyrolytic
graphite (HOPG) or boron doped diamond (BDD) are ideal materials. Addition-
ally, both materials are chemically inert and can easily be prepared. The surface
of HOPG is atomically flat in large parts of the surface with numerous step edges
between the flat terraces. The BDD surface consist of randomly oriented grain
surfaces and grain boundaries.

The crystals nucleate on the electrode in a semi-random manner. Fig. 3-4a shows
three possible sites on a non-atomically flat surface. The different sites vary by
the number of neighbouring atoms in the lattice. The site labelled (α) has three
neighbouring atoms, while (β) has two and in (γ) only one side of the nucleus will
be in contact with the electrode. On HOPG, crystals grow prevalently along step
edges, as terraces are almost electrochemically inert.175 These step edges form
every time in a random manner when the HOPG is prepared. In Fig. 3-4b tin
crystals on HOPG are shown where two large step edges are visible. In contrast to
HOPG, where step edges are the preferred nucleation sites, on BDD the density
and occurrence of nucleation sites depends on the orientation of the individual
crystalline grains and their surfaces. Fig. 3-4c shows densely grown tin crystals
on a BDD surface, illustrating the effect of different grain orientations and grain
boundaries.

Crystal growth

Once a stable nucleus has been created, its growth depends mainly on the mass
transport from solution to the nucleus and the surface reaction in which the in-
tegration of the atoms into the nucleus are controlled. Three main mechanisms
control the mass flow to the nucleus; diffusion, convection and migration.176 Con-
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500 µm 100 µm

Figure 3-4: (a) Sketch of the available sites for nuclei to form on a crystal surface. (b):
Nucleation along step edges on HOPG and (c) on particular grains on BDD.

vective mass transport is unimportant for crystals smaller than 10 µm and small
applied potentials.171,176 Migration can be suppressed by adding a high concentra-
tion of charged molecules to the electrolyte, which masks the charge build-up due
to the ion separation.176. The main process responsible for the mass transport is
diffusion of the ions, hence the process is said to be diffusion controlled.

The nucleus draws the ions from a semi spherical diffusion zone around it. The
dimensions of the nucleation zone are controlled by the applied potential, the
concentration of ions and the time from the moment when the potential was ap-
plied. As the diffusion zones grow, the diffusion zones of two crystals in proximity
will overlap (cf. Fig. 3-5). The initial 3D semi spherical diffusion for an isolated
crystal will be confined by the merging diffusion zones. In the limit of very long
times, the diffusion changes from 3D semi spherical to 1D linear diffusion (Fig. 3-
5a). Scharifker and Hills analysed this behaviour in detail.177 Nucleation and
growth happens in two different ways. For instantaneous nucleation, all nuclei
form at the same time and from that time, the diffusion zones grow. All crystals
have the same "age" (Fig. 3-5b, top). If new crystals are formed at all times dur-
ing the crystal growth, the nucleation is called progressive nucleation (Fig. 3-5b,

66



t2 > t1t1 > t0t0 = 0

t2 > t1t1 > t0t0 = 0

a)

b)

instantaneous nucleation

progressive nucleation

Figure 3-5: A sketch showing the growth and merging of diffusion zones for neigh-
bouring crystals. The side view (a) illustrates the crossover from 3D spherical diffusion
to 1D linear diffusion. The top view shows the difference between instantaneous and
progressive nucleation for three different times t0 < t1 < t2 after initial nucleation took
place (b).

bottom). The distribution of crystal dimensions is obviously more homogeneous
for the instantaneous nucleation than for the progressive nucleation. The way in
which the crystals nucleate governs the way in which the overall current changes
and hence can be investigated via the current/voltage transient. The method is
named after its proposers Scharifker and Hills and uses the number of nuclei for
progressive nucleation at a given time t which is

N = N0

(
1− e−At

)
, (3.3)

depending on the saturation nucleus density (number of active sites on the elec-
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Figure 3-6: The I2

I2m
(t/tm) functions for instantaneous and progressive nucleation as

described by Scharifker and Hills.177

trode) N0 and the nucleation rate constant A.178 For instantaneous nucleation,
it is clear that N = N0 6= N(t). Due to conservation of mass, the total mass
incorporated in the crystals can be identified by the integrated current over the
time of the crystal growth

t∫
0

I (u)

(
dN(t)

dt

)
t=(t−u)

du. (3.4)

This was solved numerically by Scharifker and Hills (S-H) for the two cases of
instantaneous nucleation (N = N0 6= N(t)) and progressive nucleation (N =

N(t)). The result is expressed in the form of normalised currents and times
where Im (tm) represents the maximum current Im and the time tm at which the
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maximum current occurs:(
I2

I2
m

)
inst

=
1.9542

t/tm

(
1− e−1.2564(t/tm)

)2
(3.5)(

I2

I2
m

)
prog

=
1.2254

t/tm

(
1− e−2.3367(t/tm)2

)2

. (3.6)

These functions are shown in Fig. 3-6. Although the Scharifker Hills nucleation
model gives a good estimation of the nucleation process from the I(t) charac-
teristic, it oversimplifies the actual nucleation process. Without knowledge of
further parameters, such as optical images of the actual nuclei, it is not suitable
to unambiguously evaluate the nucleation process.

3.2 Experimental set-up

Fig. 3-7a shows a sketch of the electrochemical set-up. A polytetrafluoroethylene
(PTFE) container was used as electrochemical cell which holds the electrolyte.
PTFE was chosen because of its chemical inertness. Usually about 50 mL of
electrolyte were used in the cell. 10 mm diameter PTFE disks were used to
hold the working electrode (WE), which was either a 3 mm× 3 mm boron-doped
diamond (BDD) (Windsor Scientific, Berkshire, U.K.) with a boron content of
about 0.1 %, or a 5 mm×5 mm square piece of highly ordered pyrolytic graphite
(HOPG). For the BDD, the PTFE disk was fitted with a cavity to hold the
diamond, which was then on exactly same level as the top of the disk. Electrical
contact was established with a metal screw through the back of the disk, to
which the BDD was glued with silver loaded epoxy. This mounting made it easy
to polish the diamond, as its surface was levelled to the rest of the PTFE disk
(Fig. 3-7b). The HOPG was glued to the top of the PTFE disk, which was fitted
with a screw again to gain electrical contact. To allow only the surface of the
BDD or HOPG to come into contact with the electrolyte a piece of Kapton tape
with a 2.5 mm diameter hole was used to seal off everything but the central part
of the electrode, Fig. 3-7c. A hole in the centre of the cell took the screw of the
electrode. PTFE tape was used to make sure that the cell was sealed, and the
electrode was connected to the potentiostat using a nut and a crocodile clip.
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Figure 3-7: A sketch of the electrochemical set-up showing the electrochemical cell
with electrolyte (El), working-, reference- and counter electrode (WE, RE and CE
respectively) connected to the potentiostat. The inset shows a simple model of the
potentiostat (a). (b) and (c) show a BDD and an HOPG working electrode respectively.

The BDD was polished using 3 µm and 1 µm alumina powder (Buhler) on a
microcloth (Buehler, Lake Bluff, IL) and thoroughly rinsed in DI water to get a
clean surface prior to each use. The HOPG was cleaved using a piece of scotch
tape. Large flakes on the surface were carefully removed with the corner of
a piece of scotch tape. Contact between scotch tape and the surface of the
electrode, which was used to plate, was avoided. If the surface was still uneven,
the cleavage was repeated.

During the experiment the working electrode was horizontally flat when immersed
in the electrolyte. Counter and reference electrodes (CE and RE) were attached
to a lid which was placed on top of the cell during the experiment. As a counter
electrode a piece of platinum (Pt) foil (Advent Research Materials Ltd., Oxford,
U.K.) was used which was attached to the potentiostat using a crocodile clip. A
silver/ silver chloride (Ag/AgCl) electrode was used as a reference electrode.
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The reference electrode was freshly prepared before each set of experiments. A Ag
wire (Advent Research Materials Ltd., Oxford, U.K.) was immersed in saturated
NaCl solution and a potential of +2 V was applied for about 10 s, during which
time the wire turned completely black. The same electrode was used as a reference
electrode for all experiments in one series. Between experiments the wire was kept
in the dark to avoid degradation.

The potentiostat was connected to a computer which allowed full control over
the applied potential.

The electrolyte solutions were freshly prepared prior to each experiment from
tin(II)tetrafluoroborate (Sn(BF4)2) or lead(II)tetrafluoroborate (Pb(BF4)2) so-
lution, Fluoroboric acid solution (HBF4) (all Sigma-Aldrich, U.K.) and Milli-Q
water (Millipore, resistivity of 18.2 MΩ·cm−1). All solutions were de-aerated with
argon before use.

3.3 Crystal growth

The following section explains the experimental methods used to grow the crystals
for this work with the equipment described above (cf. also Appendix A).179 Prior
to starting the growth process a potential of +1 V was applied for 30 s to strip
off any impurities on the electrode and give it a final clean. The potential was
reduced to 0 V for another 30 s to let the solution and the potentiostat settle,
after which a constant overpotential was applied for a predefined timespan or
until a certain charge was transfered and the required material deposited. After
deposition the working electrode was removed from the electrolyte and carefully
rinsed with DI water. The DI water was then blown off with a stream of argon,
the deposit examined under an optical microscope and imaged with a scanning
electron microscope (SEM) (S-4300 Scanning Electron Microscope, Hitachi) or
an atomic force microscope (AFM) (MFP-3D, Asylum Research).
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3.3.1 Pure tin crystals

One of the main goals of this work was to establish a method to electrodeposit
3D tin crystals for further analysis. Previous works had focused on the deposi-
tion of thin films180 as well as dendritic growth181,182 and the growth of nanos-
tructures.183–186 Gómez et al.187 investigated the nucleation and electrochemical
growth of microcrystallites with relatively poorly faceted habits.

The techniques used in these experiments were refined to electrocrystallise sam-
ples with a better surface quality and a better controllability of their dimen-
sions. The shapes, which can be grown from tetrafluoroboric Sn(II) solutions,
range from square cuboids to complex dendritic shapes as Sn(II) concentration
and growth potential are increased. All solutions used in these experiments had
a concentration of 1 M BF –

4 and a Sn(II) concentration between 10 mM and
100 mM.

Fig. 3-8a shows a typical cyclic voltammogram (CV) for a tin concentration
of 25 mM and 1 M BF –

4 . The CVs for other concentrations are qualitatively
identical. The only differences in the CVs for different tin concentrations are that
the curve is shifted on the potential axis and the charge transfer is larger for higher
Sn(II) concentrations. The CV was recorded from −1 V ≤ U ≤ 1 V, but for
U > −0.4 V no current flowed and this part is not shown in the graph. A negative
current in the CV means that the Sn(II) ions are reduced and hence material is
deposited. A positive current indicates the oxidation and stripping of ions of
the material from the electrode surface. Deposition starts where the current
suddenly decreases to a negative value. For the CV in Fig. 3-8a this happens at
-710 mV. A reduction peak is visible at -890 mV. An oxidation peak is visible for
increasing voltages at -515 mV. For the deposition, a constant voltage is applied
and the current is recorded. Three depositions from the 25 mM Sn(II) solution
at three different potentials are shown in Fig. 3-8b. The curves at -720 mV
(black), -760 mV (red) and -780 mV (green) illustrate the two main regimes which
were used to grow the crystals. The lowest overpotential leads to a continuously
rising current and hence slow nucleation and growth of the crystals, for such low
potentials, the diffusion of material occurs faster than the incorporation of new
material in the crystal, and this growth is kinetically limited.188 The bottom
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Figure 3-8: (a) Typical cyclic voltammogram for 25 mM Sn(II) solution with respect
to the Ag/AgCl reference electrode. Scan rate: 50 mVs−1. The deposition of tin starts
at -710 mV. A reduction peak is visible at -890 mV and an oxidation peak at -515 mV.
(b) I-t curve for three different potentials (-720 mV, black; -760 mV, red and -780 mV,
green) in 25 mM Sn(II) solution. (c) I2

r (tr) curve for two measurements with a clear
maximum Im (tm). The model of instantaneous (inst) and progressive (prog) nucleation
after Scharifker and Hills177 are shown as dotted lines.179

curve in Fig. 3-8b is at the highest overpotential of -780 mV and shows a rapidly
increasing current for the first 2.8 s and a decrease thereafter (diffusion limited
growth). The curve in the middle at -760 mV shows some intermediate behaviour.
The I-t characteristics of the curves shown demonstrate that at low overpotentials

73



a small number of simple shaped, faceted crystals such as cuboids, which have a
low surface energy, form. Higher overpotentials lead to a higher density of crystals
and much more complex shapes can form. Complex snow flake like crystals or
dendrites with high surface energies form at high overpotentials. The nucleation
in the diffusive regime occurs as progressive nucleation according to the model by
Scharifker and Hills.177 In Fig. 3-8c the two high potential curves from Fig. 3-8b
are plotted in the form I2

I2m

(
t
tm

)
(cf. Sec. 3.1.1 and Fig. 3-6). Both curves fit very

well to the model of progressive growth, especially for times shorter than tmax.
The lower overpotential, however, deviates from the numerical model for long
times, indicating that the process in this case is not fully diffusion controlled as
described in the Scharifker and Hills model, and that the process has a significant
kinetic component.189

The growth of tin crystals from Sn(BF4)2 follows the Volmer-Weber mechanism
as it is more favourable for the tin atoms to bind to an existing nucleus than
to start growing a new nucleus. The number of active sites depends strongly on
the material used for the working electrode. The number of crystals on BDD
is typically higher than on HOPG, but the general size and shape distribution
is similar on the two substrates. The growth mechanism of tin dendrites from
SnCl2 in HCl was extensively investigated and described by Wranglén.181 This
work can be used and adopted to understand the growth and crystal orientation
of the microcrystals prepared in this work. The dimensions of the crystals were
accurately measured using SEM and AFM images as well as using an optical
microscope, where a micromanipulator was used to move and turn the crystals
while observing them, which allowed a full 3D view of individual crystals.

Tin crystallises in two different configurations at room temperature, but only
β-tin is able to form large faceted crystals. β-tin crystallises in a body-centred
tetragonal lattice with a two atom basis and a = b = 5.82 Å and c = 3.17 Å. The
second atom of the two atom basis is at 1

2
a and 1

4
c. Wranglén observed that den-

drites grow along the [110] direction and are formed from single pyramids whose
tips point in the [001] direction. Simple geometrical considerations show that the
theoretical angle between the (001) base plane of the pyramid and the side of the
pyramid (101) is 28.6◦. Although these pyramidal dendrites were not observed
in this work, the same geometrical considerations explain the observed shapes of
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crystals. Due to the very low cohesion energy of tin187 and the low overpotentials
used, the atoms were given plenty of time to rearrange on the crystal, forming the
energetically most favourable shape. The evolution of crystal habits as a func-
tion of Sn(II) ion concentration and applied overpotential is shown in Fig. 3-9.
Generally, an increase of complexity is visible with increasing Sn(II) concentra-
tion and overpotential. The first row of images shows crystals that were grown
from 10 mM Sn(II). Fig. 3-9(a and b) show relatively large square cuboid rods,
while the crystal in (a) seems to be hollow. For higher potentials, (c - f), the crys-
tals look like the outer skeleton of a square cuboid with defects along the middle
and in the centre. The crystals grown from a 25 mM solution are larger for the
same growth time, but still show a general cuboid shape. Low overpotentials, (g -
i), lead to ordered square cuboid crystals, while higher overpotentials and longer
growth times, (j - l), yield mostly hollow skeletons with an exterior cuboid shape.
The two bottom rows show crystals from the highest investigated concentrations.
Low overpotentials still lead to rather complete, solid square cuboids (m) while
higher overpotentials lead to very complex, dendritic crystals, (o - r and t - x).
There are, however, still cuboid structures visible in the crystals. For example
in Fig. 3-9(u and w) the crystal ’scaffold’ looks like a number of cuboids held
together by an outer skeleton. The pyramid angle described above can be seen
in many of our crystals e.g. in Fig. 3-9(c, e, h and k). Here the end of the cuboid
is cut at exactly this angle (cf., Fig. 3-10b), while for Fig. 3-9(h and n) the end
is cut at an angle of about 30◦ (cf., Fig. 3-10c). For the crystals in Fig. 3-9(c, e
and k) the cavity is symmetric around the centre of the crystals, suggesting that
a twin plane runs through the crystal. These observations indicate that the long
axis of the cuboids corresponds to the [001] direction, while the two (equal) short
lengths are along the two equivalent directions [100] and [010] (cf. Fig. 3-10a),
consistent with the conclusions of Gómez et al..187 This is the shape expected
for a slow kinetically-limited growth when the energetically-favoured high atomic
density surfaces are selected.

For higher concentrations and overpotentials the growth mechanism changes. The
fastest growth seems to happen along the body diagonal [111] direction (e.g.
Fig. 3-9(o and p)) while the faces of the cuboid are only partially developed. For
the highest concentration (Fig. 3-9 bottom row) the crystals grow in a dendritic,

75



a)
c)

b)
d)

e)
f)

10 mM g)
h)

l)
j)

k)
i)

25 mM

p)
n)

r)
o)

m
)

q)

50 mM

x)
u)

t)
w

)
s)

v)

100 mM

In
cr

ea
si

ng
 o

ve
rp

ot
en

tia
l

F
ig
ur
e
3-
9:

E
le
ct
ro
n
m
ic
ro
gr
ap

hs
of

cr
ys
ta
ls

gr
ow

n
un

de
r
di
ffe

re
nt

co
nd

it
io
ns
.
R
ow

on
e:

10
m
M
,a

)
an

d
b)

30
s
at

-7
40

m
V
,c

),
d)

an
d
e)

30
s
at

-7
60

m
V
,
f)

30
s
at

-9
00

m
V
.
R
ow

tw
o:

25
m
M
,
g)

an
d
h)

30
s
at

-7
20

m
V
,
i)

30
s
at

-7
30

m
V
,
j)

an
d
k)

90
s

at
-7
30

m
V

an
d
l)

30
s
at

-7
80

m
V
.R

ow
th
re
e:

50
m
M
,m

)
an

d
n)

30
s
at

-7
20

m
V
,o

)
an

d
p)

30
s
at

-7
60

m
V
,q

)
an

d
r)

30
s
at

-8
00

m
V
.R

ow
fo
ur
:
10

0
m
M
,s

)
an

d
t)

30
s
at

-8
00

m
V
,u

)
an

d
v)

30
s
at

-8
20

m
V
,w

)
30

s
at

-8
60

m
V

an
d
x)

30
s
at

-9
00

m
V
.

T
he

sc
al
e
ba

r
is

5
µm

in
al
lc

as
es
.1
79

76



a)

b)

c)

(001)

(100)

{101}

{100}

{100}

twinning plane

(010)

α = 28.6°

α
α

α α

Figure 3-10: The crystallographic orientation of some of the structures observed. a)
the general growth planes and directions, b) symmetric growth about a twinning plane,
c) asymmetric growth.179

fern-like manner. The crystals in Figs. 3-9(u and x) show, in particular, that the
structures still grow as single crystals, albeit multiply-twinned ones. The main
branches are of quite irregular shapes but at the end caps the cuboid parts are
arranged along identical axes. Spherical diffusion layers are formed around more
acute pointed parts of the crystal, resulting in more efficient 3D diffusion. This
leads to faster growth at these locations and incident atoms have little time to
diffuse on the surface, resulting in a highly non-equilibrium surface structure.
This explains the formation of the skeletons, since the fastest growth occurs at
the corners rather than the faces of the crystal. This is also the origin of the
dendritic growth when, even further away from equilibrium, the crystal grows
preferentially at the crystal corners rather than at edges or on faces.182

Despite the large variety of crystal shapes, the most interesting shape for the
measurements in the work are simple cuboids, e.g. in Fig. 3-9b. Although the
ideal crystal should have a square cross-section, this is not always true for real
crystals. Many crystals had a slightly lower "height" than "width" when grown
flat on the electrode.
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a) b) c) d)

WE

Electrolyte

Figure 3-11: A sketch of electrocrystallisation and electroplating to form a core-shell
structure. An electrolyte with the ions for the core is used to grow a crystal on the
working electrode (WE) (a and b). After the growth process, the electrolyte is ex-
changed to another electrolyte (c) and the shell is plated on all but the bottom side of
the existing crystals (d). Ideally no shell-material will be deposited on the electrode.

3.3.2 Core-shell crystals

Electrodeposition offers an easy way to plate a crystal of one material with an-
other material whose overpotential for plating is higher than the one for the first
material. This condition is true for the plating of Pb on Sn from fluoroboric acid
solutions. The basic principle of growing a core and plating it with a shell is
shown in Fig. 3-11. The core is grown from Sn(II) solution as described above
(Sec. 3.3.1). After growth of the core, the electrolyte is replaced by another elec-
trolyte. The solution for the lead shell was typically 10 mM Pb(II) and 1 M
BF –

4 . The overpotential for lead is slightly higher than the overpotential for tin
as shown in Fig. 3-12. For the HOPG working electrode used and the Ag/AgCl
reference electrode, tin starts to deposit at an overpotential of -730 mV and lead
at -760 mV. To plate the tin crystals with lead, but not reduce the tin from
the already formed crystals, the potential for plating has to be larger than the
potential for reducing tin. Good results were achieved for a plating potential
slightly higher (≈ 10 mV) than the potential for the tin growth. HOPG led
to generally better results than BDD. On BDD a considerable amount of lead
formed crystals on the electrode, while on HOPG almost no lead deposit was
visible at the electrode surface. This is probably due to the much lower number
of active nucleation sites on the HOPG compared to the BDD. After the plating
the crystals had a rough look (cf. Fig. 3-13a - c), indicating that the lead film is
polycrystalline on top of the tin. The shell covers all exposed surfaces of the tin
crystal. Only one side, where the crystal is attached to the electrode, is not com-
pletely covered in lead. If the bottom of the crystal is not completely attached
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Figure 3-12: Cyclic voltammogram for 10 mM Sn and 10 mM Pb solutions on the
same HOPG electrode. The electrode was freshly prepared before the measurements.
The graph shows the last of six consecutive scans.

to the electrode, a partial coverage of the bottom is possible. The thickness of
the shell was estimated by comparing the charges of the tin and lead deposition.
The total charge Q =

∫
I(t)dt is a measure for the amount of material deposited

and is directly proportional to the deposited mass Q ∝ M . The dimensions of
the core-shell structure are measured using an AFM scan and lead to the volume
of the shell

Vshell = Vtot − Vcore
= l · w · h− [(l − 2d) · (w − 2d) · (h− d)]

(3.7)

using the length l, width w and height h of the crystal, as well as the unknown
thickness of the shell d. Under the following assumptions, the thickness of the
shell can be approximated:

(i) The shell is even on all five sides of the cuboid, which were exposed to the
electrolyte during deposition.
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(ii) The amount of material used to form one core and the amount of material
to form the shell on that specific core are proportional to the total charge
transmitted during the electrodeposition.

(iii) All deposited material counts towards the shell thickness.

Although these conditions are not perfectly met, this approach yields a reasonable
value for the thickness d. The proportion of the volumes and the charge can be
connected through the density ρ of the material and give

Vshell
Vcore

=
mshell

mcore

· ρcore
ρshell

=
Qshell

Qcore

· ρcore
ρshell

(3.8)

which can be solved for d.

A much more precise measurement of the dimensions of the structure is possible
with a focused ion beam (FIB), which can be used to slice and mill a portion of
the crystal. Fig. 3-13d shows a sketch of the dual beam system. While the FIB is
used to mill the crystal perpendicular to the electrode surface, the electron beam
of the scanning electron microscope (SEM) is used to image the cross-section
while the milling is in progress. The SEM looks at the cross-sectional interface
at an angle of 52◦ due to the construction of the dual beam system. After milling
to the desired depth, the intersection is imaged using the same SEM to record
a high resolution image. Fig. 3-13a, b show two cross sections of two different
core-shell structures which were measured at the dual beam FIB-SEM at the
IAC in Bristol with the assistance of Dr. P. Heard. For the sample in Fig. 3-13a
the charge ratio was exactly Qshell

Qcore
= 1

2
and the result of Eq. (3.8) gives a shell

thickness of d ≈ 200 nm with ρPb = 11.34 g/cm3, ρSn = 5.769 g/cm3 (190) and
the dimensions l = 6 µm, w = 4 µm and h = 4 µm, while the shell thickness
measured from the image is d ≈ 120− 220 nm depending on the position of the
measurement. These values are in good agreement which shows that, although
strict assumptions apply, the result of Eq. (3.8) gives a good estimation for the
shell thickness. Fig. 3-13b shows the cross section of a tilted grown rod. As
illustrated in this image, the lead plates also on the lower surfaces of the rod.
Only where the rod touches the electrode no lead film is visible.
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Figure 3-13: Two FIB milled cross-sections of Sn-Pb core-shell structures (a and b)
and an AFM scan of a cuboid Sn-Pb core shell structure (c). The geometry of the dual
beam FIB used to mill and image the crystals is shown in the sketch in (d).

Attempts were made to examine the Pb-Sn interface using energy-dispersive X-
ray spectroscopy (EDX) at the centre for electron optical studies (CEOS) at the
University of Bath, but the spatial resolution of the system was not high enough
to resolve details at the interface. The typical resolution of the system used
is ≈ 1 µm and as the X-rays are emitted from as deep as 1 µm inside of the
sample, no quantitative conclusion could be made. Nevertheless, careful analysis
of the images in Fig. 3-13a, b does suggest that no alloying occurs at the interface
between the tin core and the lead shell.

The preparation of core-shell structures is not limited to the growth of Sn-Pb
core-shell structures. Pb-Ni and Sn-Ni superconducting-ferromagnetic core-shell
structures were prepared in a similar way by Sara E. C. Dale.136 Results for these
crystals are shown in Sec. 7.
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Chapter 4

Hall magnetometry

4.1 Introduction

The Hall effect, which is utilised in a magnetic probe in this work, was discovered
in 1879 by Edwin Herbert Hall at the Johns Hopkins University in Baltimore while
working on his doctoral thesis.191 He found that, when exposed to a magnetic
field, the force acting on the charge carriers in a metal strip, which are in motion
due to a current flow through the metal, generates a voltage difference between
opposite sides of the metal.

Fig. 4-1a describes the Hall effect schematically. A current ~I is flowing through
a metal strip of thickness d. The current results in the electrons flowing in the
opposite direction with the drift velocity ~vd. An applied magnetic field ~B per-
pendicular to the plane of the sample results in the Lorentz force ~FL which drives
the electron towards one side of the sample. If a hole is considered, this force
will point in the opposite direction and hence leads to a separation of the charge
carriers. The accumulation of negative charge on one side and positive on the
opposite side of the sample generates an electrical field ~EH and associated force
~FH on the electrons which opposes the Lorentz force. In equilibrium, these two
forces are balanced and a constant Hall voltage UH builds up between opposite
sides of the channel. With ~B and ~I perpendicular to each other as shown in the
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Figure 4-1: a) The Hall effect for electrons (e−) moving with the drift velocity ~vd due
to a current ~I in a magnetic field ~B. The Lorentz force ~FL on the electrons results in
the Hall voltage UH . b) Sketch of the band structure of a 2DEG Hall probe as used in
this work.192,193

sketch in Fig. 4-1a, the Hall voltage is expressed by

UH = RH · |I| · |B| . (4.1)

The Hall coefficient in general is RH = (n · e · d)−1, with the charge carrier con-
centration n, the electron charge e and the sample thickness d, and depends on
the material and the sample dimensions.

The use of a two dimensional electron gas (2DEG) in the material enhances the
Hall effect at low temperatures and gives a better signal-to-noise ratio (SNR)
for measurements with small Hall probes and at low temperatures as will be
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explained in the following chapter. Most state-of-the-art systems currently use
semiconductor heterostructure GaAs/AlGaAs Hall probes.192,194,195

To form a 2DEG, two materials with different band gaps are used to form a het-
erojunction. The lattice constants for GaAs and AlAs are very similar, especially
for GaAs and Al0.3Ga0.7As where they are almost identical, while the band gap
is different, this makes the latter two materials ideal candidates to form such a
heterojunction.192 The difference in the two band gaps and the screening of the
charge carriers due to the different position of the Fermi enegry EF leads to a V-
shaped potential well at the interface, where the conduction band EC dips below
the Fermi energy in a spatially confined layer. The thickness of this narrow layer
is of the order of 10 nm. The band structure for a 2DEG in a GaAs/AlGaAs
device as used in this work is shown in Fig. 4-1b.

For a 2DEG, the Hall coefficient becomes RH = (n2D · e)−1 in terms of the 2D
charge carrier concentration n2D, which results from the dimensional confinement
of the states. As a 2D system is considered, the Hall coefficient becomes inde-
pendent of the thickness d of the flow channel, as this dimension is no longer
available for the electron movement.

Semiconductor Hall probes are the best choice for the fabrication of very sensitive
Hall probes. As can easily be seen from Eq. (4.1), a low charge carrier concen-
tration results in a large Hall coefficient RH and hence in high sensitivity to an
applied magnetic field. To increase the second parameter in Eq. (4.1), I, the con-
ductivity of the systems needs to be as high as possible at low temperatures. This
is achieved by the spatial separation of the doped layer and the 2DEG.196 The
electrons, caught in the 2DEG, are separated from their donor impurities by an
undoped layer of AlGaAs, which virtually eliminates ionised impurity scattering,
the main mechanism that limits the low temperature conductivity of bulk doped
semiconductors.

To estimate the quality of a Hall probe the signal to noise ratio (SNR) is usually
used. The SNR of Hall probes, as mentioned above, is usually limited by Johnson
noise.197–200 The root mean square (r.m.s.) voltage UJN for a bandwidth ∆ν is
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given by197

U2
JN = 4kBTRC∆ν. (4.2)

kB is the Boltzman constant, T the temperature of the system and RC the re-
sistance of the current channel. The ratio between the signal UH and the noise
UJN is the SNR = UH/UJN . The SNR of our Hall probe is, where µ is the carrier
mobility,

SNR ∝
√

µ

n2D
· I (4.3)

which shows that materials with a high mobility µ and a low charge carrier
concentration n2D are ideal for applications as Hall probes. Both criteria are
met in a GaAs/Al0.3Ga0.7As 2DEG Hall probe. (n2D = 2.7 × 1011 cm−2 and
µ = 30 m2/V s at T = 4 K in the dark.199)

Microfabricated GaAs/Al0.3Ga0.7As Hall probes are ideal devices to probe mag-
netisation at low temperatures. In addition to the excellent SNR and the low
detectable fields, the electrons move ballistically inside the Hall cross at low
temperatures. This is due to the large mean free path of the electrons at low
temperatures, which is of the order of or larger than the Hall cross. While in the
diffusive regime, the magnetisation measured by the Hall cross is rather compli-
cated to determine as a much larger area, including parts of the leads, has to be
taken into account, in the ballistic regime the Hall voltage is mainly connected
with the average magnetic induction across the junction 〈B〉 by a simple, linear
relationship,201,202

UH ∝ RH =
α 〈B〉
n2De

(4.4)

where α is a coefficient accounting for the collimation of the electrons. The colli-
mation of the electrons becomes more complex with increasingly rounded corners
of the Hall probe (cf. Fig. 4-2, increasing r).203,204 Qualitatively this effect can
be described by the trajectory of an electron through the Hall cross. The Hall
effect is quenched if the electrons pass the channel in an almost straight line (T1)
so that no potential is generated between the two leads, or if the electrons are
moved along a cyclotron orbit smaller than the width of the channel (T3). T2

shows the ideal path for the electron to follow in order to maximise the Hall coef-
ficient and hence maximise the sensitivity of the Hall probe. Extremely rounded
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Figure 4-2: Sketch of a Hall cross with rounded corners (with radius r), width w and
three different trajectories (T1, T2 and T3) for an electron.

corners as shown in Fig. 4-2 lead to "guiding-center drift" which basically guides
the electrons around the corner, leading to the enhancement of the resistance up
to the value of the contact resistance of the lead, which is practically indepen-
dent of the magnetic field.205 It has been shown that slightly rounded corners
of the Hall probe do not affect the magnetisation measurements dramatically.206

While a perfect, square cornered, Hall cross responds linearly to the magneti-
sation through the central square w2, for a Hall cross with rounded corners of
radius r the field within an area of (w + 1.4r)2 has to be taken into account and
the relation is approximately linear within an error of about 2 % (cf. Figure 3 in
ref.206). The average magnetic field is 〈B〉 ∝

∫
B dx dy, i.e. the measured Hall

voltage is proportional to the flux through the area of the sensor. Therefore, these
Hall sensors can be considered as micro fluxmeters, comparable to a SQUID with
a very small detection loop. Knowing the external applied field H by measuring
it with an empty Hall cross, without a sample on top, the local magnetisation is
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defined as
M =

〈B〉
µ0

−H (4.5)

where the first term is directly proportional to the Hall voltage. All these effects
influence the quality of the Hall probe. If the corner radius becomes too large,
more electrons will be guided along the side walls, which affects the Hall coefficient
at moderate magnetic fields. At very high magnetic fields, when the cyclotron
orbit of the electrons becomes smaller than the Hall cross, the electrons move in
skipping orbits along the edges of the channel. In this case, not only the magnetic
field in the Hall cross, but also the field through the leads will influence the
Hall voltage. With increasing temperatures, the mean free path of the electrons
decreases, leading to a crossover from the ballistic regime to the diffusive regime at
high temperature, which gives rise to greatly increased noise in the Hall probe.207

Signatures of the quantum Hall effect (QHE), which also causes a strong non-
linear behaviour of the Hall voltage at high magnetic fields, were suppressed by
the use of high currents in the Hall probes. In addition, most measurements were
taken at fields much lower than the fields where these effects start to govern the
behaviour of the Hall probe (typical magnetic fields at which the measurements
were taken were ≈ 10 mT and are much lower than fields of the order of 1 T where
the QHE is usually observed).207–209 Most of these problems can be overcome,
by measuring an empty Hall probe as a reference, whose signal can then be
subtracted.

4.2 Design and fabrication of the Hall-probes

The design used for the fabrication of the Hall probes has nine active areas in a
linear arrangement. All Hall probes could be contacted individually to measure
the Hall voltage, while the current is applied through one shared current line.
In the last fabrication step, two different sizes of Hall probes were available, one
with 1 µm× 1 µm and one with 2 µm× 2 µm active areas. A detailed description
of the layout can be found in the PhD thesis of M. Engbarth.193

The Hall probes were fabricated from a GaAs/AlGaAs wafer (C2276 and A3542)
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Figure 4-3: Sketch of the photolithography steps performed during the fabrication of
the 2DEG Hall probe devices. The process is shown for one Hall cross. The steps are
discussed in the text.
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with a 2DEG about 70 nm below the surface. The 2DEG is formed between a
60 nm AlGaAs top layer and the undoped GaAs. The electrons for the 2DEG
are provided by a 40 nm Si doped AlGaAs layer with a doping density of ND =

1.1 · 1018 m−3. A 10 nm layer of GaAs protects the surface serving as a cap layer.
Before starting the photolithographic process, the wafer was cut into square pieces
with a size of 3.8 mm × 3.8 mm, the maximum size to fit into the cavity of the
chip carriers. A small number of chips were than fabricated in parallel.

Prior to starting the fabrication, the chips were cleaned. The cleaning was done
in an ultrasonic bath for five minutes in three solvents, trichloroethylene, acetone
and isopropanol. The chips were then blown dry with clean nitrogen gas and
glued to a glass slide to simplify handling.

In the first step, Ohmic contacts are prepared on the chip (Fig. 4-3a). It was first
covered in photoresist (Shipley Microposit S 1813) and spun at 3500 rpm for 30 s.
The chip was then placed in an oven at 90◦C. After 15 min, the chips were taken
out and soaked in chlorobenzene for 3 min and then baked for another 15 min.
The chlorobenzene bath half way through the baking process removes some of
the solvents in the photoresist and hence hardens its top surface. A chrome mask
of the desired pattern was then used to expose the photoresist with UV light
where the Ohmic contacts should be placed. The exposure time varied slightly
with the age of the UV lamp in the mask aligner, and was roughly between 10 s
and 30 s. The exposed photoresist was then removed by immersing the chip in
diluted (3.5:1) Microposit 351 developer for about 20 s. A number of test chips
were prepared in the same way before the actual chips, to determine the optimal
exposure time. After developing, the chips were washed in deionised (DI) water
and blown dry with nitrogen. The hardened top surface develops less than the
bulk of the photoresist, forming an overhanging profile, which is necessary for a
successful lift-off in the next step (Fig. 4-3b).

To remove surface oxides from the GaAs cap layer, the chips were dipped for
30 s in 1:1 HCl:H2O and then washed in DI water. The chips were then mounted
in a thermal evaporator which was then evacuated immediately. An argon glow
discharge was applied for 10 min to further clean the surface of the chips. Then,
66 nm germanium (Ge), 133 nm gold (Au), 20 nm titanium (Ti) and another

89



200 nm gold were deposited onto the chips (Fig. 4-3c). The chips were then
removed from the thermal evaporator and placed in a beaker with acetone. The
acetone dissolves the photoresist and hence lifts-off the unwanted material from
the chip, leaving only the Ohmic contacts (Fig. 4-3d). Most of the material
was lifted-off after 48 h, any remains were carefully removed either by squirting
acetone on the chip or placing the beaker in a low power ultrasonic bath.

The cleaned chips were then annealed for 15 s in a 95 % N2 + 5 % H2 atmosphere
at 410◦C. In this step an n+ region is formed between the GaAs and the deposited
Ge/Au below the pad, which results in a low resistance contact. The two top
layers (Ti/Au) form a good top surface for the later bonding of the device.

After assuring that all contact pads have a good, low resistance contact to the
chip, using a micro probing station, the chips are cleaned again and re-glued to a
cover slide. The sample is again covered with photoresist and spun at 5000 rpm
for 30 s. For the following steps a very close contact between the photoresist
surface and the mask is absolutely necessary to transfer sharp details of the
pattern. If the mask is not in perfect contact with the photoresist, the UV light
will be scattered at the corners of the pattern which results in unsharp edges.
When the sample is spun with the photoresist, edgebeads form on one or more
corners of the chip. To remove these, an edgebead mask is exposed into the
photoresist. This mask is exposed for 30 s and subsequent development removes
the resist around the corners, ideally leaving a perfectly flat square for the next
step. If, however, an edgebead survives this step, it is carefully removed with
a scalpel. A coarse mask is then exposed in the photoresist, which covers the
central area of the chip, where the Hall crosses will be, as well as the leads from
the Ohmic contacts to the Hall probes, Fig. 4-3e. Again, a series of test samples
was prepared to find the exposure time which leads to the best result and the
sharpest corners.

A solution of H2SO4, H2O2 and H2O in ratio 1 : 8 : 160 was prepared to etch
the structure into the chip. After a 30 s bath in 1:1 HCl:H2O to remove the
surface oxides, the chips were etched to a depth of about 100 nm. The etch rate
was calibrated with a couple of test chips and a Dektak profiler (Fig. 4-3f). The
photoresist was then removed with acetone (Fig. 4-3g).
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Figure 4-4: The ready Hall probe array attached and wire bonded to a 20 pin DIP
chip carrier (left), an optical micrograph of the nine active Hall crosses (middle) and
an electron micrograph showing a single 2 µm Hall cross.

For the fine etch, the chips were prepared as in the last step, and spun at 7500 rpm
for 30 s. First, the edge beads were removed, and then the final mask with 1 µm
or 2 µm Hall crosses was exposed into the photoresist (Fig. 4-3h). Finally the
chip was etched another 40 nm (Fig. 4-3i), leaving the Hall crosses and leads
as structured mesas on the chip. After removing the photoresist with acetone
(Fig. 4-3 j), the chips was cleaned again and the resistances of the Hall probes
were checked again using the micro probing station. This two step etching is
beneficial as, for the small features such as the actual Hall probes, as little as
possible should be etched, ensuring the survival of fine details in the pattern. On
the other hand, for the leads, it is beneficial to etch slightly deeper, to get a good
separation of the 2DEG in the contact leads from the rest of the chip.

4.3 Experimental set-up

The final chips, fabricated in the last step, were then mounted on a 20 pin ceramic
dual inline pin (cerDIP or DIP) chip carrier package. (cf. Fig. 4-4a) The DIP
has the advantage, that a large area of the chip carrier can be brought into close
contact with the copper heat sink of the sample holder, and hence allows a good
control of the temperature of the chip. To be able to image the samples on the
Hall array with an AFM, the chips were first glued on a piece of alumina and
then put into the cavity of the DIP package. In that way, the chip was slightly
raised, making it accessible to the tip in the AFM.

The 20 pins of the DIP were then wire bonded to the Ohmic contact pads on
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Figure 4-5: Sketch and photograph of the new sample holder. The core is made
from copper. The connected and loaded sample holder is wrapped in PTFE tape for
protection and insulation. The close up shows the IR LED, used to illuminate the
2DEG.

the chip, using 25 µm gold wire. Two connections were used for the current line,
shared for all Hall crosses and the other eighteen for the voltage leads of the
nine Hall probes. To lower the risk of loosing a Hall probe if the wire pops off,
either by the vibrations of the vacuum pump, or by thermal strain due to cooling
down or heating up the sample, all connections between the chip and the DIP
package were made twice, using two wires bonded parallel to each other to the
same contact pad and the same contact on the chip carrier.

A new sample holder was constructed, which is shown in Fig. 4-5, to hold the
20pin DIP packages with the Hall arrays. In the old system, thermal contact
between the copper heat sink and the sample was made only by a small copper
braid (cf. Engbarth 2010)193 allowing only poor control over the temperature
of the sample. For the new sample holder care was taken that the full bottom
surface of the DIP was in contact with the copper part of the sample holder. Some
Apiezon Grease N was used to bond the DIP non-permanently to the copper and
get a good thermal contact. As can be seen in Fig. 4-5, the temperature sensor
is in a hole bored in the copper, just next to the sample. Above that, a high
resistance wire is wound around the holder acting as a heater. Above that, a
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Figure 4-6: Sketch of the cryostat and the electrical set-up. A photograph shows the
set up during the process of filling it with liquid helium. The details are described in
the text.

large area is provided to thermally anchor the twisted pairs of copper wires which
come from the DIP socket. The wires were glued to the sample holder, using GE
varnish. Above that, the Cu wires are soldered to stainless steel (SS) wires,
which have a very low thermal conductivity, which are then brought up through
a stainless steel tube to the breakout box. An infrared light emitting diode (IR
LED) is glued to one side of the sample holder. The LED could be used to
illuminate the Hall probes, which excites electrons from deep-donor states in the
AlGaAs layer into the conduction band.210 This was only done if the resistances
of the Hall probes were much higher than usual.
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Figure 4-7: The phase diagram of 4He. At ambient pressure, 4He boils at 4.2 K. If the
pressure is lowered, one moves down the phase boundary (red arrow) and hence T is
decreased as well.

Fig. 4-6 shows the cryostat and the electrical set-up for the experiments. The
cryostat, which was used for the measurements presented in this work, consists
of two glass dewars. The outer dewar (OD) has a sealed insulating vacuum
jacket and was filled with liquid nitrogen (LN2) to cool the inner dewar (ID).
The vacuum jacket of the inner dewar could be connected to a vacuum pump
(VP), and the vacuum was renewed before every measurement. The top of the
inner dewar was fitted with a rubber O-ring and sealed vacuum tight against a
metal flange. The inner dewar was usually filled with liquid helium (LHe). The
helium chamber was also attached to the piping of the vacuum pump. Pumping
on the helium was necessary for temperatures lower than 4.2 K (cf. Fig. 4-7). The
rotary pump used in combination with the cryostat was able to lower the vapour
pressure of the liquid helium to achieve a base temperature of about 2 K. The
sample tube (ST) with the attached superconducting coil (SCC) was immersed
in the liquid helium in the inner dewar. It was attached to the vacuum pump as
well, allowing one to evacuate the sample chamber and fill it with helium gas prior
to filling the inner dewar with liquid helium. Three vacuum tight feed throughs
were used to connect the cables from inside the sample tube to the breakout
boxes (BB). The superconducting coil was attached to the outside of the sample
tube and hence directly immersed in liquid helium whenever the cryostat was in
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use. Sample tube and sample holder were designed in such a way, that the Hall
array was placed exactly in the middle of the coil, where the magnetic field is
most homogeneous. (data sheet for Superconducting Magnet Job Number 2907,
Cryogenic Ltd.)

The magnetic field was controlled by a Kepco bipolar power supply which was
run in voltage mode. The voltage was applied to a resistance of 22.5 Ω, 50 Ω or
200 Ω which was connected in series with the superconducting coil. The current
was measured with a Keithley Ammeter (Keithley 199 System DMM/Scanner
Multimeter). This configuration had the advantage, that the full range of 50 V
of the powersupply could be used, resulting in very small field steps. For the work
on tin samples (see Sec. 5) magnetic fields of Hmax =250 G were sufficient, while
a small step size ∆H ≈ 0.1 G was preferable. Both devices, the ammeter and the
power supply, were connected to a computer via a general purpose interface bus
(GPIB). The current for the Hall probes was provided by a Philips PM 5109 low
distortion AC generator with an output of 10 V which was applied to a resistance
of 500 kΩ, which is much higher than the resistances of the current line. Usually
a frequency of νref ≈ 314 Hz was used. This frequency was used as the reference
signal for two (three) Stanford Research SR830 digital lock-in amplifiers. The two
voltage leads of the Hall probe were connected to the two inputs and the difference
voltage was measured. Usually one lock-in was used to measure an empty Hall
probe, while the second lock-in was used to record the signal from the actual
sample. Depending on the noise level of the Hall probe and the strength of the
measured signal, the time constant (TC) was set between 30 ms and 1 s. The
phase was set by pressing "auto phase" at a low, positive magnetic field. Usually
the phase could be kept constant for a whole series of measurements. The lock-ins
were connected to the computer using GPIB connections as well.

The temperature was controlled with a Lakeshore DRC-91CA temperature con-
troller, which was calibrated to the carbon glass temperature sensor in the sam-
ple holder. For measurements at T < 4.2 K, we waited until the pressure in
the helium chamber stabilised and a constant base temperature was reached.
The sample holder was not in thermal contact with the helium bath, hence the
temperature equalisation occurred only via the helium gas in the chamber or by
radiation. Especially for T < 4.2 K, most of the helium gas was condensed at the
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bottom of the sample tube and the thermal equalisation became very slow. We
observed a slight offset between sample temperature and measured temperature
when the sample was heated. At T Sn

c this offset was typically ≈ 200 mK. To
account for that offset, a linear correction between the base temperature and Tc
of the sample was applied to the reduced temperature scale. To illuminate the
sample, an ordinary battery was connected to the LED.

A custom designed LabVIEW program was used to sweep the external magnetic
field and record the Hall voltages of the individual Hall probes. The wait time
between loops was set to a value ≈ 3 × TC of the lock-ins. A typical data set
consisted of an initial sweep from H = 0 to H = + |Hmax| (red curve in Fig. 4-8),
than a sweep from H = + |Hmax| to H = − |Hmax| (green curve in Fig. 4-8) and
a last sweep from H = − |Hmax| to H = + |Hmax| (blue curve in Fig. 4-8). If the
latter two sweeps were not mirror inverted, one knew that there was a problem
with the measurement. The curves in the figure are offset for clarity.
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Figure 4-8: A graph showing a whole sweep for one sample. The initial sweep from
zero field (red), a negative sweep (green) and a positive sweep (blue). The curves are
offset for clarity.
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4.3.1 Sample preparation

For the micromagnetic measurements the sample needs to be positioned near
to the centre of one Hall cross. Usually, a single crystal is chosen from the
working electrode and transferred to the Hall array. To manage the transfer of
the sample from the electrode to the Hall probe a micro/nano manipulator is
used. The manipulator consists of a cantilever attached to a piezoelectric three-
axes positioner. The piezo positioner is able to move the lever in steps of about
200 nm and can be fitted e.g. with either a 1 µm tungsten tip (W-tip) or a nylon
hair, attached to a needle. The base which is used to hold the sample can be
heated to melt the paraffin wax which is used as both lubricant and glue for the
samples.

To pick up a sample, the tungsten tip was covered in paraffin wax. Paraffin
wax was placed on a glass slide and heated above its melting temperature. The

a)

d) e)

b) c)

Figure 4-9: Sketch of the steps to position the sample (a-c), discussed in the text. A
photograph of the set-up is shown in d) and an optical micrograph of two tin rods on
two adjacent Hall probes is shown in e).

tungsten tip, still at room temperature, was dipped in the wax and a small amount
of wax frozen around the tip, Fig. 4-9a. The glass slide was then replaced with
a working electrode, on which the samples of interest were grown. The W-tip
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with the wax blob was then brought into contact with the desired sample. Under
the microscope it is possible to navigate to a certain sample and pick this up,
just by touching it with the wax, Fig. 4-9b. The wax blob with the sample was
than carefully lifted and the working electrode was exchanged to a Hall array.
The Hall array was heated and the W-tip was brought close to one of the leads
connecting the Ohmic contacts and the active Hall probe areas. Care was taken
that the W-tip was not touching the surface of the Hall array, especially not close
to the active central part of the Hall probes, to avoid any damage to the cap layer
and the 2DEG of the chip. To move the sample to one Hall probe, the W-tip was
exchanged for a needle with a nylon hair from an artist’s brush glued to the tip
Fig. 4-9c. The tip of the nylon hair was typically of size < 1 µm. The chip was
kept at a temperature above the melting point of the wax. That way, the wax
acted as lubricant for the samples, which were now pushed to the centre of a Hall
probe using the nylon hair. Usually eight of the nine Hall probes were loaded
with a sample by repeating the above mentioned steps, while one Hall probe was
left empty as a reference.

After finishing the micromanipulation, the heater was switched off and the Hall
probe was allowed to cool down, freezing the wax. The frozen wax is here an
ideal glue to hold the samples in place on the Hall cross and has the additional
benefit of providing some protection from the air, hence slowing down the process
of sample oxidation. Fig. 4-9e shows an optical micrograph of two samples on
two different Hall probes. The frozen "puddle of wax" is easily visible in this
image. An argon filled, overpressured chamber was used to store the completed
chips prior to their transfer into the sample tube in the cryostat.

To reuse the Hall probes, the Hall array was heated up and the samples were
simply pushed away from the Hall cross and moved far away from it. Sometimes
the samples were stuck and could not be moved with the nylon hair, in this case
cleaning the sample with acetone and isopropanol in an ultrasonic bath was used
to clean the sample. This treatment usually removed most of the bond wires
between the chip and the chip carrier as well, requiring the sample to be re-
bonded. This was usually avoided if possible, as the unintended removal of the
bond wires usually caused some damage to the bond pads.
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4.3.2 Preparation of measured data

The LabVIEW program used for this work was capable of controlling and record-
ing the current flowing through the superconducting coil, as well as recording the
Hall voltage of up to three lock-ins. The steps necessary to convert the current
and voltage to magnetisation data are shown in the following paragraph.

The magnet used for the measurements in this work produces a magnetic field of

B

I
= 0.112414

T
A

= 1.12414
G
mA

. (4.6)

This is used to calculate the applied field from the current flowing through the
coil. The graph in Fig. 4-10a shows the raw data of a tin rod, UH vs Hext.
The Hall coefficient for the loaded (black) and the empty Hall probe (red) are
slightly different, which is visible in the different slopes of the data. This is due
to the fact that no two fabricated Hall probes are identical. To extract the Hall
coefficient for the loaded Hall probe, the parts of the data, where there was clearly
a magnetisation signal from the sample were masked out and to the rest of the
curve a linear fit (f1(x) = a1 · x + b1) was applied (dotted curve). If no signal
from the sample is apparent, the measured magnetisation and the applied field
should be identical. This slope therefore gives the coefficient to convert UH to
M .
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Figure 4-10: The measured Hall voltage UH for a loaded and an empty Hall probe
(HP), and a linear fit to the background of the loaded HP (a). Subtraction of the
empty HP and another background fit (b) and the final magnetisation data (c).
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In the next step, Fig. 4-10b, the data from the empty Hall probe is subtracted
from the data of the loaded Hall probe. Usually the data was recorded simultane-
ously, giving identical applied field data for any measured point. The two different
Hall coefficients for the Hall probes require another linear fit (f2(x) = a2 · x+ b2)
to the difference data of the sample. In the last step, Fig. 4-10c, this slope is
subtracted from the difference and the data is divided by the slope from the first
fit (the Hall coefficient), leading to the magnetisation

M =
((U loaded HP

H − U empty HP
H )− f2(Hext))

a1

(4.7)

which is measured by the loaded Hall probe.

For some Hall probes, especially at large fields, a simple linear fit was not sufficient
to remove the nonlinearities between the loaded and the empty Hall probe. In
these cases a cubic fit (f(x) = a · x3 + b · x2 + c · x + d) of the data was used
instead of the linear fit. However, for measurements of ferromagnetic samples (cf.
Sec. 7), the saturation magnetisation of the sample has to be taken into account
as well. Here a fit to f(x) = a · x3 + b · x2 + c · x+ d+ e · |x|

x
was used to take this

into account. The last parameter e, which is a measure of the magnetisation due
to ferromagnetic behaviour, was discarded after the fitting and only the cubic
part of the function was subtracted from the data.

From the magnetisation data analysed in this way two critical fields are measur-
able. The superheating field Hsh and the supercooling field Hsc are accessible,
depending on the sweep direction. Fig. 4-11a shows the same data as Fig. 4-10c
for negative external fields around the critical fields. Here, data were recorded
every ∆Hext ≈ 0.5 G. Fig. 4-11b, c show the abrupt jump at Hsh for increasing
fields (black curve) and Hsc for decreasing field (red curve) respectively. For the
value of the superheating field Hsh, the first datapoint wich shows M = 0 was
taken as the value for the given temperature. For the value of the supercooling
field Hsc, the last point with M = 0 was taken as the value for the given temper-
ature. This definition allowed consistent determination of the critical fields for
all measured temperatures, especially close to Tc, where the jump is not as sharp
as for T � Tc. The so determined dataset of Hsh (T ) and Hsc (T ) can then be
analysed further, as shown in the next chapters.
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Figure 4-11: A close up of the graph in Fig. 4-10c is shown in (a), indicating the sweep
directions. The two critical fields Hsh (b) and Hsc (c) are defined by the first(last) point
where the criteria M = 0 is met.

For the fitting, Origin 6.1 was used, while for the determination of the critical
fields a data picker program was written in LabVIEW. The program allows the
quick comparison of curves recorded at different temperatures, alleviating the
difficulties of identification of the critical field in very noisy data, or data recorded
very close to Tc, while all the background corrections could be made for either all
curves, or individually for each measurement.
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Chapter 5

β-tin micro crystals

The following section concentrates on pure β-tin microcrystals of various sizes
and shapes. Bulk tin is a type I superconductor with Tc = 3.7227 K and
Hc(0) ≈ 303 G.24,211–213 Hc(0) in particular, shows some spread in the values
obtained by different groups. Studies show that the coherence length, ξ, and pene-
tration depth, λ, depend on the crystallographic directions, although most studies
focus on polycrystalline films or randomly oriented samples.58,59,71,87,90,214,215 The
value of the GL-parameter, κ, which depends on ξ and λ, is hence not known
unambiguously.48,59,211,216 Values in the literature range from κ ≈ 0.09 − 0.15.
However, a recent study suggests that the discrepancy arises mainly from differ-
ent methods of calculating κ from the critical fields and that the actual value is
closer to κ = 0.1.217

All samples investigated in the following sections were grown electrochemically.
For the rod-shaped samples, with the simplest geometry to discuss mesoscopic
effects, a close study of the effect of different sizes, especially the widths of the
samples, was made. The thin slab is well studied theoretically, mainly because
it is easy to simulate a rectangular geometry (cf. Sec. 2.3.4). Results from
triangular platelets are also discussed in Sec. 5.2.
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5.1 Tin cuboid crystals

5.1.1 Sample preparation

The preparation of all the samples was by electrodeposition as described in
Sec. 3.3.1. Cuboid shaped samples form at the low end of deposition potential
and tin concentration as shown in Fig. 3-9b or in the inset in Fig. 5-1. Although
one would expect the samples to be similar in width and height, some of the
crystals were much flatter than wide. To pick the crystals with w/h ≈ 1 the crys-
tals were imaged using an AFM, which allows full 3D imaging, before positioning
them on the Hall array. The AFM is an excellent tool to measure the height of
the crystals, however, measuring the width is more complicated, as the shape of
the tip and the sharp steep sides of the samples lead to some artefacts in the
scans. For the measurement of width w and length l of the crystal, SEM images
were used instead. The positioning of the samples was described in Sec. 4.3.1.

5.1.2 Magnetisation data

The recording and preparation of the magnetisation data was already described in
Sec. 4.3.2. The magnetisation curves M(H) for three different rods (the largest,
one intermediate sized and the smallest sample) at a temperature of 3.35 K
(T/Tc = 0.9) are shown in Fig. 5-1, with the original SEM images as an inset. It
will be seen, that the most important dimension of t6he crystal is the width and
hence the pyramidal cap of the largest rod is probably without any effect to the
final results. The individual critical temperatures as measured from the experi-
mental data are spread by ≈ 10 mK. At first sight it is clear that all transitions
from the normal to the superconducting state and vice versa are perfectly type I
like, with no hint of an intermediate state. At low temperatures, all magnetisa-
tion curves showed a similar behaviour. The curves in Fig. 5-1 were recorded with
a negative sweep direction (sweep from positive to negative fields, corresponding
to right to left in the figure), and are identical to the mirror-inverted curves in
the opposite sweep direction. Both critical fields, Hsc = Hc3, which is identified
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Figure 5-1: Magnetisation dataM(H) for three different sized crystals at a temperature
of T/Tc = 0.9. The data for the largest rod were scaled for clarity. The field was swept
from positive to negative field (right to left in the image), the values for the supercooled
and superheated critical field clearly change for the different samples. The inset shows
SEM images of the three crystals.

with the field where superconductivity nucleates in the sample (here at positive
values of H) and Hsh, where superconductivity is destroyed in the sample (at
negative values of H) are clearly size-dependent at this temperature. The exact
dependencies are discussed below.

The dependence of the critical field on the width of the sample was discussed
in Sec. 2.3.4. Fig. 5-2 shows the values for Hsh and Hsc as a function of the
reciprocal width w−1 for four different temperatures. The top graph displays
the superheating field, which is approximately independent of temperature and
size. This is different from the supercooling field, which clearly exhibits a T -
dependence. In terms of the two superconducting length scales, ξ(T ) and λ(T ),
samples enter the mesoscopic regime either upon decreasing the sample size, or
increasing the temperature, which increases both lengths ξ and λ. The graph
in Fig. 5-2 illustrates both effects for the supercooling field. A bulk sample
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Figure 5-2: Superheating, Hsh, and supercooling fields, Hsc, as a function of the
reciprocal sample width w−1 for different temperatures t. While Hsh shows no clear
trend, Hsc shows a clear w−1 dependence. The bulk value for right angled samples,
H∞sc , is marked as grey line.

w � ξ, λ and hence w−1 → 0 enters the mesoscopic regime at a temperature
extremely close to Tc, while smaller samples do so at lower temperatures. At low
temperatures (T/Tc � 1) none of the samples is in the mesoscopic regime (red
squares at T/Tc = 0.6). For higher temperatures (green circles at T/Tc = 0.86

and blue triangles at T/Tc = 0.95) the supercooling field for the largest samples
is basically unchanged, while it increases considerably in small samples. At a
temperature of T/Tc = 0.97 (purple diamonds), very close to Tc, the increase
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is most dramatic. A linear fit to the data at a given temperature is drawn as a
dashed line. Although, theoretically, none of the samples is in the limit of w � ξ,
the λ(T )-dependence expressed by Eq. (2.80) still works well for the samples.

In bulk GL-theory, the supercooling field is not a function of temperature or size,
just a function of the angle at the corners. If, however, the sample is regarded as
a thin plate in a parallel field, as was discussed in Sec. 2.3.3, the size-dependent
behaviour of equation (2.80) is expected. Further, this equation can be used to
estimate λ(T ) as, in this approximation, Hsc/Hc(T ) can be identified with

Hsc

Hc

=
√

24λ · w−1 (5.1)

showing that the slope of the lines in Fig. 5-2 is proportional to λ(T ). Us-
ing the value for the slope to estimate the value of λ for a given temperature
one gets λ(T/Tc = 0.6) = 0.023 µm, λ(T/Tc = 0.86) = 0.091 µm, λ(T/Tc =

0.95) = 0.193 µm and λ(T/Tc = 0.97) = 0.270 µm. Especially the values for
higher temperatures considerably overestimate the actual literature value of the
penetration depth, λL(0) = 25 − 36 nm,71, because Eq. (5.1) is only valid for
w � ξ(T ). Nevertheless this clearly shows how the samples enter the mesoscopic
regime when their dimensions become small compared to the superconducting
length scales. For the full temperature range this is better illustrated in the
reduced magnetisation plots shown in Fig. 5-3. Here, the change of the super-
heating and supercooling fields with temperature is easily visible. The bottom
panel of Fig. 5-3 shows GL-simulations with the exact measured sample dimen-
sions and (ξ(0) = 174.5 nm, κ(0) = 0.25, Hc(0) = 303 G and TC = 3.7227 K)
which were performed by Milorad V. Milošević in Antwerp.218 The agreement
between experiment and the simulation is very good with the exception of the
increasing experimental superheating field for the smallest sample. The small
differences in behaviour can be attributed to the isotropic model used in the
simulation, while tin actually has a strongly anisotropic coherence length and
penetration depth. Experimentally, only the two transition fields are accessible,
while the theoretical plot shows the simulated G-L critical field as a dotted line
in addition. This is defined as the field when the superconducting and normal
state have equal energies in numerical G-L simulations. The most remarkable
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Figure 5-3: Plots of the normalised critical fields Hsh/Hc (open symbols) and Hsc/Hc
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feature of both experiment and simulation is the drop of the superheating field
(defined as the breakdown of superconductivity in the sample) below the bulk Hc

value for temperatures approaching Tc, before both fields rise and are enormously
enhanced in the regime very close to Tc, where ξ and λ diverge and the samples
enter the mesoscopic regime. This region close to Tc, is shown without normalisa-
tion in Fig. 5-4. Data are shown for the smallest and largest rod only. The largest
rod exhibits "bulk" behaviour up to a temperature of T/Tc ≤ 0.95, where the
temperature dependence of the supercooling field (Eq. (2.52)) is predominantly
governed by the temperature dependence of κ (Eq. (2.36)),

Hbulk
c3 ∝ κ(T ) ∝ 1

1 + (T/Tc)2
, (5.2)

which is shown by the purple fit to the low temperature data. The smallest
sample on the other hand clearly exhibits the temperature dependence of λ for
T/Tc ≥ 0.95 as predicted for the critical field of a very thin slab (Eq. (2.80)) and
hence

Hslab
c3 ∝ 1− (T/Tc)

2√
1− (T/Tc)4

. (5.3)

This temperature dependence was calculated for a superconductor where the
order parameter at opposite faces is strongly coupled and hence w � ξ(T ).
Saint-James has calculated the width at which superconductivity nucleates in
the centre rather than at the edges of the slab (cf. Sec. 2.3.3)91

w = 1.84ξ(0)

√
1− (T/Tc)4

(1− (T/Tc)2)
. (5.4)

This criterion is met for the small 700 nm wide sample for T/Tc > 0.81 and for
the large 2000 nm wide sample for T/Tc > 0.98. In this regime G-L simulations
suggest that the transition is of first order. The order of the phase transition
changes from first to second order if the sample size is further decreased with
respect to the penetration depth, i.e. for a sample with a width w/λ <

√
5.

For λ(0) = 43.65 nm this corresponds to a temperature T/Tc = 0.995, which is
difficult to address experimentally even in small samples. For the blue plot on
the graph in Fig. 5-4 for T/Tc ≥ 0.95, both critical fields converge and the mag-
netisation of the sample becomes reversible and fits the temperature dependence
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Figure 5-4: Critical fields for the smallest and largest samples examined illustrating
the full range of changes in the supercooling (closed symbols) and superheating (open
symbols) fields. While for the largest sample (red squares) the bulk model can be well
fitted to the supercooling field (red line), the smallest sample enters the mesoscopic
regime at a much lower temperature and the data obey the model for very thin slabs in
a parallel field (Eq. (2.80)). The inset shows the full temperature range of the recorded
data.

of Eq. (5.3) (turquoise line) very well.

As the temperature is increased towards Tc the samples pass through three
regimes. For low temperatures (T � Tc) the samples behave like bulk supercon-
ductors with distinct supercooling and superheating fields whereHc3 < Hc < Hsh.
When the size of the sample becomes much less than the coherence length, super-
cooling and superheating fields converge on one another Hc3 = Hc = Hsh and the
transition, and hence the magnetisation curve, becomes reversible. Even closer to
Tc the temperature dependent penetration depth increases until it is comparable
to the sample width and the transition changes from a first order reversible to a
second order reversible transition. From the experimental data it is not possible
to extract the exact temperature at which this last change occurs. Fig. 5-5 shows

110



-3

-1.5

 0

 1.5

 3

-6 -3  0  3  6

M
 [a

rb
. u

ni
t]

H [Oe]

sweep direction

5.38×2.06×2.33 µm3

t = 0.991
t = 0.993
t = 0.996
t = 0.998

-1

-0.5

 0

 0.5

 1

-50 -25  0  25  50

M
 [a

rb
. u

ni
t]

H [Oe]

sweep direction

0.87×0.70×0.85 µm3

t = 0.944
t = 0.954
t = 0.964
t = 0.974

t = 0.984
t = 0.994
t = 0.999

Figure 5-5: M(H) magnetisation curves for the largest and smallest sample just below
Tc. For the largest sample, data is limited by the minimum temperature step size, ∆T ,
of the set-up. The change from irreversible (red curve) to reversible (green curve) is
easily seen. For the smallest sample, this change occurs at much lower temperatures
and for much larger critical fields. Here the signal to noise ratio limits the measurement
close to Tc. Note the different scales for H and M .

magnetisation curves recorded just below Tc. The transitions from the normal
state to the superconducting state and vice versa of the largest rod occur at two
different fields up to a reduced temperature of t = 0.991 and are reversible above
that value. The smallest possible temperature steps ∆T of the set-up are 10 mK,
which limits the recorded temperature resolution of the measurements. Hence,
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only two curves in the reversible regime were recorded which appear to show a
smooth transition. However, the step size of the magnetic field sweep does not
allow a clear statement about the order of the transition to be made. Due to the
different volume of the samples, the magnetisation of the smallest rod is compa-
rable for applied fields that are an order of magnitude larger than for the largest
sample (note the different H scales in Fig. 5-5). Although the temperature steps
are now sufficiently fine to map the onset of the mesoscopic regime as discussed
above, the signal-to-noise ratio of the Hall probes limits the data as T → Tc and
the magnetisation of the sample M is very much less than 1 G. The change from
irreversible to reversible transitions occurs for this sample between the green and
blue curve at t = 0.964, i.e. at a much lower temperature and much higher fields
than for the largest rod. Close inspection of the simulation data of Fig. 5-3 shows
that the transition also occurs at a much lower temperature than predicted by
the numerical G-L simulation. The change from an abrupt magnetisation jump
to a smooth transition is much clearer for this sample. However, the change from
a first order phase transition (with a discontinuity in the derivative) to a smooth
second order transition (with a continuous change of the derivative) is impossi-
ble to identify unambiguously from experimental data since, even if the low field
magnetisation changes gradually, the final step might still be discontinuous. In
addition, the magnetisation of the smallest rod falls below our noise floor where
the crossover from first to second order is expected according to the GL theory
(cf. Eq. (2.80)).

5.2 Other shapes

In Sec. 3.3.1 it was shown that tin can crystallise in various shapes. Very rarely,
thin triangular platelets were found on the electrode. In Fig. 3-10 the corner
angle of tin crystals is shown to be α = 28.6◦. Tin is hence able to grow in
triangular shapes with all three edges close to 60◦ ≈ 2 · 28.6◦, forming an almost
perfect equilateral triangle as illustrated in Fig. 5-6. AFM images show that these
crystals were usually flat with steep edges. This is in contrast to triangular lead
samples, which are truncated icosahedra, with slanted edges.193 However, these
shapes only form under certain, not fully understood, conditions. On an electrode
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with an approximately 10 mm2 surface, at most one or two of these triangular
platelets were found amongst a large number of rods at settings similar to the
ones which were used to grow the rods discussed in the last section.

5.2.1 Sample preparation

The samples were prepared in the same way as the β-tin rods. Fig. 5-6 shows
three AFM scans of such triangular platelets. Most triangles were not perfect
equilateral triangles such as the one shown in Fig. 5-6a. One edge is slightly
rounded, which results in different angles at the corners. In Sec. 2.3.4 it was
shown, that the corners play an important role for the surface superconductivity
nucleation field. The crystal in Fig. 5-6b has a cut on one side, and the oppo-
site face is not as acute as expected for a triangle, or a perfect "V"-shape. The
remaining two corners of the triangle, however, have acute corners with the ex-
pected angle for tin. The crystal shown in Fig. 5-6c however, has dimensions close
to an equilateral triangle. The main crystallographic facets which are observed
during tin growth are illustrated in Fig. 5-6d (cf. also Fig. 3-10c for the directions
and Fig. 3-9h and n for SEM images) which can form triangular crystals as drawn
in Fig. 5-6e. All crystals appear to be relatively flat. The V-shape is probably
formed of two rods (such as the one in Fig. 3-9h or n) which are joined at a twin
plane (Fig. 5-6e). The plane (10 0 3) is almost perfectly perpendicular to the
(101) plane with an error of less then 1◦. Untwinned triangles are also possible
with one {001}-axis (green colours in Fig. 5-6d and e) along the middle of the
triangle. Although the latter are not necessarily twinned, the general morphology
of tin, as discussed in Sec. 3.3.1, suggests that the crystals grow from a central
spot in all directions and hence twinning and/or a large number of defects are
possible along the {001}-axis. In addition, if the two legs of the "V" are not
ended with a (101)-face but in a (001)-face, this could also form a triangle, which
is not distinguishable from the other configurations. All these triangles have two
61.4◦ and one 57.2◦ angle. Without further investigation, the crystal structure
of the triangles cannot be determined. However, the "V"-shape indicates that
the latter process is possible and that triangles exist with at least two different
internal structures. It is later seen that two different behaviours are observed in
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Figure 5-6: AFM images of three different tin samples with an approximate triangular
shape. Most samples were triangular platelets as the ones in (a) and (c), while one
sample had a cut on one side, forming a "V"-shaped sample (b). The growth directions
of a cuboid (d) and possible triangular tin crystals (e) are sketched, where different
colours stand for different growth directions.

the triangles, which supports this presumption. Lattice defects are very likely
to accumulate along twin planes. The somewhat rough appearance of the top of
the crystals in the AFM scans originates mainly from the paraffin wax which was
used to glue the crystals to the Hall probe prior to imaging.

5.2.2 Magnetisation data

The magnetisation of triangular samples shows a complex pattern, arising from
the formation of intermediate states in the sample. The precise topology and
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Figure 5-7: Magnetisation data for four different triangular samples at low tempera-
ture. The samples display a complex pattern of intermediate states. The data in (a)
were recorded using a 2 µm Hall probe, while a 1 µm Hall probe was used for (b)-(d).
The insets show an optical image (a) or an AFM image of the sample on the Hall probe
((b)-(d)).

structure of the intermediate state cannot be determined from the experimental
data. Moreover some of the triangles display perfect type I behaviour with no
evidence of an intermediate state down to the lowest accessible temperatures,
while others show an intermediate state at low and intermediate temperatures.
This is likely to be caused by defects along twinning planes as discussed above.
However, at temperatures close to Tc the magnetisation behaviour of all triangular
samples is similar to the tin rods discussed above. Magnetisation data for four
different triangles is shown in Fig. 5-7. In addition, consecutive minor loops were
recorded where the field was swept from well above Hsh until a number of flux
quanta had penetrated the sample. At that point, the sweep was stopped and
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its direction changed. In this way, the stability of the different flux states can be
investigated. These data were measured using a 2 µm Hall probe for the curves
in Fig. 5-7a and a 1 µm Hall probe for those in Fig. 5-7b-d. The difference in the
data in the two cases is a different areal sensitivity to the formation of normal
domains. The area in which the magnetic flux through the sample is measured is
approximately four times larger for the 2 µm Hall probes than for the 1 µm Hall
probes. It was shown in Sec. 4.1 that for real Hall probes, with slightly rounded
corners, the active area is larger than just the central square. An ideal Hall probe
with a 1 µm2 area should record a 20.7 G jump if one flux quantum appears at
the centre of the Hall cross. For a Hall probe with rounded corners (e.g. with a
radius of b = 0.5 µm) the jump is much lower,

∆M =
Φ0

(w + 1.4b)2
=

20.7 Gµm2

(1 µm + 1.4 · 0.5 µm)2
≈ 7 G. (5.5)

This value is larger than the jumps measured in Fig. 5-7 which are about ∆M ≈
3.8 G for the 1 µm HPs and ∆M ≈ 1.8 G for the 2 µm HPs. However, as the
values in the graph show the measured magnetisation, without the taking into
account the effect of the demagnetising factor. Additionally this is just a rough
estimate of the value for ∆M and other effects have to be taken into account as
well. Flux is measured over the integrated area of the Hall probe and flux which
sits off the centre of the sample, will yield a lower signal.

However, the intermediate states do not seem to be solely governed by the sample
sizes; defects or small perturbations at the surface seem to facilitate them. Un-
fortunately we do not have details about the true crystal structure. As described
above, the samples are probably not single crystals and the potential twinning
plane through the middle of the triangle forms a line of defects which act as
possible pinning sites. This internal structure is different for each sample, and
hence so is the formation of the intermediate state which is strongly controlled
by pinning sites. Nevertheless, the systematics of flux entry in the intermediate
state for individual samples is interesting in itself. This process is illustrated in
Fig. 5-8, where the magnetisation of the sample in Fig. 5-6c is shown for different
temperatures. As the temperature increases, the complexity of the intermediate
state changes. As T → Tc, it was shown above that the characteristic supercon-
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Figure 5-8: The structure of the intermediate state for the triangle shown in Fig. 5-6c
and Fig. 5-7b for different temperatures. The number of flux quanta, able to enter
separately, decreases with increasing temperature.

ducting length scales increase. In this sample this is reflected in the decreasing
amount of flux which can exist inside of the sample. In Fig. 5-8a five stable con-
figurations can be identified. The number of flux quanta penetrating the sample
can be labelled by the angular momentum of the order parameter. This is called
the vorticity. The states visible in this sample are the Meissner state (L = 0,
red) where no flux penetrates the sample, as well as states with two (L = 2,
green), three (L = 3, blue), four (L = 4, purple), five (L = 5, cyan) and six
(L = 6, yellow) flux quanta within the sample. Surprisingly, the L = 1 state,
which contains a single flux quantum, is absent. This was observed before in lead
triangles and is a subject of current investigations, where it is believed to be a
metastable effect related to thermal fluctuations.193 In an increasing field, before
superconductivity is destroyed, normal regions form at a field lower than Hsh.
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These are represented by the small magnetisation jumps at all temperatures in
Fig. 5-8. Flux through one of the corners of the sample, which are far away from
the active region of the 1 µm Hall probe are, to a certain extent, hidden from the
measurement and hence generate a much smaller change in magnetisation ∆M .
However, the corners of a sample are usually the last parts to turn normal in
an increasing field. Nevertheless, as these jumps are much smaller than for the
single flux quanta which leave the sample as superconductivity is restored in a
decreasing field, these are most likely due to one or more corners of the sample
turning normal, and forming a metastable state, before the whole sample turns
normal. This was only observed in this one sample, and could be caused by a
very strong pinning site at one of the corners, possibly the one with the twinning
plane through the top of the triangle (cf. Fig. 5-6e). With increasing temper-
ature the states with the highest vorticity, L, disappear, until no intermediate
state is observed at all above T/Tc = 0.67(Fig. 5-8d). The measurements of
Fig. 5-8c and Fig. 5-8d are only 10 mK apart and by changing the temperature
by this tiny increment it was possible to switch between those two configurations.
Apart from the normal domain forming at one corner, at even larger tempera-
tures the sample shows perfect type I behaviour. This is remarkable, as a tiny
temperature change is able to suppress the whole intermediate state, including
its sub-structure, which is completely restored upon reversing the temperature
change.

Simulations for lead triangles, which were performed for M. Engbarth’s PhD the-
sis, used different superconducting parameters, but can nevertheless be compared
to the experimental results on tin triangles. Fig. 5-9 reproduces simulations for
a 1.8 µm wide and 0.7 µm high triangular lead crystal. The G-L parameter of
lead is slightly higher than for tin, but it is still in the type I regime. For the
simulation a temperature dependent κ was used with κ(0) = 0.3 and the temper-
ature was 6.4 K, which corresponds to a reduced temperature of T/TPb

c = 0.89.
The difference between the two simulations in Fig. 5-9 is only the tilt angle of the
sides of the sample. Lead crystals, which are truncated icosahedra, have slanted
sides, while tin, which is formed by the twinning of slanted rods, has straight
vertical sides. The experimental data for a triangle of the exact dimensions and
sloped sides, which is shown in blue, matches the appropriate simulation very
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Figure 5-9: G-L simulations for triangular superconducting samples (reproduced from
M. Engbarth’s doctoral thesis).193 These simulations use parameters for lead, for which
κ = 0.3 is slightly higher than the value for tin (κ ≈ 0.1). The simulation is for a
triangle with 1.8 µm sides and a height of 700 nm at a temperature of 6.4 K (T/TPb

c =
0.89). Although the simulation parameters are different, the general structure of the
intermediate state is very similar to the tin triangles. The measured magnetisation of
a lead triangle with exact dimensions and sloped edges is shown for comparison.

well. The graph of the simulation for straight sides exhibits a similar structure of
entering flux as seen in the experimental data for a tin triangle (e.g. in Fig. 5-8)
but at a much lower temperature. It reproduces nicely the entry of single flux
quanta in a decreasing field with the onset of the Meissner state at a field very
much lower than Hc3. In the simulation of the straight edged lead sample, the
L = 1 state is observed, while it is absent in the intermediate state of the tin
triangle shown in Fig. 5-7b. For the lead sample with sloped edges, however,
the L = 1 state is missing in the simulation as well. However, a comparison of
the two triangles of Fig. 5-7b and d reveals that this depends on the individual
sample. The mechanism which leads to the formation of the intermediate state
and hence the trapping of flux in the tin triangle, however, is governed by defects
in the sample. This is qualitatively different from the formation of flux states in
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lead, where their configuration is controlled purely by the energy of the states.
Nevertheless, the most prominent point, which is illustrated by the comparison
of the simulation with the experimental data for tin, is the role played by the
edges of the sample and the resulting barrier for the flux to leave the sample.
Although the simulation details are different from the actual system, the general
shape is very well reproduced.

5.3 Conclusion

Pure β-tin crystals can be grown in a wide variety of shapes and sizes, and are
hence an ideal model system for studying mesoscopic type I superconductivity.
In tin rods, the full range of mesoscopic behaviours can be followed as the sample
dimensions decrease with respect to the superconducting length scales. Two
distinct regimes are traversed as first the temperature dependent coherence length
and then the penetration depth becomes larger than the sample dimensions and
strong quantum confinement occurs. Additionally, the classical irreversible type I
first order phase transition between the superconducting and the normal state
becomes reversible as the critical temperature is approached. The final change
from a first order transition to a second order transition is at the limit of our
experimental resolution and is difficult to confirm from the experimental data.
However, the crossover from an abrupt magnetisation jump to a more gradual
change is well observed in the data for small rods, in which the mesoscopic regime
is entered much earlier than for the large samples. In all samples the critical
fields at which these transitions occur are observed to be well in excess of the
bulk critical field with values up to four times higher at temperatures very close
to the critical field, which are experimentally accessible.

Tin can also form triangular platelets, although their formation is not as straight-
forward as for the tin rods. The formation of a triangular sample can involve the
combination of two single crystals and these samples are twinned at one plane.
Possibly due to strain and defects in these samples as a result of the twinning,
the magnetisation is qualitatively different from sample to sample. A systematic
study as was made for the tin rods in Sec. 5.1, or by M. Engbarth for lead
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triangles193 is hence not possible for these samples. However, an intermediate
state is observed in some of the samples at low temperatures, which appears
similar to the intermediate state in triangular samples of other materials, e.g.
lead, which have been studied before. In the intermediate state a small number
of flux quanta are trapped in the sample which leave the sample one by one as
the field is decreased. The stability of different configurations as a function of
the number of flux quanta contained is investigated via their minor magnetisation
loops. Simulations of the intermediate state, and how this is affected by the shape
of the edges of the sample, which were originally performed for lead samples, show
a very good agreement with the observed structure of the intermediate state in
tin. Although lead and tin are quite different in their superconducting properties,
the effect of the edges is well confirmed by the data shown. The missing L = 1

vorticity state as observed in certain samples in this work, has been observed
before and it is still not fully understood what circumstances lead to its absence.
For one triangular sample, normal domains formed at a corner of the sample in
an increasing field, which is very unusual but could possibly be explained by the
complex internal structure of the sample and strong pinning sites at locations
of the crystal where twinning occurs. For all samples, the intermediate state
is suppressed as the temperature approaches Tc when ideal type I behaviour is
observed in all samples.
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Chapter 6

Sn-Pb core-shell structures

The pure β-tin crystals, discussed in the last section, can be plated with lead
to form unique S-S’ core-shell structures where two different superconducting
materials are combined. The preparation of Sn-Pb core-shell structures, and
micromagnetic measurements on these, are discussed in the following section.

The combination of a tin core (Tc = 3.72 K and Hc(0) = 303 Oe in the bulk)
with a lead shell (Tc = 7.19 K and Hc(0) = 804 Oe in the bulk) yields a system
of two type I superconductors in intimate contact. In the actual samples, the
thin lead film can behave as a type I or type II superconductor, depending on
the thickness.89 In thin lead films, the effective penetration depth increases due
to the decreasing mean free path of the charge carriers in the disordered and
polycrystalline shell. If the effective G-L parameter becomes larger than 1/

√
2,

the material is of type II, easily allowing the penetration of single flux lines. As
a rule of thumb the mean free path l of the charge carriers in a thin film, is
comparable to the thickness of the film t.219 Both the effective penetration depth
λeff (T ) and the coherence length ξ(T ) are a function of the mean free path
l.34,35,220 As shown first by Miller (effective penetration depth) and discussed
later by de Gennes and Tinkham (effective coherence length), the G-L parameter
in a moderately dirty superconductor, such as the thin, polycrystalline lead film
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in this work, can be approximated by

κ(0) =
λeff (0)

ξ(0)
≈
λL(0)

√
1 + ξ0/t

0.855
√
ξ0t

, (6.1)

where we have assumed l ≈ t. This equation yields κ(0) = 1/
√

2 for the critical
thickness of tc ≈ 90 nm, using λL(0) = 37 nm and ξ0 = 83 nm. This value is also
confirmed experimentally by Cody et al. to be of the order of tc ≈ 50− 100 nm
for lead at temperatures of ≈ 4.2 K.89 As κ increases with decreasing thick-
ness of the lead film, the critical field up to which superconductivity survives,
Hc2 =

√
2κHc, also increases. However, for thick films, t > tc, the shell will be

type I and the critical field Hc depends only very weakly on the film thickness.
In all cases, the lead shell is superconducting at temperatures and fields much
higher than the core. This leads to a boundary condition at the surface of the
core, where the surface extrapolation length for the order parameter, b, is nega-
tive. This case was discussed in Sec. 2.4, where the order parameter in the core
is enhanced at the surface due to intimate contact with the "stronger" supercon-
ductor. Baelus et al. showed theoretically, that this can lead to an enhancement
of the core superconductivity in the form of increased critical temperature and
critical field.108 Experimentally, the electroplating of the tin core on all exposed
faces, i.e. on five sides for cuboid shaped samples, is much more "complete" than
in other experiments where two superconducting materials have been combined
in the form of bi- or multilayers.221–223 To the best of our knowledge, this is the
first investigation of the proximity effect in such three dimensional samples. With
micromagnetic measuremenents, the enhancement of Tc can be easily measured
by identifying the core contribution to the net magnetisation. In addition, the
extent of the proximity effect, i.e. how deep superconductivity penetrates the
normal core when the shell is superconducting, can be estimated from variations
in the net shell magnetisation at high temperatures.
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6.1 Sample preparation

The samples which were used for these experiments were prepared as discussed in
Sec. 3.3.1 (cores) and Sec. 3.3.2 (shells). We exploited the fact that the deposition
potential of lead is slightly higher than the deposition potential of tin, allowing us
to deposit these materials separately. The tin cores were grown at low overpoten-
tials as described above. To grow the lead shell, the tin-electrolyte was removed
and quickly replaced with the lead-electrolyte. The overpotential for plating was
chosen to be ≈ 10 mV higher than the overpotential for the core deposition. Too
low a potential resulted in the stripping of the tin crystals, while a much higher
potential resulted in large amounts of lead deposited on the electrode. As can
be seen in Fig. 3-13a and b, under optimal conditions no lead is deposited any-
where else on the HOPG. The deposition potential was kept constant while the
deposited charge was recorded. The deposition was stopped manually when a
pre-defined charge, and hence a certain amount of material, was deposited. For
most of the crystals a ratio QSn/QPb ≈ 2/1 − 1/1 was aimed for. The resulting
shells were of the order of 50-400 nm thick for small tin crystals, according to the
estimation made in Sec. 3.3.2, depending on the actual size of the crystal.

The positioning of the samples on the Hall probes was discussed before. Although
the Pb-covered faces are rougher than the clean Sn-surface as seen from SEM
images, this difference is not visible under an optical microscope or in an AFM
scan after the crystals were immersed in the wax. Hence, it is not known exactly
where the uncovered surface lies with respect to the plane of the Hall probe.

6.2 Magnetisation data

The magnetisation data were recorded as discussed above. However, the geometry
of the core-shell structures results in a different appearance of the data as com-
pared to pure tin crystals. In the latter case, the crystal covers the whole active
area of the Hall probe and the measured magnetic flux through the Hall sensor
is the flux close to the surface of the crystal and hence a direct measure of the
magnetisation of the crystal. In the case of a superconductor, this magnetisation
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Figure 6-1: The geometry of the core magnetisation and the external field in a S-S’
core-shell structure for Ha > Hshell

c (a) and Hcore
c < Ha < Hshell

c (b) and the resulting
measured magnetisation curve (c) for a negative sweep (cf. experimental data in Fig. 6-
2c).

is diamagnetic and opposes the externally applied field. Some core-shell samples
are larger than the Hall probes and hence for these crystals the shell is at some
distance from the active sensor area. This is illustrated in Fig. 6-1a. If, however,
an applied field Ha is reduced below the shell critical field Hshell

c , the shell walls
become superconducting and magnetic flux is pushed towards the centre of the
sample as illustrated in Fig. 6-1b. For a centrally placed sample, this results in a
magnetisation curve as drawn in Fig. 6-1c. For a field Hcore

c < Ha < Hshell
c where

only the shell is superconducting, the flux through the Hall probe is increased by
the expelled field which is pushed towards the Hall probe. In this case, although
the magnetisation of the shell walls, MSW , opposes the external field, the shell
wall stray field, HSW , points in the same direction as the applied field, Ha. Only
when the core becomes superconducting, as Ha < Hcore

c , does the measured net
magnetisation oppose the external field, as now almost the whole sample becomes
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diamagnetic. However, at the interface between core and shell we expect flux to
become trapped. If, however, the sample is not perfectly centrally positioned, or
if the sample is small compared to the Hall probe area, this effect can be less
pronounced.

The lead on top of the shell, which is perpendicular to the applied field, can be
neglected here. In the polycrystalline lead film, increased scattering at the grain
boundaries and the surface yields a decrease in the carrier mean free path, which
enhances the effective penetration depth. A thin shell exhibits type II behaviour
if the effective G-L parameter increases above 1/

√
2 and the interaction between

flux lines becomes repulsive.224 Hence type II behaviour is expected in thin films
on top of the shell with d < 90 nm. Demagnetising effects, as discussed in
Sec. 2.3.1, play an important role in both type I and type II regimes and yield a
very low penetration field, Hp orHc1, for the top of the shell. Hence diamagnetism
due to the Meissner state is mainly restricted to the side walls, which are oriented
parallel to the applied field. The demagnetising factor for this geometry is much
smaller (cf. Sec. 2.3.1). Flux is hence mainly screened out of the side walls, but
can still penetrate through them and move into the thin top film. The fabricated
shell thicknesses probably cover both, type I and type II, regimes, and hence
qualitatively different phenomena are expected in different limits.

Another important change in the magnetisation behaviour of the shell in the two
regimes is the critical field up to which superconductivity exists. In the case of a
thick film, the critical field for the destruction of superconductivity is defined by
the bulk critical field extended by possible superheating effects as expected for
type I superconductors. In very thin films, the G-L parameter increases as well
as the critical field Hc2 =

√
2κHc (cf. Sec. 2.2.6). Deep in the type II limit for

thin films, when Hc2 � Hc, superconductivity in the shell is maintained at much
larger fields than for thick films.

Fig. 6-2 shows a compilation of magnetisation curves for different core-shell struc-
tures at the lowest achievable temperature in our experimental set-up (T ≈ 2 K).
The deposition ratio for the crystals was between QSn/QPb ≈ 3/2 for (a) and
QSn/QPb ≈ 2/1 for (c) and (d). The shell thickness t as calculated by Eq. (3.8) is
labelled in the graphs. For a large crystal with a thick shell in Fig. 6-2a, the mea-
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Figure 6-2: Magnetisation curves for various Sn-Pb core-shell samples at low temper-
ature, T ≈ 2 K. The samples are different sized rods. The core dimensions are given in
length × width × height (if known) as well as the estimated shell thickness t. The bulk
critical fields of lead and tin are marked on the positive H-axis. The superposition of
core and shell magnetisation lead to very different, not yet fully understood, magnetic
behaviour of the individual samples.

sured magnetisation is generated by both, core and shell, in roughly equal parts.
A signature of the core is seen as the Meissner state in it is destroyed and the core
turns normal in one large jump. This is also the case for smaller crystals with a
slightly thinner shell (Fig. 6-2b). The shell is here clearly in the limit of t� λeff

and hence exhibits an intermediate state, as expected for a type I material. The
large demagnetising factor of the top and the low demagnetising factor of the
side walls gives rise to a complicated magnetisation behaviour. This changes for
thinner shells, where type II behaviour is expected. With decreasing shell thick-
ness, the core contribution to the measured magnetisation first becomes much
more prominent as can be seen from the graph in Fig. 6-2c. A rather different
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behaviour is seen in Fig. 6-2d, where a small core is plated with an even thinner
shell. In contrast to the three samples discussed before, the shell is now thin
enough to be well in the type II limit. This is reflected in the strongly enhanced
critical field of the shell in the type II regime and much stronger vortex pinning
(i.e. remanent magnetisation). The core magnetisation is completely hidden here
by the shell magnetisation, or possibly suppressed by it. From the magnetisation
data shown here, this cannot be unambiguously determined.

If the dimensions of core and shell are chosen carefully, the crystals show a sharp
step in magnetisation when superconductivity in the core is destroyed. This
transition is easy to distinguish at low temperatures. However, at higher temper-
atures, when the critical temperature of the core is approached, superconductivity
in the core and hence diamagnetism in the core only occurs at very small applied
fields and is easily concealed by the magnetisation of the shell. To overcome this
problem and to get a strong signal from the core, one sample with a large core
and a thin shell (core: 11.9×3.2×3.1 µm3, 40 nm shell) was prepared to measure
the effect of the shell on the core which is discussed in the next section (Fig. 6-3.

To confirm the enhancement of the core compared to a "bare" tin crystal, one
pure tin crystal of comparable dimensions was measured alongside the core shell
crystals. To assist with the measurement of the Tc enhancement of the core,
three lock-in amplifiers were used to record the signal of the core-shell structure,
a "bare" tin rod and an empty Hall probe simultaneously. Even if there is an
absolute error in temperature and/or magnetic field, this technique allows one to
directly compare the values with confidence.

6.2.1 Enhancement of the core Tc

One of the effects which the shell has on the core is an enhancement of the critical
temperature of the core due to proximity-induced superconductivity. Here, the
tin core is the "weak" superconductor, while the shell is much stronger and has
a higher Tc and Hc(T ) at a given temperature. The enhancement of the order
parameter at the interface gives rise to an enhancement of the critical parameters
of the core. For T core

c < T < T shell
c and Hcore

c < Ha < Hshell
c the isolated core
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is in the normal state, when Cooper pairs cannot form. The shell, however, is
superconducting and hence acts as a source for Cooper pairs which can diffuse
across the interface and into the core. This was theoretically demonstrated by
Baelus et al..108 Fig. 6-3 shows magnetisation curves for a large Sn-Pb core-shell
with a comparatively thin shell. The tin core has the dimensions 11.9 × 3.2 ×
3.1 µm3, and is surrounded by an approximately 40 nm thick lead shell. A similar
sized "bare" tin rod (13.5 × 3.3 × 2.4 µm3) was measured simultaneously. Data
are shown for three different temperatures close to bulk T Sn

c . The red curve
was recorded below the critical temperature of tin. The magnetisation curve for
the tin rod is shown, offset by −10 G on the magnetisation axis, in the same
colour. It is evident, that the critical field of the core is greatly enhanced for
both "superheating" and "supercooling" branches. Although, in the core-shell
the core would not technically be superheated or supercooled, this notation for
the fields of the destruction and onset of superconductivity is retained in this
section. If the temperature is raised above the critical temperature of bulk tin,
the Hall probe under the bare tin rod does not detect any magnetisation signal.
In the core-shell structure, however, the sharp transition of the core is still visible.
Further, the slope of the M(H) curve in the core superconducting state has a
similar slope below and above the critical temperature, suggesting, that a similar
amount of the core is superconducting above T Sn

c . Assuming that the whole core
is superconducting below the critical temperature, this means that the whole core,
and not just a surface sheath close to the shell, is still superconducting at T > T Sn

c .
In Fig. 6-4 the critical fields of the onset and destruction of superconductivity in
the core are shown as a function of temperature. Both values are greatly enhanced
compared to the values for the pure tin rod. It is notable that the reference tin
rod does not show any superheating, in fact superconductivity is destroyed even
below Hc(t). This is probably due to the large size of these crystals; only the
central part of the rod is measured by the Hall probe and the sample exhibits
an intermediate state, as evidenced by magnetisation jumps at low temperatures
in an increasing field. Hence superconducting domains at the corners, which are
about 5 µm away from the Hall probe, are hidden from our measurement. Close
to the critical temperature, this effect is not observed.

In the core-shell structure, the supercooling field of the core, Hsc, at which super-
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Figure 6-3: Magnetisation curves for a large Sn-Pb core-shell sample (core: 11.9 ×
3.2× 3.1 µm3, shell: ≈ 40 nm) and a Sn rod (13.5× 3.3× 2.4 µm3) measured simulta-
neously for T ≈ T Sn

c which confirm the enhancement of Tc in the core. The inset shows
magnetisation curves at lower temperature, when the shell is practically invisible in the
magnetisation. The maximum fields of the sweep start and end point were chosen so
that no shell magnetisation was detected at these fields. It was |Hmax| = 500 G for the
three corves close to T Sn

c . The data in the inset was recorded with |Hmax| = 2000 G.
Two arrows mark the fields plotted in Fig. 6-4

conductivity nucleates in the core, has a similar temperature dependence to Hsc

of the tin rod at low temperatures. When the critical temperature of bulk tin is
reached this behaviour changes, and this critical field approaches zero much more
gradually than before. The superheating field on the other hand approaches zero
and has a value very close to zero at the highest temperatures where a core tran-
sition could be unambiguously identified. The values in the graph abruptly stop
at T ≈ 4.3 K. This is where the signature of the core almost completely vanished
into the background shell magnetisation. The superconductivity in the core is
probably still there, but is not detectable in our experiment. It is not possible
to estimate the actual critical temperature of the core from the data presented,
only a lower limit can be estimated of T core

c > 4.3 K = 1.16 T Sn
c .
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tivity in the S-S’ core and in the tin rod as a function of temperature.

It is interesting to note that superconductivity is restored in the core, in a decreas-
ing field, even above the critical temperature of the core, while superconductivity
is destroyed upon further sweeping to a reversed field with a lower absolute value
above a certain temperature. The polycrystalline thin lead film that forms the
shell is clearly in the type II limit in this sample and hence never exhibits a full
Meissner state in a decreasing magnetic field, but contains vortices which are
usually aligned parallel to the applied field. As the core stays in the Meissner
state all the way to zero applied field, the trapped flux is still oriented in the
same way, even after the sign of the applied field changed. An explanation for
the missing Meissner state after the applied field changed its direction might lie
in the configuration of the trapped flux. The flux that stays in the lead shell
is pushed into the centre of the sample, as the shell walls become more super-
conducting in a decreasing applied field. When the critical field falls below the
critical field of the core, the flux will be trapped at the interface between the
tin core and the lead shell. The supercurrents in the core, generated by the flux
along its perimeter have a particular direction of rotation. After changing the
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direction of the applied field, additional currents are necessary to keep the core
field free. Apparently, as soon as these currents start to form, superconductivity
in the whole volume of the core is destroyed. This could be due to the fact, that
at this temperature the core is only superconducting if Cooper pairs are provided
by the shell which then sustain the proximity induced supercurrents in the core.
However, it is not known exactly where magnetic flux is trapped in the sample
and how this affects core superconductivity. Field cancellation effects of the shell
magnetisation and the applied field might also play a role, but without knowledge
of the magnetic flux in the sample, these cannot be unambiguously determined.
It is hence not currently possible to explain all the observed effects by existing
theoretical models.

6.2.2 Little-Parks oscillations in the shell

The measurement of oscillations of the net magnetisation at high temperatures
required a very low sweep speed and a high applied field resolution. The ratio
between field steps and maximum applied field is limited by the digital resolution
of the power supply. All measurements hence represent a trade-off between the
maximum applied field and the resolution. As a result, resolving these oscillations
in magnetisation data is not possible at high fields, i.e., for very low temperatures.

Little and Parks showed in their classic experiment that an oscillation of Tc of
a cylindrical superconducting shell is observed, when H is varied.40,41 Upon in-
creasing the field, the temperature dependent resistance of the cylinder changed
periodically and the periodicity of these so called Little-Parks oscillations is con-
nected with the flux quantum Φ0 and is a direct measure of the internal area A
of the normal cross-section. The periodicity in an applied magnetic field is

∆H =
Φ0

A
. (6.2)

Similar oscillations are observed in the core-shell structures in this work. In
particular, at high temperatures the magnetisation data exhibits a periodic be-
haviour which is illustrated by the data in Fig. 6-5. In the original Little-Parks
experiment the oscillations were observed in a perfect "ring", with the interior
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Figure 6-5: Magnetisation curves for a small Sn-Pb core-shell (core: 2.6×0.9×0.7 µm3,
shell: 50 nm) at various temperatures (a). Oscillatory behaviour is most prominent at
high temperatures as seen in the expanded graph in (b).

filled by an insulator. In the core-shell structures of this work, the loop is formed
of the four side walls perpendicular to the plane of the Hall probe sensor. The
area surrounded by this frame (defined by the core) is simply A = l · w. The
top lead film, perpendicular to the applied magnetic field, is ignored in this ap-
proximation for the reasons described above. As the shell is not filled with an
insulator, but with another superconductor, the oscillations give a measure of
how deep superconductivity spreads from the shell into the core. Fig. 6-5 shows
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magnetisation curves recorded at different temperatures for one small core-shell
structure. For this analysis a small crystal is necessary as, from Eq. 6.2, it is clear
that a smaller area yields a larger step size, ∆H, which is needed to be able to re-
solve the oscillations. The crystal measured here has a core of 2.6×0.9×0.7 µm3

and a shell of ≈ 50 nm. At low temperatures (T ≤ T core
c ) the magnetisation

steps follow no clear resolvable pattern due to strong diamagnetism and vortex
pinning in the shell. Only for temperatures well above T core

c , e.g. 6.5 K, is a
clear oscillatory pattern visible. For the two highest temperatures, the position
and height of these jumps is recorded in Fig. 6-6. The top panel shows the mag-
netisation curves for 6.5 K and 7 K which clearly show a large number of steps
which can be interpreted as Little-Parks like oscillations associated with closed
superconducting loops around the perimeter of the crystal. From Fig. 6-5 it is
clear that the steps occur for both sweep directions in a mirror inverted manner.
The plots of ∆H and ∆M (Fig. 6-6b) show the values for both sweep directions.
The data from the second sweep was mirror inverted to match the data of the
first sweep, which is shown above in Fig. 6-6a. These plots convincingly confirm
the reproducibility of the observed features.

The periodicity of the jumps expected for a lead shell with an empty core,

∆H0 =
Φ0

A
=

20.7 G · µm2

2.6µm× 0.9µm
= 8.8 G, (6.3)

is marked as a dotted line in the ∆H plot in Fig. 6-6b. This value is only
reached for the last jumps at large negative decreasing applied fields and vice
versa. At both temperatures a slow approach of ∆H to this value is visible as
the magnitude of the field is increased. The higher value of ∆H corresponds to a
smaller flux containing area. This indicates, that superconductivity exists, to a
certain extent, in the core as well. Assuming a thickness t for the superconducting
sheath, so that the surrounded area becomes A = (l− 2t)(w− 2t), with the core
dimensions width, w, and length, l. The parameter t can be calculated from the
magnetisation jumps ∆H. This is shown in the bottom panel of Fig. 6-6. The
value t = 0 corresponds to the current flowing exactly around the perimeter of
the core. The data show clearly, that at low fields, superconductivity is able
to penetrate deep into the core while, for increasing fields, superconductivity is
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Figure 6-6: A close analysis of the magnetisation jumps, (a), reveals that the effective
area surrounded by superconductivity changes with temperature and applied field. The
data for ∆H, (b), and ∆M (inset) are plotted for both sweep directions, with the data
of the positive sweep direction mirror inverted to fit the magnetisation data for the
negative sweep shown on top (cf. Fig. 4-8). ∆H0 is the step size corresponding to the
perimeter of the core. The thickness of the superconducting sheath t as derived from
∆H is shown in (c).

increasingly restricted to the shell. The complex pattern at low applied fields,
however, suggests a sheath of induced superconductivity in the core but is not
fully understood.

The data could also be complicated by the formation of an intermediate state in
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the tin core, which is able to form at fields and temperatures above the critical
parameters of bulk tin. Further experiments will be required to fully understand
this.

6.3 Conclusion

We show that it is possible to grow high quality 3D S-S’ core-shell structures
with tin cores and lead shells by electrodeposition. The lead shell can be grown
on any tin shape, and appears to be a fairly rough polycrystalline film in SEM
images. The lead shell coats all exposed faces of the crystal, only the face where
the crystal is attached to the electrode is usually uncoated, yielding almost fully
covered 3D core-shell structures. Alloying of the tin and lead is not observed
within the resolution of the analysis methods used.

The lead shell is able to enhance the critical field and critical temperature of the
core considerably. One experimental problem is that the signature of the core in
the measured magnetisation is obscured if the shell magnetisation becomes too
strong compared to the core magnetisation. Nevertheless, a qualitative analysis is
possible and indicates an increase of the critical temperature of the tin core by at
least 15 % in a large tin rod with a thin lead shell. At high temperatures, the onset
of superconductivity in the core on decreasing the field occurs at higher fields than
its destruction on increasing the field after reversing its sign. Upon increasing
temperature, the critical field where superconductivity is destroyed approaches
zero field while the onset field remains finite. This unexpected behaviour is not
explained by existing theoretical models.

At high temperatures, when the core is not completely superconducting, oscil-
latory behaviour of the magnetisation as a function of applied field is observed.
The jumps in magnetisation can be interpreted as the entry/exit of single flux
quanta by analogy with Little-Parks oscillations. Changes in the field dependent
periodicity of flux entry suggest that even at temperatures T � T core

c supercon-
ductivity enters the core in a sheath around the perimeter, where the core is in
close contact with the shell. The thickness of this sheath depends on the mag-
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netisation history of the sample. As one would expect, superconductivity enters
deeper into the sample at low fields than at high fields.

One major challenge for the analysis of these crystals is distinguishing between
core and shell magnetisation as measured by the micro Hall probe technique. It
is not possible to unambiguously distinguish the contributions of the core and
the shell to the net measured magnetisation. Although the critical temperatures
of tin and lead are very different, the superconducting properties of the lead shell
change considerably at temperatures close to the critical temperature of tin, so
that it is not possible to record a "shell background" by switching the core to
the normal state by raising the temperature. Hence the interpretation of data
from such core-shell structures is challenging. In the future, 3D G-L simulations
are planned in collaboration with M. Milošević in Antwerp, who has indicated a
strong interest in the experimental results. These should provide strong insights
into the underlying physics of these fascinating systems.

137



Chapter 7

Sn/Pb-Ni core-shell structures

In the following section, the preparation of, and experiments on, core-shell struc-
tures with a superconducting core and a ferromagnetic shell are discussed. Most
experiments on superconductor-ferromagnet hybrids (FSH) have been performed
on lithographically prepared samples, which are generally constrained to be two
dimensional. The electrochemical fabrication technique used for the preparation
of our samples allows three dimensional structures to be made. While for litho-
graphically fabricated samples or layered structures the ferromagnetic material is
produced on just one side of the sample, electrodeposition of the ferromagnetic
material results in coverage on all exposed faces of the crystal. Applications
of such 3D samples range from magnetic guidance devices to novel supercon-
ducting/magnetic memory devices (cf. Sec. 2.5.3). In addition, lithographic
fabrication of such devices is slow and expensive compared to electrodeposition,
which allows a very large number of almost identical samples to be produced
simultaneously.

The main focus of the following experiments is on exploring the interaction of the
stray field of the ferromagnetic shell with the diamagnetic superconducting core.
The competition of these two oppositely directed magnetisations in an exter-
nally applied field leads to repeated reversible switching of the net magnetisation
behaviour.
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Figure 7-1: (a) and (b) show two AFM images of two core-shell structures, one Pb-Ni
triangle (a) and one Sn-Ni rod (b). (c) and (d) show FIB milled cross sections of similar
samples used to determine the shell thickness.136 The material on the top of the crystals
is Platinum, which was deposited to protect the actual crystal from damage during the
milling process.

The experimental results are compared to micromagnetic simulations, which were
performed by A. Knittel and H. Fangohr at the University of Southampton.225,226

7.1 Sample preparation

The main sample preparation process for these crystals was performed by S.
Dale.227 The cores of the crystals were grown by electrochemical deposition as
discussed above and in M. Engbarth’s doctoral thesis.179,193. The high Tc of
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lead, above the boiling point of 4He, made the measurements at temperatures
T � Tc more convenient. Also the core magnetisation of lead is much larger
than for tin and hence the compensation of the core and shell magnetisation is
more pronounced. After the core growth, the electrodes with the crystals were
transferred to an electrolyte containing the ferromagnetic material. A Watt’s
bath, (100 mM Ni(SO3NH2)2 + 15 mM NiCl2 + 65 mM H3BO3), was used to
plate the cores with nickel. The thickness of the nickel shell was estimated in
the same way as for the S-S’ core-shell structures and confirmed by FIB-milling
the samples and imaging the shell directly. In Fig. 7-1 two AFM images of a
Pb-Ni (a) and a Sn-Ni (b) crystal are shown which were used to determine the
dimensions of the samples. Fig. 7-1c and d show two FIB milled cross-sections of
a Pb-Ni triangle and a Sn-Ni rod respectively. To protect the crystal during the
cutting and milling process, FIB deposition was used to cover the crystals with
platinum (Pt) prior to milling. The insets in Fig. 7-1c and d present the clean
interface between core and shell. There is no indication that alloying occurs at
the interface. The thicknesses of the shells, estimated from the net charge flow
to be d ≈ 100 − 300 nm for both types of samples are confirmed by the images
in Fig. 7-1c and d. Simulations of the stray field at the Hall probe at saturation
magnetisation, Msat, also yield a shell thickness of ≈ 200 − 300 nm, which is
slightly larger but still in very good agreement with the estimated values above.

7.2 Magnetisation data

For the magnetisation measurements of these samples, much higher fields were
necessary than for the superconducting samples discussed earlier. Fields of H >

2000 G were used to fully saturate the magnetisation of the ferromagnetic nickel
shell. At these high fields the Hall probes showed weakly non-linear behaviour
and the use of an empty reference Hall probe was essential to compensate for this.
To account for the difference between individual Hall coefficients, a cubic function
was fitted to the saturated section of the data as explained in Sec. 4.3.2. For each
sample, the magnetisation was measured at several different temperatures above
and below the Tc of the core. Fig. 7-2 displays the data for four different samples.
For all samples, one curve of the shell magnetisation (T = 8 K > T core

c ) is drawn
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Figure 7-2: Graph showing magnetisation data normalised by the saturation magneti-
sation, M/Msat, versus the applied field H. The black curve shows the magnetisation
for T > Tc (T = 8 K) and the red curve for T < Tc (T = 4.2 K for (a)-(c) and T = 2 K
for (d)). For (c) an additional curve with T � Tc (T = 2 K) is shown. The solid lines
show the positive sweep direction, and the dotted lines the negative sweep direction.

in black, while the red curve is for T < T core
c . For the Pb-Ni samples in Fig. 7-2a-c

this was recorded at the boiling point of helium T = 4.2 K, and for the Sn-Ni
sample in Fig. 7-2d this was recorded at T = 2 K. Dotted lines indicate the value
of the bulk critical field, Hc, of the core. For the large triangle in Fig. 7-2c, an
additional curve is shown in blue which was recorded at T = 2 K � TPb

c . The
magnetisation is expressed as a fraction of the saturation magnetisation Msat.
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In all samples, superconductivity exists at fields well in excess of the bulk critical
field. A pronounced diamagnetic "dome" is visible as superconductivity nucleates
in the sample at fields |H| >

∣∣Hbulk
c

∣∣ and where superconductivity is destroyed at
very much higher fields. This can directly be attributed to the magnetisation state
of the ferromagnetic walls surrounding the core. In this regime, the magnetisation
of the side walls is almost fully saturated at a value MFM (cf. Fig. 2-25 in
Sec. 2.5.3). The generated stray field, HFM , opposes the externally applied field,
Hext, and hence the local field, represented by the vector sum of the fields, is
lowered to below Hcore

c and superconductivity survives. This compensation effect
is visible in all Pb-Ni and Sn-Ni core-shell samples. The effect is strongest in the
sample with the largest side length of l = 5.7 µm (Fig. 7-2c). For this sample, it
was actually possible, at a very low temperature (T = 2 K � TPb

c ), to reverse
the sign of the net magnetisation at the peak of the superconducting dome (blue
curves in Fig. 7-2c) from para(ferro-)magnetic to diamagnetic and vice versa.
Jumps in the shell magnetisation, such as domain reversal or domain wall jumps,
are visible in the data for the pure core as well as in the data for the core-shell
structure.

For the Sn-Ni sample in Fig. 7-2d the superconducting dome only appears in
the regime where the magnetisation of the shell is reversing. HSn

c is considerably
smaller than HPb

c at the temperatures used in our experiments. Hence for a
fully magnetised shell, the local field never falls below the critical field of tin.
Only during the magnetisation reversal process, when the magnetisation of the
shell is significantly reduced, does the local effective field fall below HSn

c and
superconductivity becomes restored in the core. However, by using a shell with
lower saturation magnetisation, Sn-core samples should exhibit the same effects
as the Pb-Ni core-shell samples shown here.

In order to highlight the changes in the magnetisation of the whole sample, Fig. 7-
3 shows difference traces, ∆M(H), of the largest Pb-Ni triangle sample. For this
plot, data recorded at T = 8 K > TPb

c was subtracted from the magnetisa-
tion traces recorded at various temperatures T < TPb

c . Four distinct regimes
are identified in these data. For positive field sweeps from large negative val-
ues, |Hext| > |Hsat|, superconductivity first nucleates at the left hand side of
the region labelled I. In this regime, the Ni shell is almost fully saturated with
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Figure 7-3: Magnetisation plots of a Pb-Ni cores-shell crystal at different temperatures
T < TPb

c . To illustrate the magnetisation contribution of the superconducting core, a
measurement at T > Tc was subtracted from the data. Four different characteristic
regions, I - IV are observed, which are discussed in the text. The inset shows an
expanded version of a subset of the curves in region III, where distinct diamagnetic
"noise" is seen.

magnetisation pointing downwards, and the stray fields of the shell oppose the
externally applied magnetic field. Superconductivity starts to nucleate as soon
as the condition |Hext +HFM | < Hc(T ) is fulfilled anywhere in the core. The
superconducting region grows with decreasing absolute value of the external field
until a maximum of the superconducting dome is reached for |Hext| ≈ |HFM |.
Further decreasing |Hext| results in a decrease of the diamagnetic signal, as the
external field is not able to compensate the stray field of the ferromagnetic shell
anymore. When |Hext +HFM | > Hc(T ) is fulfilled everywhere in the Pb core, su-
perconductivity collapses. The point were the superconducting fraction is largest
is somewhere between region I and II. Due to the highly inhomogeneous field and
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the measurement of the magnetisation with a Hall probe below the sample this
point cannot be identified from the data presented here.

At the boundary between region I and region II, the magnetisation of the shell
starts to reverse and the behaviour of the sample becomes much more complex
as region II is entered. The reversal results in weaker stray fields, HFM , in the
superconducting core. The lower stray fields should facilitate the restoration
of superconductivity in some areas of the sample. However, surprisingly ∆M

crosses zero between region I and II which indicates a more paramagnetic net
response. This can be explained by screening of the stray field by puddles of
superconductivity in the core, which "throw out" more flux towards the Hall sen-
sor. For low temperatures, the value of ∆M in this region is almost independent
of temperature; only close to Tc does the value of ∆M vanish.

In the region, where the magnetisation reversal is steepest in the normal state
curves (black curves in Fig. 7-2), an irregular series of steps arising from sud-
den changes in the wall magnetisations is seen.115 These changes are due to the
jumping domain walls and magnetic vortices between strong pinning sites as the
magnetisation direction is switched. It is also possible that "Barkhausen steps"
play a role in the reversal region, as these steps might be capable of changing the
overall magnetic configuration of the sample enough so that a net response on
the Hall probe is measured. This occurs in region III in Fig. 7-3. The inset shows
an expanded version of four magnetisation traces, where these jumps are clearly
displayed. Each jump in the shell magnetisation is accompanied by a correlated
jump in the diamagnetic response of the superconducting core. Local changes
in the magnetisation either increase or decrease the local stray fields and hence
either enhance or suppress superconductivity in the core as is easily seen from
the data in the inset.

Upon further increasing the field the sample enters region IV in Fig. 7-3. This
region is dominated by another superconducting dome, similar to the dome in
region I, but with an opposite sign. This indicates that the magnetisation of the
nickel shell is now nearly fully reversed and has almost reached its saturation
value parallel to the direction of the applied field. The compensation of the
applied field is hence the same as for the compensation in region I. As expected,
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reversing the sweep direction from Hext > Hsat results in the same evolution of
diamagnetic signal with regions I-IV and the value of ∆M mirror inverted with
respect to the origin.

Micromagnetic simulations, performed by A. Knittel and H. Fangohr at the Uni-
versity of Southampton using the finite-element solver NMAG, explain many
of the effects seen in experimental data.228,229 The simulation assumes an ex-
change coupling equal to 7.2 · 10−7erg cm−1 and a saturation magnetisation of
Msat = 6409 Oe. The magnetocrystalline anisotropy, due to the polycrystalline
character of the shell, is not accounted for. A tetrahedral mesh is used to model
core and shell. For the shell a fine mesh is used with a tetrahedral edge length
smaller than the exchange length lexch. For the core, a coarse mesh is used to
resolve the shell’s stray field there. The screening currents and associated fields of
the superconducting core are also ignored, as this would require coupled solutions
of the micromagnetic equations with the G-L equations, which goes well beyond
the scope of this work. A more complete discussion of the results can be found
in Ref.136 (cf. Appendix A).

Fig. 7-4 shows the results of these simulations. As it is not possible with state-
of-the-art micromagnetic simulations to simulate a sample as large as those used
in this experiment, the dimensions of the simulated sample were reduced by a
factor of 10. Assuming an isotropic 250 nm thick nickel shell and ignoring any
effects of the superconductor on the ferromagnetic shell, the effective field was
calculated at the core. The resulting stray field seen at the Hall sensor was
also calculated. In Fig. 7-4a the fraction of the superconducting core volume,
where |Hext +HFM | < Hc(T ) is satisfied, is plotted. The graph shows the same
"superconducting dome" as measured experimentally. For four different applied
fields, the volume fraction is rendered as a 3D image in Fig. 7-4b(I-IV). In these
3D representations, the position of the Hall sensor is below the bottom of the
triangular footprint. We see clearly that superconductivity first nucleates in a ring
around the base edges (I), touching the top surface at three points. At the peak
of the diamagnetic dome these regions are all joined up (II) and almost the whole
core is superconducting. As the absolute value of the applied field is decreased the
core turns normal at the perimeter, where the stray field of the shell is strongest
(III). The superconducting volume continues to shrink until only a small fraction
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Figure 7-4: Micromagnetic simulations of the largest Pb-Ni triangle core-shell sample
discussed above. The superconducting volume fraction as a function of applied field
is shown in (a) and 3D renderings for four applied fields as indicated on the plot are
shown in (b). A 3D vector plot of the magnetisation along the z-axis Mz/Msat of the
shell for a freezing field of Hext = 1000 Oe is drawn in (c).

in the centre of the core, on the bottom and at the top is superconducting. In the
last image Fig. 7-4b(IV), the formation of a large superconducting volume in the
vicinity of the Hall probe is visible. This volume is likely to represent the "puddle
of superconductivity" which leads to the magnetisation reversal in region II of
Fig. 7-3. In the simulations, the magnetisation of the shell was "frozen" at a
field of Hext = 1000 Oe and assumed to be unchanged in a decreasing field in
order to simulate the effect of magnetic pinning. Simulations at different freezing
fields greater than 800 Oe revealed that the results were not very sensitive to this
choice. A 3D vector plot of the shell magnetisation along the z-axis divided by
the saturation magnetisation,Mz/Msat, is presented in Fig. 7-4c. Note that there
is a single vortex at the centre of the top surface, which is clearly correlated with
the nucleation and destruction of superconductivity in Fig. 7-4b.
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7.3 Conclusion

Electrochemical deposition is capable of fabricating superconducting-ferromag-
netic core-shell structures with truly three dimensional geometries. Magnetisa-
tion measurements yield deep insights into the complex process of magnetisation
reversal of the shell, which controls the nucleation of superconductivity in the
core. In particular the possibility of controlling the magnetic response of the
sample, even of switching the magnetic behaviour from para(ferro-)magnetic to
diamagnetic by the application of an external magnetic field, could lead to a
number of interesting applications. A relatively small change in the applied field
is able to change the direction of the overall magnetisation of the sample. This
could be exploited, for example, in magnetic guidance or novel memory devices.
If FSHs are used as superconducting/magnetic memory devices as proposed by
Nemes et al. one needs to be able to switch the samples between two different
states.143 By controlling the shell magnetisation with an external field, one is able
to switch the core of the FSH between the normal and the superconducting state.
This will define a "0" and a "1" to be read out. Moreover, electrodeposition is
readily scalable and capable of producing a large number of identical samples;
hence it is ideal for extension of these effects for industrial applications.
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Chapter 8

Conclusions and future work

During the course of this work Hall array magnetometry measurements have been
used to investigate the magnetic response of a variety of individual superconduct-
ing crystals grown by electrodeposition.

8.1 Conclusion

Electrodeposition was used to study the shape and size evolution of tin crystals
from tetrafluoroboric acid solutions. In addition to complex snowflake shapes,
which yield a good understanding of the crystallographic axes in tin crystals, tin
crystals grow as cuboids with almost square cross-sections. The very flat, clean
faces and the steep edges of the rods make them ideal samples to probe effects
governed by the size and shape of the sample. In addition, tin also grows as
thin triangular platelets, with steep edges. This is possible due to twinning and
incomplete rod growth, although tin does not form perfect equilateral triangles
which are however formed during the electrodeposition of lead. The steep edges
of tin complement the slanted edges, found in lead triangles. Comparing these
two, yields additional understanding of the importance of the edges for flux exit
in a decreasing applied field. Electrodeposition can also be used to plate these
crystals with another superconductor (lead) or with a ferromagnetic material
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(nickel).

The cuboid tin crystals prepared in this way proof to be ideal model systems for
studying mesoscopic, temperature dependent effects in small type I superconduc-
tors. Micromagnetic measurements on tin rods of varying sizes reveal that no
intermediate state is present in our samples and that three distinct regimes are
identified for the superconducting to normal phase transition for increasing tem-
perature. At low temperature, clear supercooling and superheating is observed
and generally the behaviour is close to the expected behaviour of bulk tin. As
the critical temperature is approached the supercooling and superheating fields
converge and the transition from the superconducting to the normal state and
vice versa appears to become reversible, but remains clearly of first order. The
crossover from a first order to a second order phase transition at temperatures
very close to Tc cannot be unambiguously identified by our experiments. How-
ever, the predicted temperature dependence of Hc3 for the second order phase
transition in a thin slab (w � ξ), fits the data in the reversible regime, the
observed transition is clearly of first order.

In contrast to the findings for rods, many triangular samples exhibit an interme-
diate state. However, the appearance of flux entry and exit in the magnetisation
of individual samples varied even between similar samples. The pinning of flux
on grain boundaries and twinning planes must govern the structure of the inter-
mediate state. As these internal defects are difficult to assess, it is not possible
to establish a model for the flux entry and exit or the structures formed. Nev-
ertheless, flux exit is strongly delayed compared to the flux exit in lead triangles
due to the much higher surface barrier arising from the steep edges of the tin
triangles.

The S-S’ tin-lead core-shell structures which were prepared and used in this work
are, as far as we know, the first fully 3D S-S’ core-shell structures to be investi-
gated. The lead shell, the "strong" superconductor, in these is able to provide
Cooper pairs for the "weaker" superconducting tin core, which diffuse across the
interface and sustains the superconductivity in the core above both, the critical
field and critical temperature of bare tin. The increase in critical temperature
of the core with respect to the bulk value can be estimated to be greater than
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T core
c > 1.16 T Sn

c for a large tin rod with a thin lead shell. For reasons we do
not yet understand, the critical field of the onset of superconductivity in a con-
figuration where the trapped flux is mostly parallel to the applied field is much
higher than the field for the destruction in a field anti-parallel to the trapped
flux. For smaller crystals, the shell can be regarded as a superconducting ring,
in which Little-Parks like oscillations are observed as flux quanta enter and exit
the sample. The periodicity can be used to estimate the width of the supercon-
ducting sheath at the perimeter of the core at T � T core

c . The data suggest, that
in a decreasing field, superconductivity penetrates up to ≈ 100 nm into the core
while, after changing the direction of the applied field, superconductivity of the
core is suppressed in an increasing field.

Enhancement of the core superconductivity is also observed in S-F core-shell
structures which use a ferromagnetic nickel shell on either a superconducting
lead or tin core. The main mechanism giving rise to the enhancement in these
crystals is the compensation of an externally applied field by the stray field of the
magnetised shell. A superconducting "dome" is observed, with a maximum at the
value where the applied field is exactly compensated by the shell stray field over
the largest fraction of the core volume. For one sample it was actually possible
to switch the absolute measured net magnetic behaviour from diamagnetic to
para(ferro)magnetic by tuning the applied field. The experimental data were
compared to micromagnetic simulations, which are able to reproduce the observed
behaviour.

8.2 Future work and outlook

In this final section of this thesis, some extensions of the work on hand as well
as some future prospects are outlined.

There are a number of natural extensions to this work. Tin enters the mesoscopic
regime very close to its critical temperature for samples with dimensions just less
than one micrometre. Smaller samples should enter the mesoscopic regime at
lower temperatures and hence the transition between first order and second or-
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der phase transitions becomes more accessible. However, a way has to be found
to manipulate these tiny crystals onto the Hall probe. The use of an optical
microscope is limited by the need for space for the micromanipulator and the
available lenses. Also, the signal of such small crystals, very close to the critical
temperature, is extremely tiny and difficult to pick up with the currently used
Hall probes. After overcoming these difficulties, measurement of other shapes
are readily possible. However, it was shown that individual triangular crystals
are very varied in their behaviour and it is questionable if other shapes can be
produced which behave more reproducibly. In addition, simulation of more com-
plex shapes gets increasingly difficult. Nevertheless, other shapes might yield
additional understanding regarding the nucleation of superconductivity in cor-
ners of different angles or metastability for different vertical edges. All these
experiments rely on the high resolution, both spatial and magnetic, of micro
Hall probes. Other techniques, such as transport measurements or optical mea-
surements would be pretty difficult to establish for the crystals produced in this
work.

The S-S’ core-shell system, established by electrodeposition and electroplating,
is a much more fertile one for interesting new discoveries. The ability to drag
superconductivity of a tin core above the boiling point of 4He at ambient pressure
by applying a thin lead shell is very exciting. With the crystals and techniques
used for this work, only a rough estimation of the maximum enhancement of the
critical temperature was possible. Here, other techniques such as Kerr microscopy
or Bitter decoration could yield further insights into the extend to which the core
superconductivity is influenced by another superconductor in intimate contact.
Even the fabrication of core-shell structures with two different shells should be
possible. By carefully choosing the electrolytes, one should be able to plate a
thin normal conducting or ferromagnetic shell between the tin core and lead
shell. This would yield further insight of how the proximity effect works and
would complement work performed on stacked layered systems.

The behaviour of such a core-shell structure near zero applied field makes an
application as superconducting memory thinkable. Utilising the fact that the
core-state depends on the magnetic history, a write and read process is possible.
If a small permanent magnetic field is applied, the core is either superconduct-
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ing or normal, depending on the flux present at the interface. Applying a large
magnetic field either parallel or antiparallel to the small "reading" field would
write information onto that crystal. The fabrication by electrodeposition is eas-
ily scalable, though a way has to be found to address these bits in a real device.
Additionally, the operating temperature of 4.2 K could discourage many appli-
cations. Nevertheless, it should be possible, and might be useful, for certain
applications.

A memory device utilising the interaction between a soft ferromagnet and a su-
perconductor was recently proposed.143 The F-S core-shell structures measured
during this work could yield ideal elements for such a memory device. It was
shown that at the bench-scale full control of the magnetic behaviour of a single
crystal is possible. By changing the applied field, the sample was switched from
diamagnetic to para(ferro)magnetic over finite field ranges. Also, the positions
of these switching phenomena depend on the magnetic history of the crystal.
These are all the ideal pre-conditions for use in such a superconducting-magnetic
memory device as proposed. The scalability of electrodeposition is just another
advantage. However, the same disadvantages as above apply, namely that for
the materials used in this work, the operating temperatures are too low for most
serious applications.

Other applications for S-F core-shell structures might be e.g. for use as sensi-
tive particle detectors. Superheated tin particles are currently used in particle
detectors.140,216 The shift to higher fields due to the compensation effects of the
applied field and the magnetised shell could prove to be useful for their applica-
tion in particle accelerators. The high sensitivity to changes in the net magnetic
behaviour can possibly be utilised in magnetic guidance. Once tuned, by temper-
ature or fabrication, to a certain target field, small variations around that value
yield large changes in the net magnetisation.

To summarise, this work has introduced a new model system for the investigation
of mesoscopic type I superconductivity in tin crystals and combined this with the
established use of lead in the form of 3D core-shell structures. Micromagnetic
measurements are an invaluable tool for investigating superconductivity in such
crystals. The experimental findings are able to suggest a number of applications,
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especially for the core-shell structures, which utilise their unique characteristics.
Although these applications are currently only dreams for the future, new findings
might yet demonstrate their benefits. In the last 100 years, the field of mesoscopic
superconductors has received very little attention and there is plenty of room for
new discoveries.
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