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Abstract

Gravity waves play a fundamental role in driving the large-scale circulation of the atmosphere. They are influenced both by the variation in their sources and the filtering effects of the winds they encounter as they ascend through the atmosphere. In this thesis we present new evidence that gravity waves play a key role in coupling the troposphere, stratosphere and mesosphere. In particular, we examine the connection of gravity waves to two important large-scale oscillations that occur in the atmosphere, namely the Madden-Julian Oscillation (MJO) in the troposphere and the Mesospheric Semi-Annual Oscillation (MSAO).

We present the first ever demonstration that the MJO acts to modulate the global field of gravity waves ascending into the tropical stratosphere. We discover a significant correlation with the MJO zonal-wind anomalies and so suggest that the MJO modulates the stratospheric gravity-wave field through a critical-level wave-filtering mechanism. Strong evidence for this mechanism is provided by consideration of the winds encountered by ascending waves.

The Ascension Island meteor radar is used for the first time to measure momentum fluxes over the Island. These measurements are then used to investigate the role of gravity-wave in driving a dramatic and anomalous wind event that was observed to occur during the first westward phase of the MSAO in 2002. Gravity waves are shown to play an important role in driving this event, but the observations presented here also suggest that the current theory of the mechanism describing these anomalous mesospheric wind events is not valid.

Both of these studies highlight the critical importance of gravity waves to the dynamics of the atmosphere and highlight the need for further work to truly understand these waves, their processes and their variability.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIM</td>
<td>Aeronomy of Ice in the Mesosphere</td>
</tr>
<tr>
<td>AIRS</td>
<td>Atmospheric InfraRed Sounder</td>
</tr>
<tr>
<td>CDAAC</td>
<td>COSMIC Data Analysis and Archive Center</td>
</tr>
<tr>
<td>CHAMP</td>
<td>Challenging Mini-Satellite Payload</td>
</tr>
<tr>
<td>CIPS</td>
<td>Cloud Imaging and Particle Size</td>
</tr>
<tr>
<td>CIRA-86</td>
<td>COSPAR International Reference Atmosphere</td>
</tr>
<tr>
<td>CLIVAR</td>
<td>Climate Variability and Prediction Programme (U.S.)</td>
</tr>
<tr>
<td>COSMIC</td>
<td>Constellation Observing System for Meteorology, Ionosphere and Climate</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium Range Weather Forecasting</td>
</tr>
<tr>
<td>EISCAT</td>
<td>European Incoherent Scatter Scientific Association</td>
</tr>
<tr>
<td>ENSO</td>
<td>El Niño Southern Oscillation</td>
</tr>
<tr>
<td>EP</td>
<td>Eliassen-Palm flux divergence</td>
</tr>
<tr>
<td>GOES</td>
<td>Geostationary Operational Environmental Satellite</td>
</tr>
<tr>
<td>GPM</td>
<td>Global Precipitation Measurement mission</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GPS/Met</td>
<td>GPS Meteorology experiment</td>
</tr>
<tr>
<td>GWPE</td>
<td>Gravity-Wave Potential Energy</td>
</tr>
<tr>
<td>IGOR</td>
<td>Integrated GPS Occultation Receiver</td>
</tr>
<tr>
<td>IHC</td>
<td>Inter-Hemispheric Coupling</td>
</tr>
<tr>
<td>ISO</td>
<td>Intra-Seasonal Oscillation</td>
</tr>
<tr>
<td>HIRDLS</td>
<td>HHigh Resolution Dynamics Limb Sounder</td>
</tr>
<tr>
<td>JAXA</td>
<td>Japan Aerospace eXploration Agency</td>
</tr>
<tr>
<td>MF</td>
<td>Medium-Frequency radar</td>
</tr>
<tr>
<td>MLS</td>
<td>Microwave Limb Sounder</td>
</tr>
<tr>
<td>MLT</td>
<td>Mesosphere and Lower Thermosphere</td>
</tr>
<tr>
<td>MSAO</td>
<td>Mesospheric Semi-Annual Oscillation</td>
</tr>
<tr>
<td>MST</td>
<td>Mesosphere-Stratosphere-Troposphere radar</td>
</tr>
<tr>
<td>MJO</td>
<td>Madden Julian Oscillation</td>
</tr>
<tr>
<td>MPD</td>
<td>Meteor Position Data</td>
</tr>
<tr>
<td>MU</td>
<td>Middle and Upper atmosphere radar</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration (U.S.)</td>
</tr>
<tr>
<td>NLC</td>
<td>Noctilucent Clouds</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration (U.S.)</td>
</tr>
<tr>
<td>OLR</td>
<td>Outgoing Long-wave Radiation</td>
</tr>
<tr>
<td>PMC</td>
<td>Polar Mesospheric Clouds</td>
</tr>
<tr>
<td>PRF</td>
<td>Pulse Repetition Frequency</td>
</tr>
</tbody>
</table>
QBO  Quasi Biennial Oscillation
RO   Radio Occultation
RMM  Real-time Multivariate MJO index
SAAMER  Southern Andes Agile MEteor Radar
SABER  Sounding of the Atmosphere using Broadband Emission Radiometry
SAC-C  Satellite de Aplicaciones Cientificas-C
SG-WEX  South Georgia Wave EXperiment
SSAO  Stratospheric Semi-Annual Oscillation
ST   Stockwell Transform
TBB  Tri-Band Beacon
TIP  Tiny Ionospheric Photometer
TRMM  Tropical Rainfall Measuring Mission
TMI  TRMM Microwave Imager
UCAR  University Corporation for Atmospheric Research (U.S.)
UTC  Coordinated Universal Time
VIRS  Visible and Infra-Red Scanner instrument

List of Mathematical Symbols

\( \alpha \)  Adjusted zenith angle
\( \gamma \)  Ratio of specific heats for constant pressure and volume
\( \rho \)  Atmospheric density
\( \sigma_e \)  Scattering cross-section of a free electron
\( \omega \)  Wave frequency
\( \omega_a \)  Acoustic wave frequency
\( \Omega \)  Earth’s rotational velocity
\( \phi \)  Latitude or zenith angle dependent on use
\( \theta \)  Azimuth angle
\( \lambda \)  Wavelength
\( A \)  Wave amplitude
\( a_{GW} \)  Gravity-wave acceleration
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<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_p$</td>
<td>Potential energy</td>
</tr>
<tr>
<td>$f$</td>
<td>Inertial frequency</td>
</tr>
<tr>
<td>$F_T$</td>
<td>Transmitter frequency</td>
</tr>
<tr>
<td>$G$</td>
<td>Antenna gain</td>
</tr>
<tr>
<td>$g$</td>
<td>Acceleration due to gravity</td>
</tr>
<tr>
<td>$H$</td>
<td>Scale height</td>
</tr>
<tr>
<td>$h$</td>
<td>True height of meteor</td>
</tr>
<tr>
<td>$K$</td>
<td>Complex wavenumbers</td>
</tr>
<tr>
<td>$k$</td>
<td>Real wavenumbers</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$m$</td>
<td>Mean molecular mass</td>
</tr>
<tr>
<td>$n_e$</td>
<td>Electron number density</td>
</tr>
<tr>
<td>$N$</td>
<td>Brunt-Väisälä frequency</td>
</tr>
<tr>
<td>$N_{ref}$</td>
<td>Atmospheric refractivity</td>
</tr>
<tr>
<td>$P_R$</td>
<td>Received power</td>
</tr>
<tr>
<td>$P_T$</td>
<td>Transmitted power</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$p_w$</td>
<td>Water vapour partial pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>Number of electrons per meter in meteor trail</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Richardson number</td>
</tr>
<tr>
<td>$R$</td>
<td>Slant range of meteor</td>
</tr>
<tr>
<td>$R_E$</td>
<td>Earth’s radius</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$U$</td>
<td>Wave perturbation velocity</td>
</tr>
<tr>
<td>$u$</td>
<td>Zonal wind</td>
</tr>
<tr>
<td>$u'^2$</td>
<td>Zonal variance</td>
</tr>
<tr>
<td>$u'v'$</td>
<td>Vertical component of horizontal momentum flux</td>
</tr>
<tr>
<td>$u'w'$</td>
<td>Zonal component of vertical momentum flux</td>
</tr>
<tr>
<td>$v$</td>
<td>Meridional wind</td>
</tr>
<tr>
<td>$v'^2$</td>
<td>Meridional variance</td>
</tr>
<tr>
<td>$v'w'$</td>
<td>Meridional component of vertical momentum flux</td>
</tr>
<tr>
<td>$v_h$</td>
<td>Horizontal velocity</td>
</tr>
<tr>
<td>$v_{rad}$</td>
<td>Radial velocity</td>
</tr>
<tr>
<td>$v_{radm}$</td>
<td>Modelled radial velocity</td>
</tr>
<tr>
<td>$w$</td>
<td>Vertical wind</td>
</tr>
<tr>
<td>$w'^2$</td>
<td>Vertical variance</td>
</tr>
<tr>
<td>$W$</td>
<td>Liquid water content</td>
</tr>
<tr>
<td>$x$</td>
<td>Horizontal distance</td>
</tr>
<tr>
<td>$z$</td>
<td>Height</td>
</tr>
</tbody>
</table>
Thesis Outline

This thesis aims to further the understanding of gravity waves in the equatorial stratosphere and mesosphere. Specifically, in Chapter 3 we discuss whether the MJO modulates the fluxes of gravity waves in the equatorial stratosphere and in Chapter 4 we assess the contributions of gravity waves in the driving of anomalous events in the equatorial mesosphere. The presentation of this thesis is summarised below.

Chapter 1 introduces the predicted structure of the atmosphere under radiative equilibrium and the importance of atmospheric waves in explaining its observed structure. These waves are introduced and their influence on the dynamics of the atmosphere is discussed. Finally, the large-scale variability in the atmosphere, which can influence the generation and propagation of these waves, is discussed.

Chapter 2 introduces the observations and analysis methods used in this thesis. Both the calculation of winds and gravity-wave properties from meteor measurements, and the calculation of gravity-wave properties from radio occultation temperature profiles, are discussed. The other supporting observations used in this thesis are also presented at the end of this chapter.

In Chapter 3 we use COSMIC radio occultation temperature measurements to determine gravity-wave fluxes in the tropical stratosphere. The contribution of the MJO to these fluxes is assessed by the separation of these fluxes by MJO phase. Observations of the convective and dynamic component of the MJO are used to assess the mechanism of this modulation. The results from this chapter present the first evidence of large-scale modulation of stratospheric gravity-wave fluxes by the MJO in the tropical stratosphere.

In Chapter 4 we use meteor measurements from the Ascension Island meteor radar (8° S, 14° W) to calculate winds and gravity-wave momentum fluxes. These are the first measurements of gravity-wave momentum flux made using the Ascension Island meteor radar. These are used to assess the contribution of gravity waves to the MSAO, and in particular an anomalous westward phase event that occurred in 2002.

Chapter 5 summarises the results from this thesis, highlights the other research contributions from the author and suggests a number of future studies of interest.
Chapter 1

Introduction to the Atmosphere

This chapter provides an introduction to the theoretical and observed structure of the atmosphere. The importance of atmospheric waves in describing the observed atmospheric structure will be discussed and the wave phenomena that exist in the equatorial atmosphere will be introduced. We then introduce some of the large-scale variability in the equatorial atmosphere that is either driven by these waves, or influences the variability of their sources.
1.1 The Thermal and Dynamical Structure of the Earth’s Atmosphere

1.1.1 Introduction to the Earth’s Atmosphere

The Earth’s atmosphere is a thin envelope of gas that surrounds the planet. It can be described by concentric layers, the vertical boundaries of which are defined by the temperature gradient as shown in Figure 1.1. Each of these concentric layers or spheres, namely the troposphere, stratosphere and mesosphere, are characterised by either an increasing or decreasing temperature gradient with altitude. The upper boundary of each sphere is defined as the height where the temperature gradient reverses and is known as a pause, namely the tropopause, stratopause and mesopause.

Figure 1.1: Temperature structure of the atmosphere from the CIRA-86 model at 55° N. The figure shows a typical mid-latitude vertical temperature profile. Note the atmospheric layers, or spheres, which are characterised by their temperature gradients and have an upper boundary defined by the reversal in this gradient, known as a pause.
The differing temperature gradients arise primarily due to the varying concentrations of different chemical species with height. These chemical species heat the local atmosphere by either absorbing radiation (e.g., the absorption of ultraviolet radiation by ozone molecules) or cool the local atmosphere through the emission of radiation (e.g., the emission of infrared radiation by carbon dioxide molecules and water vapour). The heating and cooling rates for several molecular species that exist in the atmosphere are shown in Figure 1.2.

**Figure 1.2:** The globally-averaged short-wave heating and long-wave cooling rates (K day$^{-1}$) as a function of height for the dominant chemical constituents of the atmosphere at different heights, reproduced from London (1980).

In Figure 1.2, it can be seen that the emission of long-wave radiation by oxygen compounds dominate the heating rates above the tropopause; ozone in the stratosphere and oxygen in the thermosphere. The cooling rates above the tropopause are a result of the short-wave absorption of radiation particularly by carbon dioxide. The balance of these heating and cooling rates cause the positive temperature gradient with increasing height in the stratosphere and thermosphere, and the negative temperature gradient with increasing height in the mesosphere. The presence of water vapour in troposphere causes both cooling due to the absorption of long-wave radiation and heating due to the emission of short-wave radiation at a rate of approximately 2 K day$^{-1}$ and 1 K day$^{-1}$, respectively.
The troposphere describes the region of the atmosphere from the surface to heights of around 10 km at high latitudes to around 16 km at the equator. In the troposphere, temperature decreases at a rate of approximately $\sim 7$ K km$^{-1}$ and is a result of solar radiation heating the surface of the Earth more strongly than the air above. The reversal in temperature gradient, which is the upper bound of the troposphere and named the tropopause, varies with season and latitude, and is higher in the summer and in the tropics. The troposphere contains nearly all of the water vapour in the atmosphere and is where weather occurs. Most water vapour condenses out at the tropopause due to the minimum in temperature, which can be seen by the characteristic anvil shaped cumulonimbus clouds that flatten out at the tropopause.

Between the tropopause and about 50 km lies the stratosphere. The stratosphere is a region of increasing temperature with increasing height, which reaches a local maximum at the stratopause of approximately 270 K. This positive temperature gradient is due to the absorption of ultraviolet radiation in the ozone cycle, which heats the surrounding atmosphere, as shown in Figure 1.2. The stratosphere is very dry as a consequence of the cold-point tropopause, which acts as a cold trap for moisture and strongly inhibits vertical motion, and thus mixing, as a result of the positive temperature gradient. An important and interesting dynamical feature of the stratosphere is the Quasi-Biennial Oscillation (QBO), which will be discussed in Section 1.3.

Above the stratopause lies the mesosphere, where the temperature again decreases with increasing height. At heights between approximately 50–100 km, the concentration of ozone decreases enough that cooling due to carbon dioxide begins to dominate. This temperature decrease occurs up to the mesopause, which marks the coldest point in the atmosphere and where temperatures can fall below 130 K. Above this lies the thermosphere. There the dissociation of nitrogen and oxygen molecules causes a rapid increase in temperature, which can exceed 1000 K above 120 km. The mesosphere and lower thermosphere (MLT) region contains some interesting phenomena such as polar mesospheric clouds, which occur at high latitudes around the summer solstice when the region reaches its coldest temperatures. It is also where meteoroids ablate and form meteor trails, which can be seen by the eye and are colloquially known as shooting stars. Radar measurements of meteors are one of the few possible methods of measuring the MLT region.
1.1.2 The Predicted Thermal and Dynamical Structure of the Atmosphere in Radiative Equilibrium

A simple hypothetical model of the atmosphere can be obtained by considering it to be in radiative equilibrium, i.e. to have no net heating or cooling. The heating and cooling rates presented in Figure 1.2 can be used to calculate the hypothetical zonal average temperature structure of the atmosphere under the conditions of radiative equilibrium. This is presented in Figure 1.3.

Figure 1.3: A prediction of solstitial atmospheric zonal-mean temperature as a function of height and latitude, from Geller (1983). Note the gradient in temperature from the warmer summer pole to the cooler winter pole at all heights.

Figure 1.3 shows the horizontal temperature gradient to be from the warmer summer pole to the cooler winter pole. This is unsurprising given the summer pole will be in continuous daylight, and thus continually heated, whereas the winter pole will be in continuous darkness. A maximum temperature of approximately 300 K is predicted to occur at a height of around 40 km due to the high concentration of ozone. At similar heights over the winter pole the temperature drops to around 220 K. The coldest temperatures of less than 160 K are predicted to occur in the winter mesosphere, at heights above 70 km.
The structure of large-scale zonal winds that are predicted under radiative equilibrium can be deduced from consideration of the forces acting on an air parcel and the thermal wind equation, which describes the influence a horizontal temperature gradient has on the vertical structure of the wind. The meridional temperature gradient that results from differential heating at the poles causes high pressure at the summer pole and low pressure at the winter pole. This meridional pressure gradient initiates an atmospheric flow towards the winter pole. As the Earth is a rotating system, moving air parcels will experience a Coriolis force, which acts perpendicular to the direction of the air parcel’s motion. The balance between the Coriolis and pressure-gradient force results in a steady-state zonal circulation, the geostrophic wind, as illustrated by Figure 1.4.

![Diagram of geostrophic wind](image)

**Figure 1.4:** A schematic diagram illustrating the geostrophic balance of forces on an air parcel in the northern winter hemisphere. The thin horizontal grey lines are isobars (contours of constant pressure). An air parcel moving northward under a north-south pressure gradient force, $P_G$ (black), will experience a force, perpendicular to its motion, due to the Coriolis force, $C$ (purple). This adds a zonal component to the air parcel's velocity, $v$ (green), which increases. The increase in velocity increases the Coriolis force, which always acts perpendicular to the motion of the air parcel, and thus rotates. Consequently, we achieve purely zonal motion, the geostrophic wind, where the pressure-gradient and Coriolis forces are balanced.

The Coriolis force acts to push poleward flow to the right in the northern hemisphere
and to the left in the southern hemisphere. The resulting geostrophic winds are thus eastward in the winter hemisphere and westward in the summer hemisphere. The horizontal temperature gradient creates a vertical wind shear through the thermal wind equation. The radiative equilibrium temperature structure (Figure 1.3) and the thermal wind equation, result in the geostrophic winds presented in Figure 1.5. Note that it is not possible to calculate the geostrophic winds at the equator since the Coriolis force tends to zero and thus geostrophic balance does not apply.

Figure 1.5: A prediction of solstitial atmospheric zonal-mean wind (ms$^{-1}$) as a function of height and latitude. Eastward winds are given by positive values and westward winds are given by negative values. No predictions are made at the equator due to the near-zero Coriolis force. Reproduced from Geller (1983).

The zonal winds presented in Figure 1.5 are stronger with increasing height. Two open zonal jets occur, where wind speeds increase with height, which are centred at high latitudes in the summer hemisphere and mid-latitudes in the winter hemisphere, and reach speeds of up to 180 ms$^{-1}$ in the winter mesosphere. Critically, under the conditions of pure radiative equilibrium considered thus far, no vertical or meridional flows are predicted.

The key properties of the atmosphere in a hypothetical state of pure radiative equilibrium are summarised below.
We will now consider how the observed atmospheric structure compares to the simple radiative equilibrium model.

### 1.1.3 The Observed Thermal and Dynamical Structure of the Atmosphere

The Earth’s atmosphere is actually observed to be very different to that predicted by the radiative equilibrium model considered in Section 1.1.2. Figures 1.6 and 1.7 present more realistic representations of zonal-mean temperature and zonal-mean wind as a function of latitude and height for both northern and southern hemisphere summer solstice conditions, using the COSPAR International Reference Atmosphere (CIRA-86). The CIRA-86 model provides global climatologies of zonal-mean winds and temperatures up to 120 km derived from combined ground-based and satellite-borne measurements, and accurately reproduces the characteristic features of the atmosphere (Fleming et al., 1990).

The radiative equilibrium model zonal-mean temperatures shown in Figure 1.3 compare well with the temperatures observed in CIRA-86 (Figure 1.6) in the stratosphere, but elsewhere there are major differences. Firstly, the summer mesopause is much colder than the winter mesopause. This reversal in temperature gradient in the real atmosphere is the opposite of what is predicted by the radiative equilibrium model. Secondly, in the real atmosphere there is a temperature minimum at the equatorial tropopause. This is at odds with the radiative equilibrium model, which predicts a gradual increase in temperature from the winter to summer pole.

Significant differences between zonal-mean winds from the radiative equilibrium model (Figure 1.5) and the real atmosphere (Figure 1.7) are also apparent. Two pairs of zonal jets are observed up to heights of 90 km. The lower pair of jets, which occur
in the upper troposphere and are eastward in both hemispheres, were not observed in the radiative equilibrium model. An upper pair of jets are observed in the stratosphere/mesosphere and are eastward in the winter hemisphere and westward in the summer hemisphere. While these jets are observed in the radiative equilibrium model, the mesospheric jets in the real atmosphere are closed, i.e. decrease in strength with height, and actually reverse in direction at heights of approximately 90 km. This is in contrast to the radiative equilibrium predictions, where the winds continue to increase with height. The wind speeds of the jets observed in the real atmosphere are also slower than those in the radiative equilibrium model, reaching magnitudes of order 100 ms$^{-1}$ as opposed to 180 ms$^{-1}$.

Figure 1.6: Zonal-mean temperature from CIRA-86 as a function of latitude and height during the northern (top) and southern (bottom) hemisphere summer solstice. Note that the mesopause is much colder near the summer pole than the winter pole. Contours are in 20 K intervals.
Figure 1.7: Zonal-mean winds from CIRA-86 as a function of latitude and height during the northern (top) and southern (bottom) hemisphere summer solstice. The thick black line represents the zero-wind line, and eastward (dashed) and westward (dotted) wind contours are in 20 ms$^{-1}$ intervals.

The observed atmosphere is thus much more complex than that described by radiative equilibrium. This added complexity arises from additional forces, which act in an opposite direction to an air parcel’s motion, as shown in Figure 1.8. In the troposphere, this force results mainly from friction due to topography, but in the stratosphere and particularly the mesosphere, this force results from the body force acting on the atmosphere due to the horizontal momentum deposition of breaking atmospheric waves.

The addition of a drag force, D, which opposes the air parcel’s motion, now, with the Coriolis force, balances the pressure-gradient force. This allows a meridional component of the flow to develop, such that the wind is no longer parallel to the
isobars (contours of constant pressure), as presented in Figure 1.8. We should note that the name “drag force” is actually a misnomer, as the momentum deposited in the atmosphere by breaking waves does not necessarily apply a force that opposes the motion of the mean-flow (e.g. Fritts and Alexander 2003). This is demonstrated in the zonal wind reversal at approximately 90 km in Figure 1.7. The momentum deposition by breaking waves actually acts to accelerate the mean-flow to large values in the opposite direction, whereas a true drag force would have actually acted to slow the mean-flow to a stationary state.

![Diagram of low and high pressure systems with isobars](image)

**Figure 1.8:** A schematic diagram illustrating the addition of a drag force, $D$, to the geostrophic case shown in Figure 1.4, which acts on an air parcel in an opposite direction to its motion. This force, which allows meridional flow, results from topography in the troposphere and from the body force acting on the atmosphere as a result of the deposition of horizontal momentum in the stratosphere and mesosphere by breaking atmospheric waves.

Figures 1.4 and 1.8 show that atmospheric winds will tend to flow from high pressure to low pressure. This flow results in a divergence and convergence of air over the summer and winter poles, respectively. To maintain continuity, this requires a circulation that replaces the air lost at the summer pole and removes air from the winter pole. This is achieved by vertical motion, whereby air is drawn up over the summer pole and dragged down over the winter pole, as shown in Figure 1.9. This circulation is known as the **Brewer-Dobson circulation**.
Figure 1.9: Schematic diagram of the Brewer-Dobson circulation. The figure presents the mass meridional stream function (kgm$^{-1}$s$^{-1}$) for the northern hemisphere winter solstice. The summer pole upwelling results in the cold summer mesopause caused by adiabatic cooling. Reproduced from Garcia and Solomon (1983).

The cold summer mesopause is thus explained by the adiabatic cooling of rising air over the summer pole, while sinking air over the winter pole is heated adiabatically. The resulting reversal of the temperature gradient impacts the thermal wind equation, which results in the closing of the jets around the mesopause.

The key differences between the observed atmosphere and the atmosphere in pure radiative equilibrium are summarised below.

1. The summer mesopause ($\sim 150$ K) is much colder than the winter mesopause ($\sim 210$ K), whereas the radiative equilibrium model predicted a warmer summer mesopause ($\sim 200$ K) compared to the winter mesopause ($\sim 160$ K).

2. The zonal jets in the stratosphere/mesosphere are closed around 90 km and are overall slower, with peak amplitudes of approximately 100 ms$^{-1}$ compared to approximately 180 ms$^{-1}$ in the radiative equilibrium predictions.

3. Meridional flow is observed and is measured to have an order of magnitude of 10 ms$^{-1}$.

4. Vertical motions of approximately a few cms$^{-1}$ are inferred.
1.1.4 Summary

This section has presented the atmosphere to be organised in layers that are defined by the temperature structure. A simple hypothetical model of the atmosphere under radiative equilibrium conditions was considered and was found to differ significantly to the observed atmosphere. These differences are explained by an additional force, which is provided by the momentum deposition of breaking waves and allows meridional flow. The atmospheric waves that provide this additional force are the subject of the following section.
1.2 Atmospheric Waves

1.2.1 Introduction to Atmospheric Waves

Waves are ubiquitous throughout the atmosphere and the structure of the atmosphere is strongly influenced by the force they exert when they break. They occur on a large range of spatial and temporal scales. These wave phenomena include global-scale oscillations, such as planetary waves, which are coherent around a circle of latitude and have periods of a few days to a few weeks, and atmospheric tides, which are mostly generated through the solar heating of chemical species and have periods related to the solar day. Another important wave phenomena in the atmosphere are gravity waves, which exist on smaller spatial scales and typically have periods of order hours.

These wave phenomena are responsible for the driving of a number of large-scale features of the atmospheres dynamics. We will now introduce these waves, and in particular gravity waves, which are the main focus of this thesis.

1.2.2 Wave Growth in the Atmosphere

The dynamics of the atmosphere can be described as a mean flow on which are superimposed smaller scale perturbations. These perturbations include tides, planetary waves and gravity waves. As waves ascend in the atmosphere they increase in amplitude as a result of the exponential decrease in density with height. This results in wave amplitudes of order of a few ms$^{-1}$ in the stratosphere and of tens of ms$^{-1}$ in the MLT region, where they dominate the dynamics.

This increase in amplitude with height, $z$, as a result of the exponential decrease of density, $\rho$, is described by Equation 1.1, where $H$ is the scale height, and $\rho_0$ is the atmospheric density at sea level.

$$\rho = \rho_0 \, e^{-\frac{z}{H}} \quad (1.1)$$

The scale height is the distance over which pressure decreases by a factor of e and is given by $H = \frac{k_B T}{m g}$, where $k_B$ is the Boltzmann constant, $T$ is the temperature, $m$ is the mean molecular mass, and $g$ is the acceleration due to gravity. The scale height is typically between 7–8 km in the lowest 100 km of the Earth’s atmosphere.
The atmosphere supports waves that can propagate both horizontally and vertically. This contrasts, for example, to the waves that occur on the ocean surface, which are trapped at the sharp discontinuity in density and are thus evanescent (non-propagating) in the vertical. In the atmosphere, as waves propagate vertically they increase in amplitude, $A$, to conserve the kinetic energy per unit volume, $E_k$, as shown in Equation 1.2

$$E_k = \frac{1}{2} \rho A^2$$  \hspace{1cm} (1.2)

Equations 1.1 and 1.2 imply an exponential increase in wave amplitude with increasing height, such that

$$A = A_0 e^{\frac{z}{H}}$$  \hspace{1cm} (1.3)

where $A_0$ is the amplitude at the source. While this exponential growth in wave amplitude is limited by instability, waves do reach large amplitudes as they ascend. This results in amplitudes of order of a few ms$^{-1}$ in the stratosphere and of tens of ms$^{-1}$ in the MLT region.

1.2.3 Internal Atmospheric Gravity Waves

1.2.3.1 Introduction to Internal Atmospheric Gravity Waves

Internal atmospheric gravity waves, more commonly known as just gravity waves, play an important role in vertical transport of energy and momentum in the atmosphere (e.g. Fritts and Alexander 2003; Alexander et al. 2010). In particular, this transport of energy and momentum acts to close the mid-latitude zonal jets, force a pole-to-pole meridional circulation and reverse the solstitial meridional temperature gradients, such that the summer polar mesosphere is the coldest place on Earth, and drives a number of planetary-scale oscillations such as the quasi-biennial oscillation (QBO) (e.g. Lindzen 1981; Holton 1983; Baldwin et al. 2001; Fritts and Alexander 2003). Gravity waves can also be observed visually in phenomena such as lenticular clouds as presented in Figure 1.10. The observed wave-like stack of clouds are a result of the temperature fluctuations from atmospheric gravity waves generated by the strong winds flowing over the mountains below. They can also be observed in a
number of other atmospheric phenomena, such as polar mesospheric clouds (known as noctilucent clouds when viewed from the ground), which are visible in the mesosphere close to the summer solstices.

Figure 1.10: Lenticular clouds over South Georgia island. The image was taken by the author from the British Antarctic Survey King Edward Point research station in January 2015, on a fieldwork campaign to study gravity waves in the vicinity of the island using radiosondes.
Observations of gravity waves are important for the accuracy of numerical weather prediction and global climate models. However, gravity waves are poorly represented in these models due to their small spatial scales, which are sub-grid scale. As a result gravity waves are parameterised in these models and their accurate representation thus relies on accurate observations of the momentum flux associated with these waves, their intermittency and their origins (Alexander et al., 2010).

Gravity waves first appeared in the literature during the nineteenth century but their importance for the middle atmosphere only started to be recognised following the classic paper by Hines (1960), which showed that wave-like disturbances in the middle and upper atmosphere could be described primarily by internal atmospheric gravity waves. The understanding that the amplitude of the waves would grow exponentially with height suggested that the wave sources would be located much lower in the atmosphere where the waves would be less prominent. A large increase in the number of gravity-wave studies, both observational and theoretical, in the following years exposed the importance of gravity waves to many phenomena in the atmosphere (Hines, 1972).

A surrealist representation of gravity waves, taken from Hines (1974), is shown in Figure 1.11. The figure, while very simplified, visually represents the ubiquitous and complex nature of atmospheric gravity waves, which as shown, occur on a broad range of scales. For example, the figure shows that the waves are generated mostly from the lowest part of the atmosphere, although some generation is possible at greater heights. The increase in wave amplitude with increasing height and the broad nature of the vertical and horizontal scales of waves can be seen. The figure also captures the thinning out of the wave field, as the waves dissipate at different heights as they ascend.

Studies of gravity waves have been undertaken in the past decades utilising a wide variety of observational techniques (e.g. see reviews of McLandress, 1998; Fritts and Alexander, 2003; Alexander et al., 2010). In situ observations have provided information on the seasonal variability in stratospheric gravity-wave activity using rocket soundings (e.g. Eckermann et al., 1995) and radiosonde observations (e.g. Moffat-Griffin et al., 2011, 2013). Super-pressure balloons have also been used to study gravity-wave properties in the polar regions (Vincent et al., 2007) and around Antarctica (Hertzog et al., 2008). However, the majority of observations from the middle atmosphere are from both ground-based and space-borne remote sensing instruments.

Ground-based techniques have been used to study gravity waves throughout the at-
mosphere. These techniques include observations made by lidar (e.g. Mitchell et al., 1994; Hertzog et al., 2001; Rauthe et al., 2006; Lu et al., 2009; Bossert et al., 2014; Gong et al., 2015; Baumgarten et al., 2015) and optical imagers (e.g. Gardner et al., 1999; Hecht et al., 2004; Espy et al., 2006; Takahashi et al., 2009; Suzuki et al., 2013; Xu et al., 2015). In addition, radar observations have been used for a number of gravity-wave studies. This has included the use of Medium-Frequency (MF) radars (e.g. Manson and Meek, 1988; Nakamura et al., 1996; Manson et al., 1998; Hibbins et al., 2007; Rao et al., 2011; Wilms et al., 2013; Kinoshita et al., 2015), Mesosphere-Stratosphere-Troposphere (MST) radars (e.g. Riggin et al., 1997; Vaughan and Worthington, 2007; Ratnam et al., 2008a; Das et al., 2012; Sato et al., 2014) and the Middle and Upper atmosphere (MU) radar (e.g. Sato et al., 1997; Dhaka et al., 2003; Lue et al., 2013; Tsuda, 2014). Further studies have also used observations from incoherent scatter radars, such as the European Incoherent Scatter Scientific Association (EISCAT) systems, to measure gravity waves (e.g. Williams et al., 1988; Mitchell and Howells, 1998; Vlasov et al., 2011; Nygrén et al., 2015). A new EISCAT 3D incoherent scatter radar system is currently under development, which when realised, will provide an exciting opportunity to make high-resolution measurements of gravity waves.

Figure 1.11: A surrealistic representation of atmospheric gravity waves, reproduced from Hines (1974).
in the MLT region (McCrea et al., 2015). The production of a new generation of commercially produced meteor radars (i.e. Genesis Software and ATRAD) combined with the development of a new analysis technique has also made it possible to measure gravity waves using the global-network of meteor radar systems (Hocking, 2005). This technique has been used to observe gravity-wave properties in the mesosphere at a number of sites across the globe (e.g. Hocking, 2005, Antonita et al., 2008, Fritts et al., 2010, 2012, Andrioli et al., 2013a,b, 2015, de Wit et al., 2014, 2016, Andrioli et al., 2015, Placke et al., 2015, Moss et al., 2016a).

Improvements in the resolution of both space-borne limb and nadir sounding instruments on board satellites have helped to develop a greater understanding of the global distribution of gravity-wave variability (e.g. Fritts and Alexander, 2003, Alexander et al., 2010 and references therein). For example, nadir-sounding instruments such as the Atmospheric InfraRed Sounder (AIRS) have been used for observations of stratospheric gravity waves (e.g. Alexander et al., 2009, Hoffmann and Alexander, 2009, Yue et al., 2013, Hoffmann et al., 2014, Wu et al., 2015, Wright et al., 2016). Also, gravity-waves have been studied using limb-sounding instruments. For example, this includes observations made by the Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) instrument (e.g. Preusse et al., 2006, Ern et al., 2008, Preusse et al., 2009, Ern et al., 2011, Wright et al., 2011, Ern et al., 2014, 2015), the HIgh Resolution Dynamics Limb Sounder (HIRDLS) instrument (e.g. Alexander et al., 2008a, Wright et al., 2011, Wright and Gille, 2011, Hertzog et al., 2012, France et al., 2012, Ern et al., 2014, 2015), and radio occultation measurements from the Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC) instrument (e.g. Alexander et al., 2008b, 2013, Wang and Alexander, 2010, Tsuda et al., 2011, Wright et al., 2011, McDonald, 2012, Hindley et al., 2015).

The large number of studies undertaken over these past decades have helped to significantly advance the understanding of atmospheric gravity waves. However, a number of questions still remain, including the characterisation and quantification of wave sources and the propagation conditions that lead to the large-scale dynamical features present in the atmosphere (e.g. Fritts and Alexander, 2003). We will now go on to discuss the physics of these waves in more detail.
1.2.3.2 The Gravity-Wave Dispersion Relation


Here we will derive the dispersion relation following the classic treatment of Hines (1960). This treatment assumes an idealised atmosphere, which is uniform in both temperature (i.e. isothermal) and composition, and where waves are the only superimposed perturbations. The waves themselves are assumed to occur adiabatically and the gravitational field is assumed to be constant in both magnitude and direction (Hines, 1960).

Under these assumptions, the waves are governed by Equations 1.4, 1.5 and 1.6, which are the linearised equations of motion, adiabatic state and continuous mass conservation, respectively.

\[
\rho_0 \left( \frac{\partial \mathbf{U}}{\partial t} \right) = \rho g - \nabla p \quad (1.4)
\]

\[
\frac{\partial p}{\partial t} + \mathbf{U} \cdot \nabla p_0 = C^2 \left[ \frac{\partial \rho}{\partial t} \mathbf{U} \cdot \nabla \rho_0 \right] \quad (1.5)
\]

\[
\frac{\partial \rho}{\partial t} + \mathbf{U} \cdot \nabla \rho_0 + \rho_0 \nabla \cdot \mathbf{U} = 0 \quad (1.6)
\]

Equations 1.4, 1.5 and 1.6 relate the perturbation velocity, \( \mathbf{U} \), the perturbed atmospheric pressure, \( p \), and density, \( \rho \), where the unperturbed values are noted by \( p_0 \) and \( \rho_0 \), respectively, and the gravitational acceleration, \( g \), and the speed of sound, \( C \). The speed of sound is related to the unperturbed pressure and density, and the ratio of specific heats for constant pressure and volume, \( \gamma \), by Equation 1.7. Under the idealised atmosphere assumptions, \( \gamma \), \( C \) and \( g \) are all constant.

\[
C^2 = \frac{\gamma p_0}{\rho_0} \quad (1.7)
\]
The static condition for Equation 1.4 such that \( \frac{\partial U}{\partial t} = 0 \), is given by Equation 1.8

\[
0 = \rho g - \nabla p
\]  

(1.8)

Combining Equations 1.7 and 1.8 shows that \( p_0, \rho_0 \propto e^{(\frac{z}{H})} \), where the scale height, \( H \equiv \frac{C^2}{\gamma g} \), and \( z \) is the cartesian coordinate in the direction opposed to gravity (upward).

Wave solutions of Equations 1.4, 1.5 and 1.6 can be found in the complex Fourier form, such that

\[
\frac{(p - p_0)}{p_0 P} = \frac{(p - p_0)}{\rho_0 R} = \frac{U_x}{X} = \frac{U_z}{Z} = Ae^{i(\omega t - K_x x - K_z z)}
\]  

(1.9)

where \( P, \ R, \ X, \ Z \) and \( A \) are all constant, \( \omega \) is a real constant and \( K_x, K_z \) are complex wavenumbers, where \( x \) is a horizontal cartesian co-ordinate perpendicular to the \( z \)-axis. The wavenumbers in Equation 1.9 are related to the wave frequency by the dispersion relation, which can be derived as a necessary condition for 1.9 and is shown in Equation 1.10

\[
\omega^4 - \omega^2 C^2 (K_x + K_z)^2 + (\gamma - 1) g^2 K_x^2 + i\gamma g \omega^2 K_z = 0
\]  

(1.10)

The polarisation relations in Equations 1.11, 1.12, 1.13 and 1.14 provide further conditions, which determine the relative magnitudes and phases due to pressure variations, density variations, horizontal motion and vertical motion, respectively.

\[
P = \gamma \omega^2 K_z - \frac{i\gamma g \omega^2}{C^2}
\]  

(1.11)

\[
R = \omega^2 K_z + i(\gamma - 1) g K_x^2 - \frac{i\gamma g \omega^2}{C^2}
\]  

(1.12)

\[
X = \omega K_x K_z C^2 - i\gamma g \omega K_x
\]  

(1.13)

\[
Z = \omega^3 - \omega K_x^2 C^2
\]  

(1.14)
In the absence of gravity the dispersion relation in Equation 1.10 reduces to the simple form shown in Equation 1.15 which describes sound propagation.

\[ \omega^2 = C^2(K_x^2 + K_z^2) \] (1.15)

However, in the presence of gravity, no solutions exist in Equation 1.10 where both \( K_x \) and \( K_z \) are purely real and not equal to 0. It is thus appropriate to seek a solution where \( K_x \) is real (\( k_x = \Re(K_x) \)) and then determine the resulting \( K_z \). This is appropriate if we assume that the amplitude does not decay exponentially with horizontal distance, which is the case for a horizontally propagating wave.

This leads to two possibilities. If \( K_z \) is purely imaginary then the vertical propagation is inhibited. These ‘evanescent’ waves (non-propagating) are external waves that may only propagate along a stratified fluid boundary (e.g. the ocean surface), and so are not relevant to the case of the atmosphere. The other possibility is that shown in Equation 1.16 where \( k_z = \Re(K_z) \).

\[
K_z = k_z + \frac{i\gamma g}{2C^2} = k_z + \frac{i}{2H}
\] (1.16)

Equation 1.16 does permit vertical propagation. Thus, these waves are characterised as ‘internal’. In the case of internal waves the dispersion relation can be expressed in terms of just the real wavenumbers \( k_x \) and \( k_z \) by extracting the common term \( \frac{i}{2H} \) from the complex vertical wavenumber of all modes, as in Equation 1.17.

\[
\omega^4 - \omega^2 C^2 (k_x + k_z)^2 + (\gamma - 1)g^2 k_x^2 - \omega^2 \gamma^2 g^2 4C^2 = 0
\] (1.17)

This can be solved as a quadratic equation in \( \omega^2 \), where the two positive roots for \( \omega \) reveal that internal gravity waves can exist with frequencies above the acoustic frequency, \( \omega_a \) (Equation 1.18), and below the Brunt-Väisälä frequency, \( N \) (Equation 1.19), for all gases where \( 1 < \gamma < 2 \) and \( N < \omega_a \).

\[
\omega_a \equiv \frac{\gamma g}{2C}
\] (1.18)
Thus, two distinct types of internal waves can occur. One type occurs at high frequencies, $\omega > \omega_a$, are longitudinal, and are described as *acoustic waves*. The other occurs at low frequencies, $\omega < N$, are transverse, and are described as *internal atmospheric gravity waves*. No internal waves can propagate with frequencies in the range, $N \leq \omega \leq \omega_a$. Gravity waves are the type of internal wave with $\omega < N$. The Brunt-Väisälä frequency corresponds to a period of approximately 5 minutes in much of the atmosphere.

A gravity wave that has a frequency equal to the Brunt-Väisälä frequency corresponds to an air parcel that is undergoing purely vertical displacement, where the balance of force is purely between the buoyancy of the air parcel and the influence of gravity upon it. An air parcel that is displaced vertically, but also with a horizontal displacement component, will oscillate at a lower frequency, which depends on the angle of displacement. The Coriolis force becomes increasingly significant as the angle of the air parcel’s motion becomes increasingly horizontal. This imposes a lower limit on the gravity-wave frequency spectrum, which is given by the inertial frequency, $f$, shown in Equation (1.20) where, $\phi$, is the latitude and, $\Omega$, is the Earth’s rotational velocity.

\[
f = 2\Omega \sin \phi
\]  

(1.20)

The inertial frequency is dependent on latitude, such that it is greater at the poles and tends towards zero at the equator. Thus, the inertial frequency corresponds to a period that is 12 hours at the poles, approximately 15 hours at Bath and approaches infinity at the equator. The actual spectrum of gravity waves will thus be in the range $N < \omega < f$.

1.2.3.3 The Sources of Internal Atmospheric Gravity Waves

Gravity waves have a number of sources, but predominantly propagate upwards from the troposphere (e.g. Thompson, 1978). The sources are generally split into two classes; orographic and non-orographic. Orographic source mechanisms are due to topography. Non-orographic sources are primarily attributed to convective generation. However, other mechanisms can also include jet instabilities, body forcing by
wave dissipation and wave-wave interactions, and at greater altitudes auroral heating and eclipse cooling can also act as sources (e.g. Fritts and Alexander, 2003).

Orographic gravity waves, otherwise known as lee waves or mountain waves, occur when flow is forced over topography. The image of lenticular clouds presented in Figure 1.10 are formed from mountain waves. These waves are generated from stationary sources, and as a result are generated with zero horizontal phase speed and have source locations that are inherently predictable. The combination of strong winds and large mountains aligned perpendicular to the flow can generate gravity waves of very large amplitude, which may then be advected downwind (e.g. Hindley et al., 2015) in a process that is notably strong over the southern Andes.

Convection is the most prominent non-orographic source of gravity waves. Convectively generated waves have non-stationary sources. This results in waves with a broad spectrum of horizontal phase speeds and makes it much more difficult to identify their specific sources. Convective generation is the dominant source of gravity waves in the tropics (Fritts and Alexander, 2003) and the focus of this thesis.

Convective generation, in comparison, is poorly understood, but it is thought to result from one or more of the following mechanisms. The first proposed mechanism for convective generation relates to the pure thermal forcing from the latent heat released in clouds. While the horizontal spectrum of gravity waves is broad in this case, the vertical wavelength is closely related to the depth of the thermal forcing (Pandya and Alexander, 1999). Convection has also been proposed to act as an obstacle to the flow (Clark et al., 1986). Clark et al. (1986) concluded from simulations that gravity waves were generated by both thermal forcing and due to the obstacle effect, but that the obstacle effect was a more efficient generator of gravity waves. The other proposed mechanism is a mechanical oscillator effect caused by oscillatory updrafts which generate waves with equivalent frequencies (Fovell et al., 1992; Fritts and Alexander, 2003). Gravity-wave parameterisation schemes have been developed especially for waves generated by convection (e.g. Beres et al., 2005; Lott and Guez, 2013) but perform poorly as they are inadequately constrained by observations (e.g. Vincent et al., 2013).

1.2.3.4 Critical Level Filtering of Gravity Waves

Critical levels occur when the phase speed of the wave is equal to the background flow. Critical level filtering controls the amount of waves that ascend through the
atmosphere from tropospheric sources. At a critical level the wave will either be absorbed or reflected. This coupling between the wave and the background flow results in the transfer of energy and momentum to the mean-flow, and prevents the wave from ascending further.

The intrinsic phase speed for gravity waves is given by $\hat{c}_x = c - u$, where $\hat{c}_x$ is the intrinsic phase speed, $c$, is the phase speed with respect to the ground, and $\bar{u}$ is the horizontal wind speed. Here, intrinsic refers to the phase speed of the wave relative to the flow. When the wave encounters a level where $c = \bar{u}$, the intrinsic phase speed will be zero. Since the vertical wavenumber, $k_z = \frac{N}{\hat{c}_x}$, the vertical wavelength shrinks to zero and the wave becomes evanescent. In the real atmosphere this point is never reached as instability and dissipation mechanisms become increasingly likely as $\bar{u}$ tends towards $c$ (Fritts and Alexander, 2003).

Figure 1.12: An illustration of critical level filtering of ascending gravity waves, reproduced from Brasseur and Solomon (2005).

Waves may encounter critical levels at different heights, the precise height being determined by the phase speed of the wave and the profile of horizontal winds it encounters. This results in the transfer of wave energy to the background atmosphere, which limits the growth in wave amplitude and causes the wave to become unstable.
and dissipate its energy and momentum into the background flow. This is illustrated by Figure 1.12. Thus, the critical level filtering of gravity waves plays a crucial role in controlling the dynamics of the stratosphere and mesosphere regions.

1.2.3.5 The Breaking of Gravity Waves in the Atmosphere

Wave amplitude grows exponentially as waves propagate vertically (see Section 1.2.2). In the real atmosphere, wave amplitude will actually grow exponentially until the wave encounters a height where it becomes unstable and ‘breaks’, known as the breaking level. When the breaking level is reached the wave will deposit its energy and momentum into the background flow, and thus gravity waves act as an important dynamical coupling mechanism between different atmospheric layers.

The two primary instabilities that result in wave breaking are convective instabilities and shear instabilities. Convective instabilities occur when the wave drives temperature gradients to be superadiabatic (i.e. $> 9.8 \text{ K km}^{-1}$) and cause local instabilities. Shear instabilities are caused by a vertical shear in the horizontal winds. Flow is dynamically stable when the Richardson number, given by Equation 1.21, is less than 0.25.

\[
R_i = \frac{N^2}{\bar{u}_z^2 + \bar{v}_z^2} \quad (1.21)
\]

In Equation 1.21 $\bar{u}_z^2$ and $\bar{v}_z^2$ are the zonal and meridional wind shears, respectively. Shear instabilities occur when the Richardson number is between 0 and 0.25, and convective instabilities occur for Richardson numbers of less than zero (e.g. Dunkerton, 1984; Fritts and Rastogi, 1985; Fritts and Alexander, 2003). Both convective and shear instabilities tend to occur at similar wave amplitudes (e.g Dunkerton, 1984; Fritts and Rastogi, 1985), only differing significantly for low frequency waves (Fritts and Alexander, 2003). For these waves the shear instability has greater importance due to the transverse velocities induced by the Coriolis force (Fritts and Rastogi, 1985).

1.2.4 Planetary Waves

Planetary waves are large-scale oscillations that are coherent around a circle of latitude with predominantly low wavenumbers. They can be stationary or zonally prop-
agating features and can reach large amplitude as they propagate upwards. They are excited in the troposphere due to topography, differences in the heating of land and ocean areas, and convection.

In the equatorial atmosphere, which is the focus of this work, the two main types of planetary waves are Kelvin waves and mixed Rossby-gravity waves. Kelvin waves are equatorially-trapped, and propagate along the boundary provided by the reversal of the Coriolis force at the equator. They have an approximately Gaussian profile of amplitude as a function of latitude, maximising at the equator. The air parcel perturbation velocities are purely zonal and the propagation of the wave is always eastward along the equator. An illustration of a Kelvin wave is presented in Figure 1.13.

Figure 1.13: Schematic illustration of equatorially-trapped Kelvin-wave geopotential (lines) and wind perturbations (arrows). Note that the wave is symmetric about the equator, with maximum amplitude at the equator. Kelvin waves generally have low zonal wavenumbers. Reproduced from Andrews et al. (1987), which was adapted from Matsuno (1966).

Mixed Rossby-gravity waves, also known as Yanai waves, are also equatorially trapped like Kelvin waves, but propagate westwards. These waves tend to have higher zonal wavenumbers and also have a meridional perturbation velocity component. The meridional component of the wave amplitude is symmetric about the equator and decays with increasing latitude. However, the zonal component is antisymmetric about the equator, with opposing maxima and minima away from the equator as presented in Figure 1.14.

Kelvin waves and mixed Rossby-gravity waves are somewhat complementary as they tend to occur in different wind regimes, and have phase speeds and zonal momentum of opposite direction (e.g. Smith, 2003). A summary of the characteristics of these waves is given in Table 1.1.
Figure 1.14: Schematic illustration of equatorially-trapped mixed Rossby-gravity-wave geopotential (lines) and wind perturbations (arrows). Note that the wave is antisymmetric about the equator, with maximum amplitudes away from the equator. Mixed Rossby-gravity waves tend to have higher zonal wavenumbers compared to Kelvin waves. Reproduced from Andrews et al. (1987), which was adapted from Matsuno (1966).

Table 1.1: Characteristics of equatorially-trapped Kelvin waves and mixed Rossby-gravity waves in the equatorial lower stratosphere. From Andrews et al. (1987).
As discussed in Section 1.2.3.4, when a wave encounters a critical level where its phase speed matches the speed of the horizontal flow, it will no longer propagate and the momentum and energy of the wave is absorbed by the flow. Kelvin waves, which have eastward phase speeds, will thus propagate freely through westward winds but may be inhibited by eastward winds. Similarly, mixed Rossby-gravity waves, which have westward phase speeds, will thus propagate freely through eastward winds but may be inhibited by westward winds. The momentum deposited by these waves when they interact at critical levels contributes to the driving of the QBO, and also the SAO to a lesser extent, which dominate the seasonal to inter-annual wind variability of the equatorial stratosphere and mesosphere *(Andrews et al., 1987; Smith, 2003).*

### 1.2.5 Atmospheric Tides

Atmospheric solar tides are global-scale oscillations generated through the solar heating of chemical species, particularly ozone and water vapour, that exist at different heights in the Earth’s atmosphere, as presented in Figure 1.15a. They have periods with harmonics of the solar day. The diurnal and semi-diurnal periods have the most significant amplitudes and can reach large amplitudes (> 20 ms\(^{-1}\)) in the upper mesosphere. Atmospheric tides generated by the Moon’s gravitational pull are also present in the atmosphere. These have a period of 24.8 hours due to the slightly longer lunar day, and tend to have smaller amplitudes, typically of order 5 – 20% of the amplitude of solar tides *(e.g. Sandford and Mitchell, 2007; Sandford et al., 2007).*

Atmospheric tides can be characterised as migrating (sun-following) or non-migrating (non-sun following). Migrating tides will always propagate westward and are described by classical tidal theory. Non-migrating tides can be stationary or propagate in either a westward or eastward direction. It is not possible to distinguish between migrating and non-migrating tides using single-site instruments, but it can be done by using longitudinal chains of ground-based instruments or precessing satellites. Non-migrating tides can be excited by longitudinal variations in heating, such as by the latent heat release in tropical convection *(e.g. Hagan and Forbes, 2003)* or by non-linear interaction between tidal modes and planetary waves.

The negligible in-situ heating in the MLT region (see Figure 1.15a) implies that the large amplitude tides observed in this region have propagated up from lower heights *(Andrews et al., 1987).* Thus, their amplitudes will grow as they propagate upwards and they are observed to reach amplitudes of tens of ms\(^{-1}\) in the mesosphere.
Tidal heating as a function of height (a), latitude (b), and local time (c), reproduced from Forbes (1995). The chemical species responsible for this heating are water vapour in the troposphere, ozone in the stratosphere and lower mesosphere, and oxygen and nitrogen in the thermosphere (a). Heating is strongest over the equator and decreases with latitude (b). Heating rapidly increases and decreases as the sun rises and sets, such that the heating profile can be approximated by a square wave (c).

Tides are generally the dominant component of the dynamics of the MLT region but are less intermittent than gravity waves and planetary waves. The large amplitude tidal fluctuations can also have an impact on the critical level filtering of ascending gravity waves (e.g. Fritts and Vincent [1982]).

1.2.6 Summary

Section 1.2 has introduced the complex field of atmospheric waves that exist in the equatorial atmosphere, which display variability on a large range of spatial and temporal scales. They act as a coupling mechanism between their sources in the troposphere
and the middle atmosphere where they encounter critical levels, break and dissipate their energy and momentum, thus driving the circulation. Consequently, these waves are fundamentally important for explaining the observed dynamics of the stratosphere and mesosphere.

Atmospheric waves are innately linked to the variability of their tropospheric sources and the variability of the atmosphere they propagate through. The rest of this chapter will discuss some of the main modes of seasonal and inter-annual variability in the equatorial atmosphere, which influence the source generation and propagation of gravity waves.
1.3 Global-Scale Seasonal and Inter-Annual Variability in the Equatorial Atmosphere

1.3.1 Introduction

Variability is inherent throughout the atmosphere and exists on a large range of temporal and spatial scales. A number of modes of variability exist in ordered global-scale structures that have specific periods resulting from factors such as the variations in solar heating or the drag induced by waves breaking in the atmosphere. This variability, which exhibits itself in a number of atmospheric properties, such as temperature and wind velocity, can influence the generation of waves through the variability in their convective sources, or the propagation of waves through critical level filtering, which results from the variability in the direction and magnitude of the mean flow.

Here we will focus on some of the dominant modes of seasonal and annual variability in the tropical atmosphere that is the focus of this thesis. These are summarised below and discussed in more detail in this Section.

- **Madden-Julian Oscillation (MJO)**: The MJO dominates the intraseasonal variability in tropospheric convection and circulation in the tropics. It has a period of approximately 30 – 90 days and is often characterised by the slow eastward progression of tropical rainfall over the eastern hemisphere at these timescales. A comprehensive review of the MJO can be found in Zhang (2005).

- **Quasi-Biennial Oscillation (QBO)**: The QBO dominates the variability of the equatorial stratosphere. It has a period of approximately 28 months and is easily observed as downward propagating eastward and westward wind regimes (see review by Baldwin et al., 2001).

- **Semi-Annual Oscillation (SAO)**: The SAO dominates the seasonal variability in the upper stratosphere and mesosphere regions. It is thought to result from the deposition of momentum by ascending gravity waves but its mechanism is still poorly understood. Further details on the SAO can be found in Hirota (1980), Dunkerton (1982) and Vincent (2015).
1.3.2 The Madden-Julian Oscillation

On intra-seasonal timescales the variability of weather in the tropical troposphere is dominated by the MJO. This remarkable phenomena is characterised by a slow eastward progression (~ 5 ms⁻¹) of a pattern of tropical atmospheric circulation and moist convection with a period of 30–90 days. This eastward propagation is evident in Figure 1.16 which shows the lifecycle of an MJO event in composite maps of rainfall and the upper tropospheric circulation. The phases characterise the longitudinal centre of the MJO throughout its lifecycle. Note that the convective pattern is confined to the eastern hemisphere, whereas the dynamic pattern is global in extent.

As shown in Figure 1.16, the MJO is observed as an eastward moving centre of enhanced deep tropospheric convection and rainfall, the active phase (blue), flanked by two regions of suppressed rainfall and convection, the inactive phase (red). The active and inactive phases are connected by an overturning circulation that extends throughout the entire depth of the troposphere. This is observed as anomalous divergent flow at the top of the troposphere (black contours), at 200 hPa (about 13 km altitude), and anomalous converging flow near the surface, at 850 hPa (about 1.5 km altitude), in the active phase, and vice versa in the inactive phase. This overturning circulation can be seen in the illustration of the MJO presented in Figure 1.17.

The MJO is distinctly different from other types of intra-seasonal phenomena. While referred to as an oscillation, the MJO actually has a broad frequency spectrum that reflects its episodic nature. Only one fully developed MJO event exists at any given time. As shown in Figures 1.16 and 1.17, while the dynamic component of the MJO is observed at all longitudes, the zonal scale of the convective component is confined to the eastern hemisphere due to the atmospheric response to localised heating (Salby et al., 1994). Its slow eastward propagation distinguishes it from other tropical atmospheric phenomena, such as Kelvin waves, which propagate eastwards at greater speeds of about 15-17 ms⁻¹ (e.g. Matthews et al., 1999; Zhang, 2005).

A number of mechanisms have been proposed for the eastward progression of the MJO, but it is still poorly understood and is often weakly represented by global weather/climate models (e.g. Matthews et al., 1999; Zhang, 2005; CLIVAR, 2009; Serra et al., 2014; Jiang et al., 2015). Extensive interactions exist between MJO modulations and seasonal to inter-annual climate variations (CLIVAR, 2009). For example, this includes links to the onset of the different Monsoons (e.g. Hendon and Liebmann, 1990; Sperber et al., 2001; Lorenz and Hartmann, 2006; Bhatla et al.)
Figure 1.16: The propagation of precipitation (colour filled contours) and upper tropospheric (200 hPa) zonal wind (black contours) anomalies for phases 1, 3, 5 and 7 of the 8 MJO phases. Eastward and westward zonal winds are depicted by solid and dashed lines, respectively, in intervals of $1\text{ ms}^{-1}$ starting from $\pm 2\text{ ms}^{-1}$. Precipitation observations are from the Tropical Rainfall Measurement Mission and zonal winds are from ECMWF Reanalysis data (see Section 2.3 for further details). The eastward progression of the convective centre and upper tropospheric flow is clearly evident. Importantly, note also that that convective centre is predominantly confined to the eastern hemisphere, whereas the upper tropospheric zonal winds extend globally through all longitudes.
Figure 1.17: Illustration of the fundamental large-scale features of the Madden-Julian Oscillation (MJO) throughout its life cycle (from top to bottom), from Madden and Julian (1972). In the figure, cloud symbols represent the convective centre and arrows indicate the zonal circulation. The curves above and below the circulation represent the upper tropospheric and sea level pressure perturbations, respectively.
the timing and evolution of the El Niño Southern Oscillation (e.g. Hendon et al., 2007; Tang and Yu, 2008; Hoell et al., 2014) and extratropical weather patterns and circulation (e.g. Liebmann and Hartmann, 1984; Garfinkel et al., 2014; Fauchereau et al., 2016). The MJO is also known to be closely associated with convectively coupled Rossby and Kelvin waves (e.g. Matthews et al., 1999; Matthews, 2000; Sperber, 2003; Kiladis et al., 2009; Khouider et al., 2011). Detailed reviews on the MJO can be found in Madden and Julian (1994), Zhang (2005) and Serra et al. (2014).

Given the significant modulation of convection by the MJO, a simple assumption would be for this modulation to manifest itself in the source variability of gravity waves, and thus influence the flux of gravity-waves observed in the stratosphere and mesosphere. Evidence for this assumption has been provided by observations of MJO periodicities in the MLT winds, as shown in Figure 1.18 (e.g. Eckermann et al., 1997; Isoda et al., 2004; Rao et al., 2009; Davis et al., 2012). Eckermann et al. (1997) also observed MJO periodicities in gravity-wave variances in the MLT region, suggesting that the dissipation of these waves cause the MJO modulation of the winds. However, it has also been suggested that this may be due to the variability in atmospheric tides (e.g. Isoda et al., 2004).

**Figure 1.18:** Example of intra-seasonal oscillations in 20–100 day bandpassed zonal wind velocities in the MLT region, from Isoda et al. (2004). The figure shows significant modulation of zonal winds observed by a meteor radar at Jakarta (6° S, 107° E), and two medium-frequency radars at Pontianak (0° N, 109° E) and Christmas Island (2° N, 157° W) over a 500 day period starting on January 1st 1996.
A small number of localised studies have provided evidence of MJO modulations of gravity waves in the stratosphere. For example, Karoly et al. (1996) reported a significant correlation between gravity-wave activity measured from radiosonde observations in the south Pacific and proxies of convection during a significant MJO event. However, Horinouchi (2008) used a cloud-resolving model to observe a significant correlation of gravity waves with the inactive phase of the MJO, where convection is reduced. This was suggested to result from larger phase speeds and longer vertical wavelengths, which favoured upward propagation.

Thus, the connection between the MJO and gravity-wave activity is still largely unknown. In particular, evidence of such a modulation has been confined to localised studies. In this thesis, we will answer the question, “does the MJO modulate the variability of stratospheric gravity waves?”, by considering the large-scale variability of gravity-wave activity in the tropical stratosphere. This is compared to both the convective and dynamic signatures of the MJO to assess whether the modulation is a consequence of variability in gravity-wave sources or variability in the critical-level filtering of ascending waves. The results of this work are presented in Chapter 3 and are published in Geophysical Research Letters (Moss et al., 2016b).
1.3.3 Large-Scale Variability in the Stratosphere and Mesosphere

The QBO and SAO dominate the variability in the stratosphere and mesosphere. The vertical amplitudes of the stratospheric QBO (SQBO) and SAO (SSAO), and mesospheric QBO (MQBO) and SAO (MSAO), are presented in Figure 1.19, reproduced from Baldwin et al. (2001).

![Diagram showing vertical amplitude distribution of the quasi-biennial oscillation (QBO) and semi-annual oscillation (SAO).](image)

**Figure 1.19:** Vertical amplitude distribution of the quasi-biennial oscillation (QBO) and semi-annual oscillation (SAO). The figure is from Baldwin et al. (2001) and is produced using UARS/HRDI observations (Burrage et al., 1996), rocket observations from Ascension Island (Hirota, 1978) and the COSPAR International Reference Atmosphere (CIRA-86).
1.3.3.1 The Quasi-Biennial Oscillation

Figure 1.19 shows the SQBO and MQBO have maximum amplitudes of around 20 ms$^{-1}$ and 25 ms$^{-1}$, respectively. The SQBO peaks at a height of approximately 25 km and the MQBO at approximately 95 km. The SQBO is thus the dominant mode of variability in the equatorial stratosphere. However, in the mesosphere the MSAO and annual components have significant amplitudes at similar heights to the MQBO. The amplitude of the QBO between 40 and 70 km is not shown due to the uncertainty in defining what part of the variability is related to the QBO.

Figure 1.20: Zonal-wind data from the Singapore radiosonde dataset for the period 2001–2009. The QBO evidently dominates the variability in zonal wind in the stratosphere. The thick black line indicates the 0 ms$^{-1}$ wind contour. These data are available online from the Freie Universität Berlin at http://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/.

Figure 1.20 presents the SQBO as manifested in zonal-wind data from the Singapore radiosonde dataset. The QBO is observed as a downward propagation of alternating eastward (red) and westward (blue) wind regimes. The QBO generally exhibits stronger winds in its westward phase, reaching speeds of approximately 30–35 ms$^{-1}$ compared to winds of order 15–20 ms$^{-1}$ in the eastward phase. While the average period is around 28 months, both the period and amplitude of the QBO vary from cycle to cycle.

The QBO is one of the most striking examples of wave mean-flow interaction in the Earth’s atmosphere and is driven by the momentum deposition of a combination of
Figure 1.21: Illustration of the dynamics of the QBO during northern winter, from Baldwin et al. (2001). The orange arrows depict various tropical waves propagating upwards to drive the QBO and the purple arrows show the propagation of planetary-scale waves at mid- to high-latitudes. The difference in zonal-mean winds between QBO easterly and westerly phases is depicted by black contours, where the QBO phase is defined by the 40 hPa equatorial zonal wind. Easterly anomalies are light blue and westerly anomalies are pink. The MQBO is also shown above 80 km and the wind contours between 50 and 80 km are dashed due to observational uncertainty.

Kelvin, mixed Rossby-gravity and gravity waves (e.g. Dunkerton, 1997; Baldwin et al., 2001). These waves are generated in the tropical troposphere and are predominantly from convective sources. A schematic illustration of this process is presented in Figure 1.21. A detailed review of the QBO can be found in Baldwin et al. (2001).

1.3.3.2 The Semi-Annual Oscillation in the Stratosphere and Mesosphere

In the equatorial mesosphere, the principal mode of seasonal variability is the MSAO. As presented in Figure 1.19 the SSAO and MSAO peak around the stratopause and mesopause, around 50 km and 80 km, respectively, and both with amplitudes of order 30 ms$^{-1}$. A climatology of the winds from rocketsonde data from two low latitude sites is presented in Figure 1.22.

From Figure 1.22 a few things are apparent. Firstly, the SSAO and MSAO are centred
on the stratopause and mesopause, respectively, and are out of phase. The SSAO peaks in December/January and July/August, while the MSAO peaks in March/April and September/October. Additionally, the first westward phase of the MSAO is stronger than the second westward phase. This seasonal asymmetry was first observed by Delisi and Dunkerton (1988), who attributed it to stronger dynamical forcing in northern winter. These characteristic features have been observed in a number of studies (e.g. Burrage et al., 1996; Garcia et al., 1997; Huang et al., 2008; Ratnam et al., 2008b; Peña Ortiz et al., 2010; Kumar et al., 2011; Day and Mitchell, 2013).

The causes of the MSAO are not fully understood (Vincent, 2015), but it is thought that it is entirely wave-driven (e.g. Dunkerton, 1982; Delisi and Dunkerton, 1988; Garcia et al., 1997; Garcia and Sassi, 1999). The selective filtering of waves by the eastward and westward winds of the SSAO, allows westward and eastward phase speed waves, respectively, to reach the mesosphere where they drive the MSAO. Consequently, the MSAO is out of phase with the SSAO (e.g. Dunkerton, 1982; Hitchman and Leovy, 1988).

The amplitude of the first westward phase of the MSAO is also known in some years to reach anomalously large values, over twice the climatological mean (e.g. Garcia
et al., 1997; Day and Mitchell, 2013; Moss et al., 2016a). It has been suggested that this occurs when the relative phase of the SSAO and SQBO allow favourable selective filtering, whereby an excess of westward-propagating gravity waves reach the mesosphere and drive the anomalously strong westward flow (Garcia and Sassi, 1999; Day and Mitchell, 2013). Evidence for this selective filtering mechanism was presented by Day and Mitchell (2013), who observed a narrower range of QBO winds during the anomalous MSAO westward phase event at Ascension Island (8° S, 14° W) in 2002, as shown in Figure 1.23.

![Figure 1.23: Monthly zonal winds (solid line) from the Ascension Island (8° S, 14° W) meteor radar at 84 km, after Day and Mitchell (2013). Note the strong MSAO first westward phase winds in 2002, reaching speeds more than twice the climatological norm. The two other lines indicate the maximum eastward (dotted) and westward (dashed) winds associated with the QBO. The thick arrow shown in 2002 indicates the narrower range of winds encountered by ascending gravity waves, compared to other years, as per the QBO filtering mechanism of Garcia and Sassi (1999).](image)

Despite the strong suggestion that gravity waves play a dominant role in the forcing of the MSAO, it is notoriously difficult to make measurements of these waves in the mesosphere over long time periods. However, recent developments have made it possible to measure gravity-wave variances and momentum fluxes from meteor radar measurements (e.g. Hocking, 2005; Fritts et al., 2012). These techniques can now be applied to assess the contribution of gravity waves to the driving of the equatorial mesosphere (e.g. Antonita et al., 2008; Andrioli et al., 2013a,b, 2015; Moss et al., 2016a). For example, Antonita et al. (2008) demonstrated that high-frequency gravity waves provide of order 20–70% of the total MSAO forcing using meteor radar observations over southern India.
In this thesis we present the first measurements of gravity-wave variances, momentum fluxes and accelerations from the Ascension Island meteor radar. These measurement are used to assess the contribution of gravity waves to the driving of anomalous MSAO first westward phase events in the equatorial mesosphere. These results are presented in Chapter 4, and published in Moss et al. (2016a).
Chapter 2

Selected Atmospheric Measurement Techniques

Two primary sets of atmospheric measurements are used in this thesis. This chapter introduces these measurements and discusses the methods of determining gravity-wave properties from them. In addition, information is provided on the other supporting observations that are used in this thesis.

Section 2.1 introduces radio occultation measurements from the Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) / Formosa Satellite Mission 3 (FORMOSAT-3), a joint U.S. / Taiwanese venture. These measurements are used to study the modulation of stratospheric gravity-wave fluxes in the equatorial stratosphere in Chapter 3.

Section 2.2 introduces the method of measuring atmospheric properties from radar measurements of meteor ionisation trails. Measurements of atmospheric properties made by the Ascension Island meteor radar are used in Chapter 4 to study the influence of gravity waves on the mesospheric semi-annual oscillation.

Finally, Section 2.3, will introduce measurements of outgoing long-wave radiation, rainfall, reanalysis winds, and an index for the Madden-Julian Oscillation.
2.1 COSMIC Radio Occultation

2.1.1 Introduction to Radio Occultation

Radio occultation (RO) is a limb-sounding remote sensing technique. As a radio signal passes through the limb of a planet’s atmosphere it will be refracted. As a radio receiver in orbit rises above or sets below the horizon, the tracking of a radio signal through the atmosphere, from a source such as a GPS satellite, will result in a profile of the refractive index. The refractivity will vary with height as a function of the atmosphere’s properties. It is thus possible to use these refractivity measurements to determine profiles of atmospheric properties, such as temperature.

The RO technique was pioneered for studying planetary atmospheres and was first implemented by the Mariner V mission to study the atmosphere of Venus by Fjeldbo et al. (1971). The development of the Global Positioning System (GPS) network of satellites suggested RO would be an attractive and affordable way to provide a high resolution global atmospheric data-set (Yunck et al., 1988). The consequent GPS Meteorology (GPS/Met) experiment (Ware et al., 1996), Challenging Mini-satellite Payload (CHAMP) (Wickert et al., 2001) and Satellite de Aplicaciones Cientificas-C (SAC-C) (Hajj et al., 2004) missions all confirmed the potential for RO sounding of the atmosphere (Anthes et al., 2008).

2.1.2 Radio Occultation Technique

Figure 2.1 presents a schematic of the radio occultation technique and the occultation geometry (e.g. Kursinski et al., 1997; Rocken et al., 2004). As the COSMIC satellites rise above and set below the Earth’s horizon the paths of the L1 (1575 MHz) and L2 (1228 MHz) radio signals from GPS satellites transverse through the Earth’s atmosphere. The influence of the atmosphere on these rays can be described by the total bending angle, $\alpha$, an impact parameter, $a$, and the tangent radius, $r$. A profile of the atmospheric refractive index can be retrieved from the variations in $\alpha$ as a function of $a$. The time dependence of both are derived from the accurate measurements of Doppler-shifted frequencies at the receiver. This uses the precise information about spacecraft positions and velocities to calculate the Doppler shift in the absence of atmospheric bending. Hence, the atmospheric shift can be calculated from the difference between the expected shift and the measured shift (Kursinski et al., 1997).
Figure 2.1: Schematic of a COSMIC satellite tracking an occulting GPS satellite, with impact parameter, $a$, bending angle, $\alpha$, and radius, $r$ to the ray periapsis tangent point. Taken from (Rocken et al., 2004).

The GPS RO retrieval methods are known as Geometrical Optics (GO) and Full Spectral Inversion (FSI). The GO method smooths the bending angle profiles of the L1 and L2 signals and applies an ionospheric calibration, although small perturbations still remain. An Abel inversion is then used to transform the bending angle to a refractive index profile which assumes the atmosphere is spherically symmetric. This method has an estimated accuracy of $0.2 - 0.4$ K (Kursinski et al., 1997) and vertical resolution is limited by Fresnel diffraction, which is about 1.5 km in the stratosphere (Tsuda et al., 2011). The FSI method implements radio holographic methods to fix complex structures due to water vapour in the troposphere and give a better vertical resolution. This method has an upper limit of 28 km (Tsuda et al., 2011). A combination of these methods is utilised by stitching them together where FSI is used for the lower portion of the atmosphere and GO above. The profiles are then combined at a height usually between 10 and 20 km (Tsuda et al., 2011).

\[
N_{\text{ref}} = (n - 1) \times 10^6 = 77.6 \frac{p}{T} + 3.73 \times 10^5 \frac{p_w}{T^2} + 4.03 \times 10^7 \frac{n_e}{F_T^2} + 1.4W \tag{2.1}
\]

The refractivity, $N_{\text{ref}}$, of the atmosphere is given by Equation 2.1 where $p$ is the atmospheric pressure in mbar, $T$ is the atmospheric temperature in Kelvin, $p_w$ is the total water vapour partial pressure in mbar, $n_e$ is the electron number density per cubic meter, $F_T$ is the transmitter frequency in Hertz, and $W$ is the liquid water content in grams per cubic meter. The four terms represent the contributions from the dry neutral atmosphere, water vapour, free electrons in the ionosphere and particulates (primarily water). These terms are respectively due to the polarisability of molecules in the atmosphere, the large permanent dipole moment of water vapour (significant...
in the lower troposphere), the number of free electrons in the ionosphere (important above \( \sim 60 - 90 \) km) and the scattering by water droplets. A full description of the derivation of atmospheric properties from the refractivity profile is given by Kursinski et al. (1997).

2.1.3 Resolution of the Radio Occultation Technique

Radio occultation is a limb sounding technique (see Figure 2.1) and the temperature measurements have sub-Kelvin precision (e.g. Tsuda et al., 2011). Limb sounding observations are made tangentially through the atmosphere and have a horizontal weighting function along the line of sight, which is centred on the tangent point. Limb sounding instruments tend to have much better vertical resolution than horizontal resolution. This results in a weighting function, which is ‘cigar-shaped’ and lies tangentially to the Earth’s surface. In the stratosphere the vertical resolution of radio occultation data is approximately 1.5 km, primarily limited by Fresnel diffraction (e.g. Kursinski et al., 1997). The horizontal resolution can be approximately defined as the horizontal distance travelled by the radio signal within the atmospheric layer (e.g. Kursinski et al., 1997; Hindley et al., 2015) and is approximately 300 km in the stratosphere.

2.1.4 COSMIC Radio Occultation Measurements

2.1.4.1 The COSMIC Mission

In 2006, the Constellation Observing System for Meteorology, Ionosphere and Climate / Formosa Satellite 3 (COSMIC/FORMOSAT-3) was launched, and is the first dedicated GPS-RO satellite constellation (Rocken et al., 2000; Schreiner et al., 2007; Liou et al., 2007). Six identical micro-satellites were launched in April 2006, each carrying a GPS receiver into a 512 km altitude and 72° inclined orbit from California (Cheng et al., 2006). Over the course of the following 17 months, the satellites were moved into their final orbits, as detailed in Table 2.1. The initial months of the COSMIC mission provided a unique opportunity to obtain many closely located atmospheric soundings, which have been utilised for mesoscale atmospheric studies and estimating the precision of the RO technique (e.g. Anthes et al., 2008; Wang and Alexander, 2010).
Table 2.1: Final orbit information for the six COSMIC micro-satellites

<table>
<thead>
<tr>
<th>Orbital Parameter</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altitude</td>
<td>750 – 800 km</td>
</tr>
<tr>
<td>Period</td>
<td>( \approx 100 ) minutes</td>
</tr>
<tr>
<td>Inclination</td>
<td>72°</td>
</tr>
<tr>
<td>Separation</td>
<td>30°</td>
</tr>
</tbody>
</table>

Figure 2.2 presents a simple illustration of the COSMIC micro-satellites and the RO technique. Each satellite carries three science payloads:

1. Tiny Ionospheric Photometer (TIP)
2. TriBand Beacon Transmitters (TBB)
3. Intergrated GPS Occulation Receiver (IGOR)

Figure 2.2: Artists impression of the COSMIC micro-satellites. Available from the University Corporation for Atmospheric Research (UCAR) and produced by Orbital Sciences Corporation.
The TIP and TBB instruments are payloads for ionospheric science and space weather monitoring (Rocken et al., 2000). The TIP makes nadir measurements of the ultraviolet emission from the recombination of oxygen ions and electrons in the nightside ionosphere, which can be related to the total electron content. The TBB transmits on three frequencies (150, 400 and 1000 MHz), which are used by ground or satellite receivers to determine the total electron content and ionospheric scintillation levels.

The IGOR instrument is an advanced GPS RO receiver developed by the Jet Propulsion Laboratory and built by BroadReach Engineering, and is used to determine very-high vertical resolution profiles of temperature, water vapour and air density in the troposphere and stratosphere. The advantages and disadvantages of COSMIC RO data are listed in Table 2.2.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good vertical resolution (~ 1 km)</td>
<td>Narrower altitude range than some other satellite observations</td>
</tr>
<tr>
<td>Global pseudo-random coverage, from the poles to low-latitudes</td>
<td>Fewer data at very low and high latitudes</td>
</tr>
<tr>
<td>Very high temperature measurement accuracy (sub-Kelvin)</td>
<td>Short horizontal scale waves are highly likely to not be detected (Horizontal resolution ~ 300 km)</td>
</tr>
<tr>
<td>Measurements not dependent on the time of day or weather conditions</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Advantages and Disadvantages of COSMIC Radio Occultation Measurements.

2.1.4.2 Distribution of COSMIC Radio Occultation Observations

The COSMIC satellites record approximately 1000–2000 radio occultations per day across the globe. An example of the global distribution of occultations in a typical day is presented in Figure 2.3 and histograms showing the distribution of occultations as a function of latitude and longitude are presented in Figure 2.4.

The number of occultations are approximately evenly distributed longitudinally but exhibit a large peak at mid-latitudes, a smaller peak at subtropical latitudes, and minima at the poles and equator. This non-uniform latitudinal data coverage results from the relative orbits of the COSMIC micro-satellites and the GPS satellites.
Figure 2.3: Global distribution of 1803 radio occultations on 6th October 2008 from the COSMIC mission. The red dots represent the location of each radio occultation profile on this day.

Figure 2.4: Spatial distribution of COSMIC profiles on 6th October 2008. The panels show histograms of the number of RO soundings in (a) 10° longitude bins and (b) 2° latitude bins.
2.1.4.3 COSMIC Temperatures and Gravity-Wave Analysis

The work presented here uses COSMIC Level-2 dry atmospheric temperature retrievals provided by the COSMIC Data Analysis and Archive Center (CDAAC), of the University Corporation for Atmospheric Research (UCAR), to study gravity waves in the tropical stratosphere. The rest of this section will discuss the analysis of these temperature data for the study of gravity waves in the tropical stratosphere.

Figure 2.5: Panels a-c present example low-latitude COSMIC RO temperature profiles recorded on the 6th October 2008. The times (UTC) and locations of the temperature profiles are included above each panel. Panel d presents zonal-mean temperature as a function of latitude and height from COSMIC RO observations, also on the 6th October 2008.
An example of three low latitude COSMIC radio occultation temperature profiles are presented in panels a-c of Figure 2.5. These temperature profiles are typical of tropical latitudes with a cold-point tropopause of about 200 K at a height of approximately 15–20 km. This can also be seen in the panel d of Figure 2.5 which presents an example of daily zonal mean temperatures as a function of latitude and height. In panels a-c, the variability in temperature observed in the lower troposphere (< 10 km) results from water vapour in the atmosphere, which invalidates the dry atmosphere assumption.

In the example temperature profile shown in the left panel of Figure 2.5, the wave-like features that can be seen between approximately 15–30 km are a result of atmospheric waves. These atmospheric waves are a superposition of small-scale waves, such as gravity waves, and larger scale planetary waves, such as Kelvin waves. In the tropical lower stratosphere, Kelvin waves can have similar vertical wavelengths to gravity waves (Holton et al., 2001), and thus it is difficult to distinguish between the gravity-wave and Kelvin-wave contributions by simply filtering the profile. Instead, to isolate the gravity-wave perturbations, a background removal method must be applied that removes global-scale wave features. The method used in this work follows closely those used in other studies (e.g. Alexander et al., 2008a; Wang and Alexander, 2010), but uses a Fourier transform, rather than an S-Transform, for the removal of planetary-wave features. The method is summarised below.

1. The COSMIC RO temperature profiles are individually interpolated to constant height resolution of 2 km between heights of 10 km and 60 km.

2. Data are binned into daily 10° × 20° latitude-longitude boxes in 1° steps. In this work, COSMIC data are used to study the influence of the MJO on gravity waves, which is a tropical phenomena. Thus, only tropical latitudes were considered, but this method could equally be applied at all latitudes.

3. The mean for each box is calculated at each height giving daily mean temperature for each grid box.

4. A Fourier transform is applied in longitude at each latitude and height.

5. An inverse Fourier transform is then applied at each latitude and height to determine the amplitude and phase of zonal wavenumber components 0–6. This results in a background temperature field, which is comprised of a superposition of global-scale waves 1–6 and the zonal mean state.
6. This background temperature profile containing the global-scale wave perturbations is interpolated to the location of each profile and is subtracted from the original temperature profile to leave just the small-scale perturbation profile, which we attribute to gravity waves (i.e. a profile of temperature perturbations as a function of height, for heights from 10 km to 60 km).

Figure 2.6: An example of the results of the background temperature removal method, as described in steps 1–6, at a height of 26 km on the 15\textsuperscript{th} July 2007. Panel a shows the daily mean temperature averaged over 10° × 20° latitude-longitude boxes in 1° steps. Panels b-h present the individual contributions to the background daily mean temperature from global-scale features with zonal wavenumbers 0–6. Panel i shows the total contribution from wavenumbers 0–6.
To determine the amplitude of gravity-wave features in the temperature perturbation profiles a Stockwell Transform (S-Transform) is applied (Stockwell et al., 1996). The S-Transform is a spectral analysis technique, which provides spectral information about a signal in relation to its spatial variation (Stockwell et al., 1996). It has advantages over the Continuous Wavelet Transform (CWT) due to its direct connection to the Fourier Transform, and has a frequency invariant amplitude response and absolutely referenced phase information (Stockwell, 2007).

When applied to these profiles the S-Transform returns the amplitude of the wave features as a function of vertical wave number and height. As the data are interpolated to 2 km resolution we observe wave features with vertical wavelengths greater than 4 km. The maximum wave amplitude, $T'$, is recorded at each height, $z$, and is converted to gravity wave potential energy (GWPE) per unit mass, $E_p$, using Equation 2.2.

$$E_p(z) = \frac{1}{2} \left( \frac{g}{N(z)} \right)^2 \left( \frac{T'(z)}{\bar{T}(z)} \right)^2$$

(2.2)

Where $\bar{T}$ is the background temperature, $N$ is the Brunt-Väisälä frequency, and, $g$, the gravitational acceleration, is assumed to be constant.

In this work, GWPE measurements are used to determine the extent of the MJO modulation of the stratospheric gravity wave field. The results of this analysis are presented in Chapter 3, and are published in Geophysical Research Letters (Moss et al. 2016b).
2.2 Meteor Radars

2.2.1 Introduction

The mesosphere is notoriously difficult to measure and few techniques exist capable of making observations between the altitudes of 50 – 100 km. The only in-situ measurements of this region are from rockets, but these only provide single soundings of this region and are too expensive for long-term use. Over recent decades it has become possible to investigate this region using remote-sensing instruments. These are both ground-based, including lidars, radars, imagers, and space-borne limb-sounding instruments. One such instrument is the meteor radar.

The concept of using radio measurements of meteors to study atmospheric motion was realised following early work predominantly on meteor physics (e.g. McKinley, 1961). This led to some of the first measurements of the MLT region and its dynamics (e.g. Greenhow and Neufeld, 1961). Development of radio meteor techniques in recent decades has since led to the availability of commercial meteor radars at a relatively low cost (Hocking et al., 2001).

Meteor radars are ground-based remote-sensing instruments and measure over a relatively small spatial area. However, they have good height resolution, excellent time resolution and are relatively inexpensive. They also require minimal maintenance and thus are well suited to campaigns and continuous operation in remote environments. Radio meteor measurements are not inhibited by weather or time of day, unlike lidars or all-sky imagers, meaning they provide near-continuous coverage.

This section will describe meteor measurements and the calculation of atmospheric properties from them. It will also describe meteor radar systems and specifically introduce the Ascension Island meteor radar, which is used in Chapter 4 to calculate winds, and gravity-wave properties in the mesosphere.

2.2.2 Radio Meteor Measurements

2.2.2.1 Meteoroids and Meteor Trails

Meteors are the luminous phenomena resulting from a particle of interplanetary material, a meteoroid, colliding with the Earth’s atmosphere. Such interactions with
the Earth’s atmosphere are primarily due to collisions rather than gravity, except in the case of very slow moving objects (Ceplecha et al. 1998). Meteors that can be observed by the naked eye result from meteoroids between approximately \(5 \times 10^{-5} \text{ m}\) and \(0.2 \text{ m}\) diameter (Ceplecha et al. 1998). The majority of meteor trails detected by meteor radar are from meteoroids with a radius of less than \(1 \text{ mm}\) (Ceplecha et al. 1998).

Figure 2.7: Artist impression of the Leonid meteor storm on Wednesday 13th November 1833, produced by Karl Jauslin (1842-1904) and engraved by Adolf Vollmy (1864-1914). The scene was described to Karl Jauslin, a Swiss artist, by Joseph Harvey Waggoner (c1820 - 1889) and is the most famous of meteor shower pictures (Hughes 1995). This event inspired the study of meteors by the astronomers of the day (Dick 1998).
Meteoroids enter the Earth’s atmosphere at speeds of between 11 km s\(^{-1}\) and 73 km s\(^{-1}\); the limits are imposed respectively by the Earth’s escape velocity, and the sum of meteor velocities at 1 A.U. from the sun (43 km s\(^{-1}\)) and the Earth’s orbital velocity (30 km s\(^{-1}\)) \cite{Ceplecha1998}. The rapid frictional heating that results from entry causes the surface to ablate when it reaches temperatures greater than 1850 K \cite{Ceplecha1998}. The visual light, which can be observed, mostly results from the de-excitation of the sublimated meteoroid atoms.

The atmospheric mean free path increases with height, and thus the meteor trail has a tapering cylindrical shape with the greatest radius at its highest point \cite{McKinley1961}. The nature of this ionised trail is a function of entry speed, angle and the mass of the meteoroid particle. For a typical 40 km s\(^{-1}\) meteoroid, the trail will have an initial radius of approximately 0.3 m, 0.6 m, and 1.2 m at 75 km, 90 km and 105 km, respectively and will span around 10–15 km in height (see Table IX, \cite{Ceplecha1998}).

### 2.2.2.2 Radio Measurements of Meteor Trails

The ablated meteoroid atoms undergo inelastic collisions with the surrounding air molecules, which produce a tapering cylindrical ionised trail that then moves with the local wind \cite{Ceplecha1998}. This plasma trail of charged particles and free electrons can specularly reflect radio waves. Using a radio pulse, the Doppler shift can be used to infer the radial velocity of the meteor with respect to the radar. Multiple receiver antennas allow interferometric determination of meteor locations in time and space.

The interaction of a radio signal with a meteor trail strongly depends on the electron line density of the meteor trails. The electron line density also depends on the mass and entry angle of the meteoroid. The interaction between the radio signal and meteor trail occurs by two distinct processes, known as underdense and overdense meteor echoes.

*Underdense meteor echoes* occur when the electron line density is less than approximately \(10^{14} \text{ m}^{-1}\). For these echoes the radio signal will penetrate the trail and a fraction of the signal will be scattered. *Overdense meteor echoes* occur when the electron line density is greater than approximately \(10^{14} \text{ m}^{-1}\). For overdense echoes the radio signal reflects from the meteor trails surface as if it were a solid metal.
During an underdense meteor echo, the radio echo will undergo an initial rapid rise in amplitude. The meteor trail radius will increase as a result of the diffusion of opposite charges interacting through an electric field, known as ambipolar diffusion. Within the first few seconds the radius becomes large enough that destructive interference will occur between the scatter at different depths. This process manifests itself as a sharp rise in amplitude followed by an exponential decay, as presented in Figure 2.8. The time of decay to half peak amplitude, \( t_{1/2} \), is related to the ambipolar diffusion coefficient, \( D \) and the radio wavelength, \( \lambda \), by Equation 2.3, where typical decay times are \( \sim 0.1 - 1 \) s [McKinley, 1961].

\[
t_{1/2} = \frac{\lambda^2 \ln 2}{16\pi^2 D^2}
\]

Figure 2.8: Amplitude profile of a typical underdense meteor echo (duration 1.2 seconds) recorded by the Adelaide VHF radar at a range of 110 km and at an elevation of 60°, from Ceplecha et al. [1998].

Overdense meteor echoes exist for a much longer duration. They are less useful as a result of the somewhat random echo amplitude fluctuations, which result from distortion by wind shears causing constructive and destructive interference from a number of specular reflection points. These are very much harder to distinguish from other undesirable signals, such as aircraft or lightning. Thus, meteor echoes are usually rejected if they do not have a characteristic underdense amplitude profile.
2.2.2.3 Radial Velocity Measurements from Underdense Meteor Echoes

The height range over which meteors can be detected is $\sim 75 - 100$ km. The lower height limit is imposed by the maximum size of meteoroids that create underdense echoes ($\sim 1$ mm), which have usually fully ablated by $\sim 75$ km. The destructive interference that causes the exponential decay in amplitude of the meteor echo, as shown in Figure 2.8, limits the upper height of observations. At this height the meteor trail radius is sufficiently large that instantaneous destructive interference can occur. As the attenuation of the radio signal is a function of wavelength, the “underdense echo ceiling” depends on the specific wavelength used by the radar (McKinley, 1961). In addition, above $\sim 95$ km the presence of electric and magnetic fields can distort the meteor trail, such as from anisotropic diffusion by magnetic fields (Ceplecha et al., 1998).

The specular reflection from the meteor trail needs the ionised trail to be orthogonal to the propagation direction of the radio pulse for some of the power to be reflected back to the receiver antennas. As a result only a small proportion of the meteors within the meteor radar’s collecting volume are observed. The power flux incident on a meteor trail a distance, $R$, away from the radar transmitter is given by $\frac{P_T G^2}{4\pi R^2} \text{W ms}^{-2}$, where $P_T$ is the transmitted power, $G$ is the antenna gain in the direction of transmission. Assuming the transmission and receiving antennas are identical, the absorbing area of the antenna is given by $\frac{G\lambda^2}{4\pi}$. Using this information the power received, $P_R$, from a model underdense meteor trail is given by Equation 2.4 (e.g. McKinley, 1961).

$$P_R = \frac{P_T G^2 \lambda^3 \sigma_e}{128\pi^3 R^3} \left[ \frac{C^2 + S^2}{2} \right] q^2$$

$=$ $2.5 \times 10^{-32} P_T G^2 \left( \frac{\lambda}{R} \right)^3 \left[ \frac{C^2 + S^2}{2} \right] q^2$  \hspace{1cm} (2.4)

Where, $q$ is the number of electrons per meter in the trail, $\sigma_e$ is the scattering cross-section of a free electron, and $C = \int_{x_1}^{x} \cos \frac{\pi x^2}{2} \text{dx}$ and $S = \int_{x_1}^{x} \sin \frac{\pi x^2}{2} \text{dx}$ are the Fresnel integrals of optical diffraction theory and $C^2 + S^2 = 2$ when evaluated along the whole trail.

The drifting of the meteor trail by a distance, $d$, results in the lengthening of the return path of the reflected signal by a distance 2$d$. If the drift distance was equivalent to half a wavelength, the observed phase change would be $2\pi$ radians as the return
path of the signal would have increased by one wavelength. Thus, a meteor trail
drifting an arbitrary distance, d, that reflects a radio wave of wavelength, λ, will have
an observed phase change of $4\pi \frac{d}{\lambda}$. Hence, the magnitude of the line-of-sight drift
velocity, the radial velocity, $v_{rad}$, can be calculated from Equation 2.5:

$$v_{rad} = \frac{\Delta d}{\Delta t} = \frac{\lambda \Delta \phi}{4\pi \Delta t} \quad (2.5)$$

2.2.2.4 Summary

Here we have introduced the measurements of meteor properties from radio echoes
of meteor trails. In particular, we have introduced the measurements of underdense
meteor echoes, which are useful for atmospheric measurements. We will now introduce
meteor radars, and specifically SKiYMET systems. We will discuss these systems,
their measurement characteristics and the determination of atmospheric properties
from radial velocity measurements.

2.2.3 All-Sky Meteor Radars

2.2.3.1 SKiYMET Meteor Radars

SKiYMET meteor radars are all-sky radars produced on a commercial basis by Gen-
esis Software and Mardoc Inc. The all-sky radar technique uses low-gain antennas to
provide meteor coverage over a large volume around the radar. SKiYMET radars typ-
ically use a high pulse repetition frequency (PRF) of around 200 – 2000 Hz. This high
PRF allows meteor entrance speeds to be determined, but induces a smaller aliasing
range of $\sim 70$ km. Pulse encoding is not usually used with these radars, thus it is not
possible to tell which pulse is being reflected. For example, it is ambiguous whether
a meteor detected at 80 km is actually at 80 km, 160 km, 240 km, etc. However, a
priori knowledge of the underdense echo ceiling allows an unambiguous range to be
determined [Hocking et al., 2001]. The advantage and disadvantages of meteor radar
observations are listed in Table 2.3. A full description of SKiYMET meteor radars
can be found in [Hocking et al., 2001] and a brief description is provided below.

The radar transmission frequency is in the range 25 – 60 MHz. This operating fre-
quency is chosen to be high enough that ionospheric scatter is not significant, while
low enough that the meteor count rate is not greatly reduced by the lowering of the
underdense echo ceiling. The specific frequency chosen is based on the individual user preferences and where suitable gaps exist in the local radio frequency usage.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>High resolution measurements of winds in the MLT region</td>
<td>Limited to single site locations</td>
</tr>
<tr>
<td>Measurements not dependent on the time of day or weather conditions</td>
<td>Limited vertical coverage</td>
</tr>
<tr>
<td>Excellent temporal resolution</td>
<td>Unable to resolve individual gravity waves</td>
</tr>
<tr>
<td>Cheap maintenance, thus highly suitable for long-term remote continuous operation</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.3:** Advantages and disadvantages of meteor radar measurements.

**Figure 2.9:** The antenna arrangement of a typical meteor radar. Where, $\lambda$, is the transmitter wavelength. The five receiving antennas are arranged in an asymmetric cross with arms of either 2 or 2.5 wavelengths. The position of the transmitting antenna is arbitrary but should not be too close to any of the receiving antennas. *Figure taken from [Hocking et al. (2001)](Hocking2001).*
Figure 2.10: An example of the format of a typical meteor position data (MPD) file from the Ascension Island Meteor Radar, recorded on the 21st December 2006. Details of the recorded parameters are listed in Table 2.4.

Figure 2.9 presents the arrangement of antennas in a SKiYMET system. The system is made up of a three-element Yagi transmitter antenna and five two-element Yagi receiver antennas arranged as an interferometer. This interferometer pattern gives receiver phase differences, which, with knowledge of the range, allows the specular reflection point on the meteor trail and its properties to be accurately determined. The typical accuracy of azimuth and zenith angles is of order 0.5 – 1°.

Real-time detection, confirmation and analysis of meteor echoes and parameters is done by an on-site PC and stored in a meteor position data (MPD) file (Hocking et al., 2001). Each daily MPD file includes details of the radar operation parameters in the header lines followed by the data for the parameters described in Table 2.4. An example of a typical MPD file is presented in Figure 2.10.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>The date of detection relative to UTC (yyyy/mm/dd)</td>
</tr>
<tr>
<td>Time</td>
<td>The time of detection (HH:MM:SS.XYZ) where XYZ is the millisecond of the detection</td>
</tr>
<tr>
<td>File</td>
<td>The file name extension used to store the raw data for this detection</td>
</tr>
<tr>
<td>Rge</td>
<td>The range of the detection in km</td>
</tr>
<tr>
<td>Ht</td>
<td>The corrected height above ground of the detection in km</td>
</tr>
<tr>
<td>Vrad</td>
<td>The radial drift velocity of the trail in ms$^{-1}$</td>
</tr>
<tr>
<td>DelVr</td>
<td>The standard deviation of the radial velocity measurement obtained from the 5 antenna pairs in the interferometer. Data with delVr $&gt;$ 5.5 ms$^{-1}$ are automatically rejected and represent a limiting value for this field in the MPD file</td>
</tr>
<tr>
<td>Theta</td>
<td>The zenith angle of the detection in degrees</td>
</tr>
<tr>
<td>Phi0</td>
<td>The azimuth angle of the detection in degrees (North from East)</td>
</tr>
<tr>
<td>Ambig</td>
<td>The number of locations this detection could have originated from</td>
</tr>
<tr>
<td>Delphase</td>
<td>The worst phase error between antennas if the measured azimuth and zenith of the detection are correct in degrees</td>
</tr>
<tr>
<td>ant pair</td>
<td>The antenna pair with the worst phase error</td>
</tr>
<tr>
<td>IREX</td>
<td>The receiver channel used in the analysis for certain single-channel data quality tests (Always “1” during normal operation)</td>
</tr>
<tr>
<td>amax</td>
<td>The peak value of the amplitude of the meteor echo in digital units</td>
</tr>
<tr>
<td>Tau</td>
<td>The decay time (half-life) of the meteor in seconds</td>
</tr>
<tr>
<td>vmet</td>
<td>The entrance speed of the meteor in kms$^{-1}$. Bad values are specified by “-9.99”</td>
</tr>
<tr>
<td>snrdb</td>
<td>The signal-to-noise ratio for this meteor</td>
</tr>
</tbody>
</table>

Table 2.4: Parameters routinely measured by the Ascension Island meteor radar and included in daily meteor position data files.
2.2.3.2 The Spatial and Temporal Distribution of Detected Meteors

An example of the spatial and temporal distribution of meteors is presented in Figure 2.11. These figures are produced from observations made by the Ascension Island meteor radar and are typical for meteor radars, except for the diurnal cycle, which is more prominent at low latitudes.

Figure 2.11: Spatial and temporal distribution of meteors from the Ascension Island meteor radar in 2006. (a) Histogram of hourly meteor count rates over a composite day in 2006. A clear diurnal cycle is observed with a peak at 0600 UTC and a minima at 1800 UTC. (b) Histogram of meteor count as a function of height for 2006 (100 bins). (c) Azimuthal distribution of meteors on 7th January 2006. (d) Histogram of meteor count against range for 2006. Gaps occur in (c) and (d) at specific ranges due to the pulse transmission of the radar (see text).

Figure 2.11a presents the mean temporal variation of meteor counts from Ascension Island for a day in 2006. A clear diurnal cycle is observed with the largest meteor count at 0600 UTC and smallest meteor count at 1800 UTC. This cycle results from a combination of the Earth’s rotation and orbit. Any position on the Earth in the leading hemisphere encounters a greater numbers of meteors, which are ‘swept up’ by
the Earth’s motion. In contrast, for any position on the Earth’s trailing hemisphere, the meteors are ‘chasing’ the Earths motion and only the faster meteors can catch up. This effect is particularly apparent at low latitudes.

The distribution of meteors detected as a function of height using all meteors from 2006 is presented in Figure 2.11b. Height measurements are made using the elevation angle and range measured by the radar for each meteor echo and an adjustment is applied to take account of the curvature of the earth. A characteristic Gaussian distribution is observed with a peak at $\sim 90$ km and very few meteors are observed beyond 80 km and 100 km. All meteors are detected between approximately 75 – 110 km due to the underdense echo ceiling at greater heights and meteor ablation at lower heights, as discussed in section 2.2.2.2.

SKiYMET meteor radars are all-sky systems, so the transmitted power from the transmitting antenna is largely independent of azimuth. This allows detection of meteors at all azimuth angles, and results in an approximately even azimuthal distribution of detected meteors as shown in Figure 2.11c.

No meteors are detected directly above the radar (near the zenith). This geometric effect is due to the specular reflection of radio waves from the meteor trails. For meteors at very small zenith angles to be detected would require the meteoroid to be travelling near-horizontal through the atmosphere. This would require a very long travel distance through the atmosphere and even the largest of meteoroids would have completely ablated by the time they reached the zenith.

Concentric rings with no meteors are observed in the azimuthal distribution. This is a result of the pulse transmission of the radar. Meteors do occur in these locations but are not detected as the receivers are turned off during the outgoing direct wave in transmission, which otherwise would cause saturation of the receivers and potentially damage the equipment. Thus, meteors are not detected at ranges that correspond to these times.

Figure 2.11d presents the range distribution of meteors. As in Figure 2.11b, the specific ranges that meteors are not detected is evident at approximately $\sim 140$ km, 210 km, and 280 km. Very few meteors are detected at ranges less than approximately 90 km. This results from a combination of the minimum height and zenith angles for detection. The range distribution peaks at approximately 120 km, beyond which the number of meteors detected falls off with increasing range as echo strength decays rapidly as a function of distance (i.e. Equation 2.4).
2.2.3.3 Meteor Radar Wind Measurements

To obtain estimates of the mean wind averaged over the collecting volume of the radar from meteor radial velocities, the following is assumed:

1. The vertical velocities in the MLT region are much smaller than the horizontal velocities. This assumption is justified as the horizontal winds are at least an order of magnitude larger than the vertical winds (e.g. Mitchell and Howells, 1998).

2. Within a given height range, the air in the meteor collecting volume moves as a uniform slab. This is valid for motions that have scales much larger than the meteor collecting volume (i.e. > 400 km).

Based on these assumptions, mean winds can be calculated provided that enough meteor measurements are available. For typical meteor count rates, one hour provides enough meteors for a wind determination and thus defines the time resolution to be typically this value. To be used in the calculation, a meteor must have an echo decay time, Tau, greater than 0.015 s to reject any short-lived noise spikes. Additionally, there must be no ambiguity in the meteor position. Typically meteors with zenith angles less than 15° are not used in wind calculations as the vertical motions become more significant, and errors in the inferred horizontal component become too large. Radial velocity measurements that have an error greater than 5.5 ms$^{-1}$ are not used.

The radial velocity, $v_{rad}$, is assumed to be a component of a purely horizontal flow. The inferred line-of-sight horizontal velocity, $v_h$, is thus given by Equation 2.6

$$v_h = \frac{v_{rad}}{\sin(\alpha)}$$  \hspace{1cm} (2.6)

where the adjusted zenith angle, $\alpha$, is given by the curved-Earth correction shown in Equation 2.7

$$\alpha = \cos^{-1}\left(\frac{(R_E + h)^2 + R^2 - R_E^2}{2R(R_E + h)}\right)$$  \hspace{1cm} (2.7)

$h$ is the true height of the meteor, $R_E$ is the Earth’s radius and $R$ is the slant range to the meteor. Any meteor with an inferred line-of-sight horizontal velocity greater than 200 ms$^{-1}$ is rejected as an outlier.
To calculate atmospheric mean winds meteors are binned into height gates. In this thesis the height gates used are (78 – 83), (83 – 86), (86 – 89), (89 – 92), (92 – 95) and (95 – 100) km, but these can be adjusted provided enough meteors are present in each height gate to accurately determine the winds. The lowermost and uppermost height gates are wider to ensure enough meteors are present to produce accurate wind measurements.

![Graph showing the line-of-sight component of the inferred horizontal velocity plotted as a function of azimuth for all meteors recorded.](image)

**Figure 2.12:** Line-of-sight component of the inferred horizontal velocity plotted as a function of azimuth for all meteors recorded (black dots) by the Ascension Island meteor radar between 0600 UTC and 0800 UTC on the 11th June 2006 at heights between 89 – 92 km. The overlaid red line is the best fit sine wave that gives the magnitude and direction of the wind. The measured wind speed and wind direction is displayed in the bottom left hand corner of the figure.

To determine hourly winds a least-squares fit is applied to the radial velocities. This minimises the sum of the differences between the inferred line-of-sight horizontal velocities and a fitted sine wave. The amplitude and phase of this sine wave then gives the magnitude and direction of the mean wind, which can be decomposed into its zonal and meridional components. This analysis is demonstrated in Figure 2.12 for a wind measurement calculated from meteors in the 89 – 92 km height gate between 0600 UTC and 0800 UTC on 11th June 2006.

As an example of the results of this analysis, Figure 2.13 presents the zonal and
Figure 2.13: Zonal (top) and Meridional (bottom) hourly winds over Ascension Island ($8^\circ$ S, $14^\circ$ W) in February 2006. A clear, large amplitude 24-hour tidal signature is observed, with amplitudes that tend to be larger at greater heights.

meridional components of the horizontal winds for February 2006. A clear diurnal tidal signature can be observed in both the zonal and meridional components. Tides dominate the variability in the MLT region at most latitudes. Low-pass filtering can be applied to remove the strong tidal signature and reveals longer period variability in the mean winds.

2.2.3.4 Meteor Radar Measurements of Gravity-Wave Variance and Momentum Flux

Very few methods exist for measuring gravity-wave properties in the mesosphere. Most of the early measurements utilised the method of Vincent and Reid (1983),
using dual beam radars (e.g. Reid and Vincent [1987]). However, these measurements
tend to have limited seasonal and height coverage. The Hocking (2005) method of
calculating gravity-wave variances and momentum fluxes from all-sky meteor radars
was developed to take advantage of the large existing global network of meteor radars
that are all of a similar design, and thus very suitable for inter-comparison studies.
This method builds on the dual beam method (Vincent and Reid [1983]) and is similar
to the medium-frequency interferometric method of Thorsen et al. (1997), but differs
in its application.

The major advance made in the Hocking (2005) method is recognising that the dual
beam technique can be extended to all-sky meteor measurements. In principle, meteor
radars could be used by sampling the meteors to replicate a two-beam instrument,
however in practice meteor counts from all-sky systems are too low for this. The
Hocking (2005) method thus generalises for an all-sky summation, whereby the two-
beam technique is a special case.

Fundamentally, the determination of gravity-wave variances and momentum fluxes
from meteor measurements assumes the scatter of the individual inferred line-of-
sight horizontal velocities around the fitted sine wave, as shown in Figure 2.12 are
due to gravity waves. This statistical method relies on accurate mean winds being
determined so that it can be assumed that the difference between the radial velocity
of each meteor, \( v_{rad} \), and the mean radial velocity expected for uniform winds, \( v_{radm} \),
is due to gravity waves alone. Thus, it is assumed that the calculated background
winds include the contribution of the mean flow and other large-scale processes, such
as tides, planetary waves or gravity waves with long horizontal wavelengths.

We will now consider the method of determining gravity-wave variances and momentum fluxes from meteor measurements. Following the Hocking (2005) method, we
need to minimise \( \Lambda \), where \( \Lambda \) is given by

\[
\Lambda = \sum \left[ (v'_{rad})^2 - (v'_{radm})^2 \right]^2
\]  

(2.8)

The summation in Equation 2.8 is over all meteors within the time and height bin.
The difference between the measured and modelled radial velocities, \( v'_{rad} \), and the
component of the modelled radial velocity due to wave motion, \( v'_{radm} \), are as follows

\[
v'_{rad} = v_{rad} - v_{radm}
\]  

(2.9)
\[ v'_{radm} = u' \sin \theta \cos \phi \]
\[ + v' \sin \theta \sin \phi \]
\[ + w' \cos \theta \]

(2.10)

Substitution of Equation 2.10 into Equation 2.8 yields

\[
\Lambda = \sum \left[ (v'_{rad})^2 - u'^2 \sin^2 \theta \cos^2 \phi \right. \\
+ v'^2 \sin^2 \theta \sin^2 \phi \\
+ w'^2 \cos^2 \theta \\
+ 2u'v' \sin^2 \theta \sin \phi \cos \phi \\
+ 2u'w' \sin \theta \cos \theta \cos \phi \\
+ 2v'w' \sin \theta \cos \phi \sin \phi \left. \right] ^2
\]

(2.11)

To minimise \( \Lambda \) the partial derivatives of Equation 2.11 with respect to \( u'^2 \), \( v'^2 \), \( w'^2 \), \( u'v' \), \( u'w' \) and \( v'w' \) are taken and set to 0. The final result of this is a matrix equation, Equation 2.12, which can easily be inverted to give estimates for the 6 parameters, \( \overline{u'^2} \), the zonal variance, \( \overline{v'^2} \), the meridional variance, \( \overline{w'^2} \), the vertical variance, \( \overline{u'v'} \), the meridional flux of zonal momentum (and also the zonal flux of meridional momentum), \( \overline{u'w'} \), the vertical flux of zonal momentum, and \( \overline{v'w'} \), the vertical flux of meridional momentum, where the bar indicates the average over the time and spatial collecting volume.

(2.12)
A growing body of studies have applied the Hocking (2005) method to other meteor radars around the world (e.g. Fritts et al., 2010; Vincent et al., 2010; Fritts et al., 2012; Andrioli et al., 2013a; de Wit et al., 2014; Placke et al., 2015). The gravity-wave momentum fluxes presented in Chapter 4 of this thesis (and published in Moss et al. (2016a)) are the first measurements of momentum fluxes made using the Ascension Island meteor radar and some of the few such measurements available in the tropical mesosphere. We will now introduce the Ascension Island meteor radar system.

### 2.2.4 The Ascension Island Meteor Radar

The University of Bath has operated a number of commercially produced SKiYMET meteor radars since the first of these was installed at the Esrange Space Centre, near Kiruna, Sweden, in August 1999. The locations and operation periods of these meteor radars are presented in Table 2.5 and presented in Figure 2.14.

![Figure 2.14: The University of Bath’s meteor radar network](image)

In this thesis, data from the meteor radar on Ascension Island are used. Ascension Island is a small equatorial volcanic island in the South Atlantic Ocean. The site is of particular interest due to its low-latitude and oceanic location. Thus, it can provide observations of gravity waves that will have originated from purely convective sources.
<table>
<thead>
<tr>
<th>Meteor Radar</th>
<th>Location</th>
<th>Operation Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ascension Island</td>
<td>8° S, 14° W</td>
<td>May 2001 to August 2012</td>
</tr>
<tr>
<td>Bear Lake</td>
<td>42° N, 111° W</td>
<td>March 2008 to January 2014</td>
</tr>
<tr>
<td>Esrange</td>
<td>68° N, 21° E</td>
<td>August 1999 to present</td>
</tr>
<tr>
<td>Rothera</td>
<td>68° S, 68° W</td>
<td>February 2005 to present</td>
</tr>
<tr>
<td>Rio Grande*</td>
<td>54° S, 58° W</td>
<td>February 2008 to present</td>
</tr>
<tr>
<td>South Georgia</td>
<td>54° S, 37° W</td>
<td>February 2016 to present</td>
</tr>
</tbody>
</table>

Table 2.5: The locations and operation period of the University of Bath meteor radar network. This network is designed to provide coverage at a number of key latitudes. *The Rio Grande meteor radar is owned in collaboration with other institutions, where the University of Bath is the junior partner.

Figure 2.15: Receiver antenna at the Ascension Island meteor radar (8° S, 14° W) site.

A picture of a receiver antenna from the Ascension Island meteor radar site is shown in Figure 2.15. The meteor radar was installed in May 2001 and data are available from then until August 2012. It operated in an all-sky configuration with a peak power of 12 kW up until 2007, after which it was switched to 6 kW. It transmits at a frequency of 43.5 MHz. Due to difficult operating conditions on the island, the
radar has had periods of downtime during its lifetime. Most noticeably, large gaps are present from December 2003 to May 2004, April 2007 to February 2009 and July 2011 to July 2012. A summary of the data availability of the Ascension Island meteor radar, from [Day and Mitchell (2013)], is presented in Figure 2.16.

Despite these difficulties, data from this radar have been successfully used to study a range of atmospheric processes in the mesosphere. This has included studies of atmospheric tides ([Sandford et al., 2007; Sandford and Mitchell, 2007; Davis et al., 2013], intra-seasonal and inter-annual oscillations ([Rao et al., 2009; de Wit et al., 2013; Day and Mitchell, 2013; Moss et al., 2016a]) and planetary waves ([Pancheva et al., 2004; Younger and Mitchell, 2006; Davis et al., 2012]). In Chapter 4 of this thesis and associated publication ([Moss et al., 2016a]), observations made by the Ascension Island meteor radar are used for the first time to study gravity waves in the equatorial mesosphere.

Figure 2.16: Summary of the data availability from the Ascension Island meteor radar (8° S, 14° W).
2.3 Other Supporting Observations

2.3.1 The Tropical Rainfall Measuring Mission

The Tropical Rainfall Measuring Mission (TRMM) provides a comprehensive data-set on tropical rainfall between 50° N and 50° S \cite{Huffman2007}. It is the first Earth Science mission dedicated to the study of topical and subtropical rainfall. The satellite was launched on November 27th 1997 as a joint mission between NASA and JAXA, the Japanese space agency, and ceased operating on April 8th 2015 when the spacecraft depleted its fuel reserves. The TRMM mission has now been superseded by the Global Precipitation Measurement (GPM) mission, which launched in February 2014 and covers all latitudes.

![Figure 2.17: An example of TRMM 3B42 daily precipitation data averaged over January 2009.](image)

In this thesis the TRMM multi-satellite precipitation analysis 3B42 data-set is used as a proxy for latent heat release (and so as a proxy for the convective sources of gravity waves). The data are a measure of the total daily precipitation total in mm and is on a 0.25° × 0.25° latitude-longitude grid. It is derived by calibrating data from various geostationary satellites, such as the Geostationary Operational Environmental Satellite (GOES) and Meteosat satellites, with TRMMs (Tropical Rainfall Measurement Mission) microwave imager (TMI) and visible and infra-red scanner (VIRS) instruments. Figure 2.17 shows an example of daily precipitation averaged over January 2009 for the 3B42 TRMM data-set.
2.3.2 Outgoing Long-wave Radiation

Outgoing long-wave radiation (OLR) is a measure of the amount of energy emitted by the Earth to space. The contribution of this energy is important to the Earth’s radiation budget. Deep cloud cover over a particular region will lead to measurements representing the amount of the radiation emitted at the cloud-top. As warmer objects emit more radiation than cooler objects, high cloud tops will lead to regions of lower OLR. Thus, in the tropics, OLR measurements provide an excellent proxy for convective activity and rainfall, which are known to be a strong source of gravity waves.

The National Oceanic and Atmospheric Administration (NOAA) Interpolated OLR dataset is used in this thesis and is available from their website. The daily data provides global coverage of OLR on a 2.5° × 2.5° latitude-longitude grid. Data are pre-processed and any gaps are filled using temporal and spatial interpolation as discussed in Liebmann and Smith [1996]. Data are available from June 1974 to present.

![Image of outgoing long-wave radiation]

**Figure 2.18**: An example of outgoing long-wave radiation data averaged over January 2009.

A monthly mean map of OLR is presented in Figure 2.18 for January 2009; a clear connection between the rainfall data presented in Figure 2.17 and OLR can be seen. N.B. low areas of OLR (blue) are cooler regions indicative of high cloud tops and greater convective activity.
2.3.3 ECMWF Reanalysis Data

Reanalysis datasets are produced by assimilating historic data into a modern model to provide a dynamically consistent estimate of the atmospheric conditions at each point in time. These global datasets have excellent spatial and temporal resolution and incorporate huge amounts of data. While these data provide a great opportunity to study the atmosphere as a whole, they should be used with caution. In particular, the number, variety and location of the assimilated observations can induce biases and artificial variability. However, particularly on longer time-scales, these data provide a good estimate of the atmospheric variability.

Figure 2.19: ECMWF reanalysis monthly-smoothed zonal winds averaged over a 5° box centred on Ascension Island (8° S, 14° W) between 2002 and 2007. The characteristic quasi-biennial and semi-annual oscillations are readily apparent in the stratosphere and mesosphere, respectively.
In this work, the European Centre for Medium Range Weather Forecasting (ECMWF) operational analysis data set is used to investigate the zonal-wind structure of the atmosphere. The data used are from the 1.125° resolution data-set, available from 2000 to present. Data are available at heights of up to 64 km until February 2006 when the model was extended to 80 km. Very little observational data is assimilated into the model above 40 km, and thus the ECMWF data should be treated with caution above this height. A more complete description of the ECMWF reanalysis data can be found in the review by Dee et al. (2011) and references therein. An example of ECMWF zonal winds over Ascension Island is shown in Figure 2.19.

2.4 The Real-time Multivariate MJO Index

The MJO dominates the intra-seasonal variability in the tropical troposphere. It is not unusual for large scale atmospheric processes to be described by indices that characterise their state (amplitude and phase) as a function of time. In this work the state of the MJO is defined using the Real-time Multivariate (RMM) MJO index of (Wheeler and Hendon, 2004).

The RMM index is defined by the combination of equatorially-averaged (15° N and 15° S) anomalies of OLR and zonal-wind at 850 hPa and 200 hPa, projected onto the leading pair of empirical orthogonal functions (Wheeler et al., 2009). These data are filtered beforehand so that inter-annual variability, such as the El Niño Southern Oscillation, is removed. The two principle components are defined as RMM1 and RMM2. An example of the RMM index is presented in Figure 2.20.

The bottom panel in Figure 2.20 presents the amplitude (i.e. the two principle components combined in quadrature) for 2008. An MJO event is defined as “strong” if its amplitude exceeds 1. The yellow shading, bound by the vertical dashed lines, indicates the time period examined in the top panel. The strong MJO event observed in March 2008 is observed in two dimensional phase space as an anticlockwise excursion from the origin. The index is categorised into 8 phases, which marks the location of the MJO in time, where, phases 8 − 1 indicate the Western Hemisphere and Africa, phases 2 − 3 indicate the Indian Ocean, phases 4 − 5 indicate the Maritime Continent, and phases 6 − 7 indicate the Western Pacific.
Figure 2.20: An example of the RMM index of Wheeler and Hendon (2004) for 2008. The bottom panel presents the amplitude of the RMM index for 2008. RMM index values above 1 define a strong MJO event. The top panel shows the relative phase of the MJO for a strong event in March 2008 (highlighted by the yellow shading, bound by the vertical dashed lines, in the bottom panel).

The RMM index is typically used to monitor the MJO and its associated weather effects. Importantly, the RMM index provides a method of isolating the MJO component of a particular variable based on the amplitude and phase of MJO events.
Composite maps for each MJO phase can provide visual evidence of the characteristic eastward propagation of MJO features. In this work the RMM indices are applied to 20–100 day bandpassed stratospheric gravity-wave potential energies to reveal MJO variability. The results of this are presented in Chapter 3 and are published in Geophysical Research Letters ([Moss et al., 2016b]).

2.5 Summary

This chapter introduces the two primary methods used to study gravity-wave properties in the following chapters of this thesis. COSMIC radio occultation data are used in Chapter 3 to identify MJO variability in gravity wave potential energies. Ascension Island meteor radar data are used in Chapter 4 to characterise the contribution of gravity-wave momentum fluxes to the anomalous wind events observed in the first phase of the mesospheric semi-annual oscillation in 2002.

In addition, the other supporting data-sets used in this thesis are discussed. In Chapter 3, OLR and ECMWF data are used to identify whether MJO variability in gravity-wave energies is a result of the dynamic or convective signature of the MJO. In addition ECMWF data are used to assess the critical level filtering. In Chapter 4, OLR and TRMM are used as proxies for convective activity and ECMWF data are used to assess the critical level filtering present in the underlying atmosphere.
Chapter 3

Does the Madden-Julian Oscillation Modulate Stratospheric Gravity Waves?

The circulation of the stratosphere is strongly influenced by the fluxes of gravity waves propagating from tropospheric sources. In the tropics, these gravity waves are primarily generated by convection. The Madden-Julian Oscillation (MJO) dominates the intra-seasonal variability of this convection. However, the influence of the MJO on the variability of stratospheric gravity waves is largely unknown. Here we examine gravity-wave potential energy at 26 km and the upper tropospheric zonal-wind anomaly of the MJO at 200 hPa, sorted by the relative phase of the MJO using the RMM MJO indices. We show that a strong anti-correlation exists between gravity-wave potential energy and the MJO eastward wind anomaly. We propose that this correlation is a result of the filtering of upward-propagating waves by the MJO winds. The study provides the first observational evidence that the MJO contributes significantly to the global variability of stratospheric gravity waves in the tropics. The material in this Chapter is published in:

3.1 Introduction

Gravity waves play a very important role in the dynamics of the stratosphere. The waves can propagate upwards from their sources in the troposphere upwards to greater heights, resulting in a vertical flux of energy and horizontal momentum. When the waves dissipate, this energy and momentum are transferred to the mean flow.

Gravity waves can be generated by a variety of sources, including winds blowing over mountains and the adjustment of jet streams. In the tropics, deep tropospheric convection associated with cumulus clouds is the main source of gravity waves (e.g. Alexander et al., 2008b; Wright and Gille, 2011). Such tropical waves drive important features of the tropical stratospheric circulation, including the Quasi-Biennial Oscillation (QBO) and Semi-Annual Oscillation (SAO) (e.g. Hamilton et al., 2004). Measurements of the fluxes and variability of gravity waves and how these are related to their sources are thus essential in efforts to understand the dynamics of the stratosphere and in efforts to develop numerical weather prediction and climate models (e.g. Fritts and Alexander, 2003; Alexander et al., 2010).

Tropical cumulus convection itself varies significantly on intra-seasonal timescales (i.e. timescales of $\sim 10 - 100$ days). The largest component of this variability is the Madden-Julian Oscillation (MJO) (Madden and Julian, 1972), which is the most prominent Intra-Seasonal Oscillation (ISO). The MJO is a large-scale repeating pattern of coupled circulation and deep convection that originates in the Indian Ocean and then propagates eastwards to the western/central Pacific. It has a period of $\sim 30 - 90$ days and typically travels at $\sim 5$ ms$^{-1}$ (e.g. Zhang, 2005). Whilst the convection of the MJO is largely confined to the eastern hemisphere, its dynamical influence is apparent on a global scale (e.g. Salby et al., 1994). The MJO is known to be closely associated with convectively coupled Rossby and Kelvin waves (e.g. Matthews, 2000; Sperber, 2003; Khouider et al., 2011). Anomalies in tropospheric zonal wind are observed towards the MJO centre close to the surface (850 hPa) and away from the MJO centre in the upper troposphere (200 hPa), as presented schematically in Figure 3.1. In light of the known role of the MJO in modulating tropical convection, we can thus ask the question: does the MJO act to modulate the variability of stratospheric gravity waves?

To date, there have only been a very limited number of attempts to determine the influence of the MJO on the variability of gravity waves in the tropical stratosphere. In particular, Horinouchi (2008) used a cloud-resolving model to investigate convectively-
generated gravity waves and their propagation into the stratosphere. He found that upward propagation of gravity waves was significantly increased during the inactive phase of the MJO (when there is actually reduced convection). This apparently counter-intuitive result is a consequence of the modelled gravity waves generated in the inactive phase of the MJO having i) higher phase speeds and ii) longer vertical wavelengths than those gravity waves generated in the active phase. This arises from the greater convective cloud rain-top heights associated with the inactive phase of the MJO (e.g. Morita et al., 2006). These gravity waves of higher phase speed and longer vertical wavelength are better able to propagate into the stratosphere where they account for the increased gravity-wave fluxes.

In contrast, Karoly et al. (1996) considered radiosonde data from Santa Cruz (10° S, 165° E) in the south Pacific recorded during the 4-month TOGA-COARE campaign of 1992-3 when the MJO had significant amplitude. They reported significant correlations between gravity-wave activity in the lower stratosphere (17 - 24 km) and proxies for convective activity including Outgoing Long-wave Radiation (OLR), thus suggesting a positive correlation between the MJO convection and gravity-wave activity in the lower stratosphere.
There is some evidence that ISOs in tropospheric convection, including the MJO, modulate the fluxes of gravity-waves and/or non-migrating tides in the tropical mesosphere and lower thermosphere (MLT). Eckermann et al. (1997) reported that gravity-wave variances and MLT winds both display fluctuations at ISO periodicities. They proposed that ISOs, including the MJO, may be modulating the generation of gravity waves and non-migrating tides that then subsequently propagate through the stratosphere to the MLT where their modulated momentum fluxes drive fluctuations in the winds at ISO periods when the gravity waves and/or tides dissipate. This suggestion has received support from other observations of fluctuations in MLT-region winds at ISO and MJO periodicities (e.g. Davis et al., 2012; Rao et al., 2009). However, other studies have argued that non-migrating tides drive the MLT-region ISOs, and so the role of modulated gravity-wave fluxes remains unclear (e.g. Isoda et al., 2004).

We thus see that there is great uncertainty regarding the magnitude and phasing of any connection between the MJO and stratospheric gravity waves. However, establishing the nature of any such modulation is important in attempts to understand the coupling of the tropical troposphere and stratosphere. These uncertainties highlight the need for studies to determine the magnitude and relative phasing of any MJO influence on the field of convectively-generated gravity waves.

Here we present observations of gravity-wave potential energies (GWPE) made in the tropical lower stratosphere from COSMIC radio occultation satellite observations. GWPE at 26 km and zonal-wind anomalies at the 200 hPa pressure level are examined to investigate their intra-seasonal variability. The fundamental novelty of our analysis is to sort our observations of stratospheric gravity waves by the phase of the MJO defined by the Real Multivariate MJO (RMM) indices (Wheeler and Hendon, 2004). This is the first time this analysis has been applied to stratospheric gravity-waves. Finally, we propose and provide evidence for a mechanism by which this stratospheric gravity-wave variability is caused by the MJO.

### 3.2 Data and Analysis

#### 3.2.1 COSMIC GPS-RO Gravity-Wave Observations

The Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC) was launched in April 2006 and consists of six low Earth orbiting satellites that
track GPS satellites as they rise or set over the horizon. The radio signal received by these satellites is influenced by the atmospheric limb. Vertical profiles of temperature and pressure can be computed from the phase delay of the signal (Liou et al., 2007). COSMIC data has been extensively used for a number of gravity-wave studies (e.g. Alexander et al., 2008b, 2013; Wang and Alexander, 2010; Wright et al., 2011; McDonald, 2012; Faber et al., 2013; Hindley et al., 2015).

Here we use COSMIC level-2 dry atmospheric temperature data from September 2006, to December 2012. GPS radio-occultation (GPS-RO) measurements have sub-Kelvin temperature precision (Tsuda et al., 2011), horizontal resolution in the stratosphere of \( \sim 270 \text{ km} \) (Kursinski et al., 1997; Hindley et al., 2015) and features with vertical scales greater than 2 km can be distinguished from noise (Marquardt and Healy, 2005; Tsuda et al., 2011). Thus, we interpolate all COSMIC profiles to 2 km resolution prior to analysis and as a result will only observe gravity waves with vertical wavelengths greater than 4 km. In addition, limb sounding instruments, such as COSMIC, are most sensitive to mid- and low-frequency gravity waves (i.e. inertia-gravity waves) that have short vertical and long horizontal wavelengths (e.g. Wright et al., 2015). Hence, our results are only representative of this part of the wave spectrum.

For each day of data, the COSMIC temperature profiles are binned onto a \( 10^\circ \times 20^\circ \) latitude-longitude grid, stepped in \( 1^\circ \times 1^\circ \) increments. Zonal mean and planetary-scale features of zonal wavenumber \( 0 - 6 \), such as Kelvin waves, are calculated at each latitude and height. The resulting local background temperature profile, \( \bar{T} \), is removed from each original temperature profile by interpolating to its latitude-longitude position to reveal the temperature perturbations due to gravity waves alone. We next apply an S-Transform (Stockwell et al., 1996) to each temperature perturbation profile, \( T' \), to determine the largest resulting wave amplitude at each height. This amplitude is used to calculate the potential energy, \( E_p \), (Tsuda et al., 2000) for each height using equation 3.1 where the acceleration due to gravity, \( g \), is assumed to be constant and \( N \) is the Brunt-Väisälä frequency.

\[
E_p = \frac{1}{2} \left( \frac{g}{N} \right)^2 \left( \frac{T'}{\bar{T}} \right)^2
\]  

(3.1)

The GWPE for each day is then defined as the average \( E_p \) for each \( 10^\circ \times 20^\circ \) latitude-longitude cell at a height of 26 km. The time-series of GWPE in each cell is then bandpassed with a 201-point Lanczos filter (Duchon, 1979) with half-power points at 20 and 100 day periods to reveal any intra-seasonal variability in the data. This
bandpassing method closely follows the methodology of the \textcite{CLIVAR2009}, who presented a standardised method of identifying MJO signals in atmospheric data.

### 3.2.2 ECMWF Zonal Wind

European Centre for Medium Range Weather Forecasting (ECMWF) operational analysis data are used to calculate zonal-wind anomalies at the 200 hPa pressure level. The data used are from the 1.125° resolution data-set and are bandpassed for each grid point in the same way as GWPE to filter for intra-seasonal variability.

### 3.2.3 Outgoing Long-Wave Radiation

In this work the NOAA outgoing long-wave radiation (OLR) data-set is used as a proxy for convective activity. These data provide daily values of OLR on a 2.5° × 2.5° latitude-longitude grid that has been pre-processed to fill any gaps using temporal and spatial interpolation \textcite{LiebmannSmith1996}. OLR values result from the cloud-top temperatures and, as such, a low value corresponds to increased convective activity. The OLR data-set is bandpassed for each grid point in the same way as GWPE to filter for intra-seasonal variability.

### 3.2.4 RMM MJO Index

The Real-time Multivariate MJO (RMM) index of \textcite{WheelerHendon2004} defines the daily variation in amplitude and phase of the MJO for eight specific phases. The index is composed of a combination of equatorially-averaged anomalies of OLR and zonal-wind at 850 hPa and 200 hPa projected onto the leading pair of empirical orthogonal functions \textcite{Wheeleret2009}.

Here we use the MJO index to create composite maps for our data for each MJO phase. Data are only used in the composite average for each phase if they fall within that phase and the amplitude of the RMM index exceeds 1 (i.e. a strong MJO is present). This analysis results in maps of 20–100 day bandpassed GWPE and 200 hPa zonal-wind anomalies for each MJO phase. It thus provides an appropriate tool to investigate the connection between stratospheric gravity waves and the MJO. This 20-100 day period range is specifically chosen because it is that used to evaluate MJO
simulations in the consistent framework of CLIVAR (2009). We will refer to the 20-100 day period range as the “MJO period range” from here onwards.

### 3.3 Results

The geographical and seasonal variability of GWPE is presented in Figure 3.2. The left-hand column shows (from top to bottom) mean GWPE, the variance of 2-180 day bandpassed GWPE and the variance of MJO period range GWPE as composites averaged over boreal summer months (May to October). Mean GWPE is enhanced over Africa, the Bay of Bengal, and Central America. The variances of the 2-180 day and MJO period range GWPE are more widely distributed around the tropics.

![Figure 3.2](image)

**Figure 3.2:** Composite mean plots of GWPE for (left) boreal Summer (May to October) and (right) austral Summer (November to April). Top subplots show the mean GWPE for each season, middle subplots show the variance of GWPE in the intra-annual bandpass (2–180 day) for each season and the bottom subplots show the variance of GWPE in the intra-seasonal bandpass (20–100 day) for each season. The units for the top subplots of mean GWPE are in $J kg^{-1}$. For all other subplots showing the variance of GWPE, units are in $J^2 kg^{-2}$.

The right-hand column shows the same analysis, but averaged over the austral summer months (November to April). There are enhanced regions of mean GWPE over southern Africa, Indonesia, and South America and the variance of bandpassed...
GWPE is more uniformly distributed. Lower energies are observed in austral summer compared to boreal summer and the largest values tend to be in the summer hemisphere, as is especially evident in the panels showing mean GWPE. Comparison of the intra-annual and intra-seasonal gravity-wave variances shows that there is a significant proportion of variability associated with ISOs.

The RMM indices of Wheeler and Hendon (2004) provide a method of identifying whether the ISOs in observational data exhibit a correlation with the MJO. Figure 3.3 presents mean composites of MJO period range GWPE (filled contours) and MJO period range zonal-wind anomalies at 200 hPa (coloured lines) for each phase of the RMM indices where a strong MJO is present (where the amplitude of the RMM index is greater than 1). Purple solid lines indicate regions of increased eastward zonal-wind and green dot-dashed lines indicate regions of increased westward zonal-wind. The number of days noted on the right axis of each phase composite represents the number of days used to calculate that particular composite mean.

A clear eastward movement of both GWPE and zonal-wind anomalies around the entire tropical belt is observed as the phase of the MJO progresses. The amplitude of the GWPE anomalies are \(\sim 0.15 \text{ J kg}^{-1}\). This amounts to approximately 5 – 10% of the total GWPE evident in Figure 3.2. This is in contrast to the convective signature of the MJO, as shown in Figure 3.4, which is mostly confined to the eastern hemisphere. The analysis used to produce Figure 3.4 is identical to that for Figure 3.3 using OLR measurements as the proxy for the convective activity associated with the MJO.

There appears to be a very close correlation between GWPE and these zonal-wind anomalies. Specifically, stronger eastward winds appear to occur at the same time as a depression in GWPE and stronger westward winds when GWPE is increased. This suggests that the dynamic response (i.e. the zonal-wind anomalies at 200 hPa - See Figure 3.1) of the MJO has a stronger influence on the stratospheric GWPE than the source-variability evidenced by OLR.

To quantify the relationship between the MJO characteristics and GWPE, we correlate the MJO period range GWPE and the MJO period range 200 hPa zonal-winds. In order to provide an estimate of the significance, bootstrapping (e.g. Efron 1979; Wright et al. 2012) was used by randomly resampling from the days within each MJO phase 1000 times. For each sample and MJO phase, the composite map for both MJO period GWPE and 200 hPa zonal wind were averaged between 20° S and 20° N and correlated to obtain a distribution of correlation coefficients and associated
Figure 3.3: Composite plots of 20–100 day bandpassed zonal-wind anomalies and 20–100 day bandpassed GWPE averaged over all days for each phase of the RMM MJO Index where the amplitude exceeded 1 (number of days indicated on the right axis of each panel). Zonal-wind data are shown as purple solid (+ve) and green dash-dot (-ve) contours in intervals of ±2 ms$^{-1}$ from 1 ms$^{-1}$. The black crosses on the panels for Phase 3 and 6 indicate two locations where wave filtering was compared (see Figure 3.7). Units of GWPE are in J kg$^{-1}$. 
Figure 3.4: Composite plots of 20–100 day bandpassed OLR and 20–100 day bandpassed GWPE averaged over all days for each phase of the RMM MJO Index where the amplitude exceeded 1 (number of days indicated on the right axis of each panel). OLR data are shown as purple (-ve) and green (+ve) contours in intervals of ±5 Wm$^{-2}$ from 3 Wm$^{-2}$ (N.B. negative values of OLR are indicative of strong convection). GWPE units are J kg$^{-1}$. 
longitudinal lags.

**Figure 3.5:** The left panel shows maximum absolute correlation coefficients for the MJO lifecycle composites of ECMWF 200 hPa zonal-wind and GWPE averaged between 20° S and 20° N. The right panel presents the lags these correlation coefficients occur at, for each phase of the MJO. In both panels the grey shading shows the 95% confidence on the mean (blue line) of the bootstrapped distribution of values. The values presented here were calculated by bootstrapping over 10000 samples.

A strong anti-correlation of $\sim -0.8$ is observed between GWPE and the 200 hPa eastward wind anomalies at $\sim -20 - 0°$ longitudinal lag (See Figure 3.5). This demonstrates that the modulation of stratospheric GWPE at 26 km is strongly correlated with the dynamic variability of the MJO as measured by the 200 hPa zonal wind anomalies.

In both panels of Figure 3.5 the grey shading shows the 95% confidence on the mean (blue line) of the bootstrapped distribution of values, for the maximum absolute correlation coefficient (left panel), and the longitudinal lag at which this occurs (right panel). A similar procedure was followed for Figure 3.6 using OLR.
Figure 3.6: The left panel shows maximum absolute correlation coefficients for the MJO lifecycle composites of OLR and GWPE averaged between 20° S and 20° N. The right panel presents the lags these correlation coefficients occur at, for each phase of the MJO. In both panels the grey shading shows the 95% confidence on the mean (blue line) of the bootstrapped distribution of values. The values presented here were calculated by bootstrapping over 10000 samples.

We propose that this correlation is a result of the filtering of upward propagating gravity waves by the MJO wind anomalies, which impose an MJO modulation on the GWPE. To investigate this mechanism, we will now consider the range of absolute winds (i.e. background plus anomaly) encountered by such waves at different points in the MJO phase and consider the filtering effects on the waves of these winds.

Firstly, we will illustrate the concept of the proposed mechanism by considering the winds encountered by upward propagating gravity waves at two different locations during MJO phase 3 and phase 6. The locations are (170° E, 10° S) and (60° W, 10° S). They are arbitrarily chosen to represent regions of increased and reduced GWPE. Each location is indicated by black crosses in Figure 3.3. The composite
mean unfiltered ECMWF zonal-wind speed from 5 – 30 km at these two locations in MJO phases 3 and 6 are presented in Figure 3.7. In each plot the range of winds encountered between 10 km and 26 km is bound by the dotted vertical lines and filled by the blue shading. The thick horizontal black bars indicate the total range of winds encountered between 10 and 26 km in each case.

**Figure 3.7:** Non-bandpassed ECMWF zonal-wind profiles for the two locations indicated by crosses in Figure 3.7 for MJO phase 3 and phase 6. The dark blue shaded region on each plot shows the range of winds encountered as waves ascend between 10 km and 26 km. The total range of winds encountered between these heights is illustrated by the black bar at the top of each panel.

The left-hand panels in the Figure show the range of winds for (170° E, 10° S), where reduced GWPE and stronger eastward wind anomalies occur in phase 3 and vice versa in phase 6. Examination of the Figure shows that a wider range of winds is encountered by upward-propagating waves in phase 3 (-14.1 ms⁻¹ to 6.19 ms⁻¹) compared to phase 6 (-14.0 ms⁻¹ to 1.14 ms⁻¹). This wider range results from the
winds in phase 3 being more eastward in the upper troposphere and peaking around 13 km, which is approximately 200 hPa. In contrast, a smaller range of eastward winds are encountered in phase 6, when GWPE is greater.

The right-hand panels show the range of winds for (60° W, 10° S). Here, greater GWPE and stronger westward wind anomalies occur in phase 3 and vice versa in phase 6. A wider range of winds is observed in phase 6 (-15.8 ms\(^{-1}\) to 0.25 ms\(^{-1}\)) compared to phase 3 (-15.7 ms\(^{-1}\) to -2.63 ms\(^{-1}\)). This increase in range is due to a shift eastwards in the upper tropospheric winds in phase 6, where reduced GWPE is observed.

The spectrum of gravity-wave phase speeds is known to be centred at low values (e.g. Fritts and Alexander [2003]). The winds in Figure 3.7 will thus progressively filter out such gravity waves as they propagate to heights where their zonal phase speeds equal the local zonal wind and where they are then absorbed at a critical level. As the local wind includes the MJO anomaly, this process can thus imprint a signature of the MJO anomaly on the field of upward-propagating waves. The variation of winds and GWPE at the points considered in Figure 3.7 is thus consistent with this proposed filtering. However, the data presented in the analysis of Figure 3.7 are only for the two arbitrarily selected locations. We will therefore now generalise this analysis to consider the winds encountered by gravity waves at all longitudes. Further, it is known that the stratospheric GWPE is modulated by the phase of the QBO (e.g. Alexander et al. [2008b]), so we will also sort the data by QBO phase.

In this second analysis, we examine the range of zonal winds encountered between 10 and 26 km by upward propagating waves at all longitudes for each QBO phase. We use bootstrapping (e.g. Efron [1979] Wright et al. [2012]) to calculate, as a function of longitude, the distribution of zonal wind ranges and their various percentiles, for increments of 2 degrees longitude. This bootstrapping provides a measure of the uncertainty of the winds. The bootstrapping is done by randomly sampling days from the time-series 1000 times for days sorted by both QBO phase and MJO phase.

To illustrate the results of this analysis, we will consider the case where the QBO is westward and the MJO is in phase 3 and phase 6. We present in Figure 3.8 the magnitude of the range of winds encountered between 10 km and 26 km range for MJO phase 3 (solid blue line) and MJO phase 6 (solid orange line). Also indicated by shading is the 95% confidence interval from the bootstrapping. Finally, the two vertical dashed lines indicate the longitudes of the two arbitrary locations considered above.
Figure 3.8: Bootstrapped distribution (1000 samples) of non-bandpassed ECMWF zonal-wind absolute range between 10 and 26 km (i.e. the height range considered in Figure 3.7) against longitude for the QBO westward phase (top) and QBO eastward phase (bottom) at 10° S. The shading shows the 95% confidence interval on the mean (thick line) of the bootstrapped distribution for MJO phase 3 (blue) and phase 6 (orange). In both panels the vertical black dotted lines highlight the locations indicated by crosses in Figure 3.3.

For the QBO westward phase (top panel Figure 3.8) it can be seen that the zonal wind range was generally larger in phase 3 than phase 6 at longitudes between approximately 120° E to 170° W (i.e. where the GWPE was smaller during phase 3 than phase 6 - see Figure 3.3). Conversely, the zonal wind range was smaller in phase
3 than phase 6 at most other longitudes (i.e. where the GWPE was larger during phase 3 than phase 6 - see Figure 3.3). An examination of the absolute values of the winds reveals that the variability occurs largely in the eastward component of the winds. Similar results are found comparing the winds and GWPE for the other MJO phases. Similar results are also observed for the QBO eastward phase (bottom) but are less clearly defined.

The confidence intervals shown on the figure indicate that this result is statistically significant to at least a 95% confidence level. The MJO period modulation of GWPE, as presented in Figure 3.3, is observed more clearly during the westward phase of the QBO compared to the eastward phase. This is presented in Figures 3.9 and 3.10, respectively, which shows the MJO period GWPE and 200 hPa zonal winds further filtered by QBO phase. Thus, our results provide clearer evidence of MJO modulation of GWPE by the MJO zonal wind anomalies during the QBO westward phase and a reduced effect during the QBO eastward phase. This is most likely a consequence of the larger amplitude zonal winds in the westward phase (e.g. Baldwin et al., 2001). Collectively, our results show that at a given latitude, the larger range of wind speeds encountered between 10 km and 26 km as a result of the MJO is associated with reduced GWPE at 26 km and vice versa.
Figure 3.9: Composite plots of 20–100 day bandpassed zonal-wind anomalies and 20-100 day bandpassed GWPE averaged over all QBO westward phase days for each phase of the RMM MJO Index where the amplitude exceeded 1 (number of days indicated on the right axis of each panel). Zonal-wind data are shown as purple solid (+ve) and green dash-dot (-ve) contours in intervals of ±2 ms\(^{-1}\) from 1 ms\(^{-1}\). The black crosses on the panels for Phase 3 and 6 indicate two locations where wave filtering was compared (see Figure 3.7). Units of GWPE are in Jkg\(^{-1}\).
Figure 3.10: Composite plots of 20-100 day bandpassed zonal-wind anomalies and 20-100 day bandpassed GWPE averaged over all QBO eastward phase days for each phase of the RMM MJO Index where the amplitude exceeded 1 (number of days indicated on the right axis of each panel). Zonal-wind data are shown as purple solid (+ve) and green dash-dot (-ve) contours in intervals of $\pm 2$ ms$^{-1}$ from 1 ms$^{-1}$. The black crosses on the panels for Phase 3 and 6 indicate two locations where wave filtering was compared (see Figure 3.7). Units of GWPE are in Jkg$^{-1}$. 
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3.4 Discussion

There are two principal methods whereby the MJO might modulate the field of stratospheric gravity waves. Firstly, the modulation of convection by the MJO might modulate the excitation of gravity waves. Secondly, the MJO wind anomalies in the troposphere might modulate the wave propagation environment through critical-level filtering. Both of these mechanisms might thus modulate the field of gravity waves that reach the stratosphere.

There exist very few studies investigating the influence of the MJO on stratospheric gravity waves. However, Horinouchi (2008) suggested that the reduced convection during the inactive phase of the MJO would nevertheless generate larger fluxes of stratospheric gravity-wave energy and momentum than the active phase because of the longer vertical wavelengths generated being better able to propagate vertically. Our results indicate a strong correlation between GWPE and the anomalous zonal winds of the MJO, suggesting that wave critical-level filtering plays an important role. However, these results are not necessarily contradictory because the waves considered by Horinouchi (2008) are of significantly shorter horizontal wavelength and higher frequency than those accessible by COSMIC RO measurements.

Here we have proposed that the MJO wind anomalies cause the GWPE anomalies of Figure 3.3. However, we should note that this mechanism will be sensitive to the horizontal phase speed distribution of the gravity waves. In particular, the mechanism assumes a significant fraction of the waves have eastward phase speeds such that the waves will be filtered out by the eastward wind anomalies of the MJO. Our COSMIC RO measurements provide no information on wave horizontal phase speeds and our assumption cannot therefore be tested with this data-set. Nevertheless, our results suggest that the MJO plays a significant role in modulating the stratospheric gravity wave field.

3.5 Conclusion

The MJO is the dominant driver of intra-seasonal variability in the tropical troposphere. Our observations show a strong correlation between stratospheric GWPE and the anomalous tropospheric zonal winds of the MJO when the observations are sorted by MJO phase. We have proposed that this correlation is a result of a filtering of
the gravity-wave field by these winds which removes primarily eastward propagating waves during the MJO eastward wind anomalies. These results highlight the importance of tropospheric processes in controlling the stratospheric gravity-wave field.
Chapter 4

Anomalous Mesospheric
Semi-Annual Oscillation in 2002
and Gravity Waves in the
Equatorial Mesosphere

Anomalously strong westward winds during the first phase of the equatorial mesospheric semi-annual oscillation (MSAO) have been attributed to unusual filtering conditions producing exceptional gravity-wave fluxes. We test this hypothesis using meteor-radar measurements made over Ascension Island (8° S, 14° W). An anomalous wind event in 2002 of $-85.5 \text{ ms}^{-1}$ occurred simultaneously with the momentum fluxes of high-frequency gravity waves reaching the largest observed westward values of $-29 \text{ m}^2\text{s}^{-2}$ and strong westward wind accelerations of $-510 \text{ ms}^{-1}\text{day}^{-1}$. However, despite this strong wave forcing during the event, no unusual filtering conditions or significant increases in wave-excitation proxies were observed. Further, although strong westward wave-induced accelerations were also observed during the 2006 MSAO first phase, there was no corresponding simultaneous response in westward wind. We thus suggest that strong westward fluxes/accelerations of high-frequency gravity waves are not always sufficient to produce anomalous first-phase westward MSAO winds and other forcing may be significant. The material in this Chapter is published in:

4.1 Introduction

The general circulation and structure of the mesosphere is strongly influenced by gravity waves launched from sources at lower heights. The waves dissipate in the mesosphere and the divergence in the vertical flux of horizontal momentum carried by the waves results in a body force that accelerates the mean flow. In particular, this acts to close the mid-latitude zonal jets, force a pole-to-pole meridional circulation and reverse the solstitial meridional temperature gradients, such that the summer polar mesosphere is the coldest place on Earth, and drives a number of planetary-scale oscillations such as the stratospheric quasi-biennial oscillation (QBO) (e.g. Fritts and Alexander 2003).

In the equatorial mesosphere, the principal mode of seasonal wind variability is the mesospheric semi-annual oscillation (MSAO). In most years, the MSAO displays the strongest westward winds at heights of near 80 km shortly before the equinoxes and the strongest eastward winds around 85 km near the solstices. This oscillation is out of phase with the stratospheric semi-annual oscillation (SSAO) (e.g. Burrage et al., 1996; Garcia et al., 1997; Huang et al., 2008; Ratnam et al., 2008b; Kumar et al., 2011; Day and Mitchell, 2013).

However, despite the large amplitude of the MSAO, the details of its forcing remain unclear, although it is thought that the oscillation is entirely driven by waves. In particular, the majority of MSAO forcing appears to come from the dissipation of ascending gravity waves that have been selectively filtered by the eastward and westward winds of the SSAO. In this process, westward SSAO winds allow eastward-propagating waves to reach the mesosphere where their dissipation then forces eastward winds. Similarly, when the SSAO winds are eastward, westward-propagating waves reach the mesosphere where their dissipation results in a westward forcing of mesospheric winds, thus driving the MSAO as an oscillation that is out of phase with the SSAO (e.g. Dunkerton 1982; Hitchman and Leovy, 1988).

The balance of forcing between high-frequency and inertia gravity waves is uncertain, although Antonita et al. (2008) used meteor radar observations of the mesosphere to conclude that high-frequency gravity waves contribute 20–70% of the overall forcing of the MSAO over Southern India. Other studies have suggested that near the solstices the MSAO receives significant additional forcing from the mean meridional advection of zonal winds and EP flux divergence associated with planetary waves, in particular, the two-day wave (Richter and Garcia, 2006). Near the equinoxes, limited additional
forcing may also come from the dissipation of the migrating diurnal tide (Lieberman and Hays, 1994).

A striking feature of the MSAO is that in some years the winds of the first westward phase of the oscillation reach much larger amplitudes than normal, with westward winds as strong as \(-80\text{ ms}^{-1}\). These events are clearly different from the usual behaviour of the MSAO (e.g. Garcia et al., 1997; Day and Mitchell, 2013).

It has been suggested that these anomalous events occur when the relative phasing of the QBO and SSAO produces a selective filtering that allows an excess of westward-propagating gravity waves to reach the mesosphere, thus driving stronger westward winds than normal and thus modulating the MSAO. However, only the westward phase of the MSAO is modulated, due to the westward QBO winds being stronger than the eastward QBO winds and also because the Kelvin waves that drive the eastward phase of the MSAO have larger phase velocities and so are in any case less subject to filtering (e.g. Garcia et al., 1997; Garcia and Sassi, 1999).

It is thus clear that gravity waves play an important and probably dominant role in the forcing of the MSAO, and increased westward fluxes may explain the anomalous westward first phase events. There is thus an essential need to measure gravity-wave momentum fluxes in attempts to understand the MSAO. Despite this, it is notoriously difficult to measure gravity-wave variances, momentum fluxes and accelerations in the mesosphere over the extended intervals necessary. Recently, however, techniques have been developed that allow meteor radars to make statistical measurements of gravity waves at mesospheric heights of \(\sim 80–100\text{ km}\) (e.g. Hocking, 2005; Fritts et al., 2012). Crucially, these techniques allow estimates of gravity-wave momentum fluxes and their divergence, which then allows estimates to be made of the acceleration of the mean flow by the waves. Note that this method primarily represents the fluxes of high-frequency gravity waves of period less than \(\sim 2\text{ hours}\) (Placke et al., 2015).

Here, for the first time, we apply these techniques to data recorded by a meteor radar on Ascension Island \((8^\circ\ S, 14^\circ\ W)\). We use these data to investigate the relationship between the fluxes of gravity waves, their forcing of the mean flow and the winds of the MSAO. In particular, we will concentrate on the role of gravity waves in forcing an anomalous first-phase westward flow event observed in February/March of 2002. Section 4.2 describes the radar, dataset and analysis used. Section 4.3 presents our observations and Section 4.4 interprets these in terms of wave forcing of the MSAO during this particular event.
4.2 Data and Data Analysis

Measurements of mesospheric winds and high-frequency gravity-wave fluxes were made using the Ascension Island meteor radar (8° S, 14° W). The radar is a commercially-produced standard Skiymet system. It operated in an all-sky configuration with a peak power of 12 kW up until 2007, after which it was switched to 6 kW. It transmits at a frequency of 43.5 MHz. The data used in this study are for the period January 2002 to December 2007. The radar operated largely uninterrupted during this interval except for a period in late 2003/early 2004.

Although not originally designed to measure momentum fluxes, standard Skiymet systems nevertheless have a proven ability to do so (e.g. Hocking, 2005; Fritts et al., 2010; Vincent et al., 2010; Fritts et al., 2012; Andrioli et al., 2013a; de Wit et al., 2014; Placke et al., 2015), albeit with a lower temporal and spatial resolution than advanced systems specifically designed for this task (Fritts et al., 2012). The ability to estimate gravity-wave momentum fluxes ultimately relies on being able to separate the contributions to the radial velocity of each individual meteor made by gravity waves from the contributions made by background winds, tides and planetary waves. Incomplete removal of the background will thus tend to amplify the estimates of momentum flux, and so such estimates are likely to be an upper bound. A particular problem at low latitudes is that the diurnal tide can reach very large amplitudes in the mesosphere. Thus, if the diurnal tide is not fully accounted for, it will tend to lead to over-estimation of the momentum flux.

In this study, the local background wind for each meteor, including the tidal wind, was estimated and then removed by linearly interpolating the two–hourly–mean background wind to the time and height of each meteor. The method we use here is an alternative to that of Andrioli et al. (2013a) who employed a composite-day analysis to reduce the effects of tidal contamination.

Monthly-mean estimates of the zonal and meridional momentum fluxes, \( < \bar{u}'w' > \) and \( < \bar{v}'w' > \) respectively, are made in six height gates: 78–83 km; 83–86 km; 86–89 km; 89–92 km; 92–95 km; 95–100 km, which are centred on 82 km, 85 km, 88 km, 90 km, 93 km and 96 km respectively. A reduced number of meteors are detected in the uppermost and lowermost height gates, which makes flux estimates less reliable in these height gates. The change of the vertical flux of zonal momentum with height, \( z \), combined with estimates of atmospheric density, \( \rho \), from the US Standard Atmosphere (1976), thus provide an estimate of the zonal acceleration of the mean flow, \( a_{GW} \), due
to the dissipation of gravity-waves (e.g. Fritts and Vincent 1982) as per Equation 4.1.

\[
a_{GW} = -\frac{1}{\rho} \frac{\partial (\rho <uu'w'>)}{\partial z}
\]  

(4.1)

A significant source of error on the estimates of wind, momentum flux and acceleration values is the zenith angle. Here we estimate errors in the radar measurements as follows. We assume a 1.5° error on the zenith angle (Hocking, 2005) and add this error to individual meteor zenith angles scaled by a pseudo-random Gaussian distribution centred on zero. Likewise, the error on the radial velocity of each meteor, which is the standard deviation of the values calculated from each antenna pair, is also added to the radial velocity of each meteor. The analysis was then run independently 25 times and the standard deviation of the wind, momentum flux and acceleration at each time is used as an estimation of the error on the winds, momentum fluxes and accelerations calculated in the original analysis.

Ascension Island is a low-latitude oceanic site, so it can be assumed that most of the observed high- and mid-frequency gravity-waves in the mesosphere will have been generated by convective sources within a few hundred kilometres of the island. In this study we assume that the majority of gravity waves that reach the mesosphere are from tropospheric sources rather than in-situ generation (Fritts and Alexander, 2003). Here, NOAA’s outgoing long-wave radiation (OLR) and NASA’s 3B42 V7 derived Tropical Rainfall Measurement Mission (TRMM) data-sets are used as proxies for this convective activity and rainfall, respectively, on the assumption that these will provide a crude measure of the strength of gravity-wave excitation. These data-sets are frequently used for this purpose (e.g. Alexander et al., 2008b; Wright et al., 2011, 2013). Lower OLR values are a consequence of low cloud-top temperatures that correspond to increased convective activity. The TRMM daily rainfall data are proportional to the latent heat release in tropospheric clouds, or, equivalently, the available energy in these convective systems.

The OLR data-set used provides daily values of OLR on a 2.5° × 2.5° latitude-longitude grid that has been pre-processed to fill any gaps using temporal and spatial interpolation (Liebmann and Smith, 1996). The TRMM data-set gives daily mean rainfall on a 0.25° × 0.25° grid between 50°N and 50°S (Huffman et al., 2007). In this study a local time series of both OLR and daily rainfall is calculated by taking the average daily value of the data within a 5° × 5° latitude–longitude box centred on Ascension Island.
For comparison, a zonal mean time series of OLR and daily rainfall is also calculated around a 5° latitude band centred on Ascension Island. The typical monthly-mean uncertainties, estimated using the standard error on the mean, are 0.13 Wm$^{-2}$ and 0.01 Wm$^{-2}$ on OLR values and 0.006 mm day$^{-1}$ and 0.025 mm day$^{-1}$ on daily rainfall values for local and zonal conditions, respectively.

To investigate the zonal wind structure of the stratosphere we use European Centre for Medium Range Weather Forecasting (ECMWF) operational analysis data. The data used are from the 1.125° resolution data-set, available from 2000 to present. Data are available up to 64 km until February 2006 when the model was extended to 80 km. It should be noted that limited observational data is available above 40 km and thus the ECMWF data-set is less reliable above this height. However, on the monthly time-scales used here, these ECMWF data provide a good estimate of the underlying wave-filtering local to Ascension Island. A detailed description of this data-set can be found in Dee et al. (2011).

### 4.3 Results

To illustrate the intra-annual variability of the mesospheric winds, Figure 4.1 shows the annual time series of monthly-mean zonal wind at 85 km for each of the years used in this study. This monthly smoothing is applied to suppress the variation of the wind due to tides and planetary waves. The mean and standard deviation of the winds are indicated by the black line and grey filled areas, while the individual years, 2003–2007 are shown by the blue lines. There is a clear MSAO present, with maximum amplitudes of $\approx 30$ ms$^{-1}$ in both the eastward and westward phases. The MSAO is seen to have a larger amplitude during the first half of the year, in agreement with previous studies (e.g. Garcia et al., 1997).

The red line shows the monthly-mean zonal wind for 2002. From February to June the zonal wind is dramatically more westward than the other years considered. In particular, during this westward phase of the MSAO, peak zonal wind values reach $\approx -85$ ms$^{-1}$. This is more than twice the magnitude of any other year in the dataset and far exceeds the typical variability indicated by the grey shading. This figure highlights the anomalous zonal winds during the first westward phase of the MSAO in 2002.

Figure 4.2 shows the monthly-mean zonal wind and zonal momentum flux for each of
Figure 4.1: Monthly-mean zonal wind over Ascension Island at a height of 85 km altitude during 2002 – 2007. The thin blue lines are the zonal wind for each of the years 2003 – 2007 and the mean for this period is shown by the thick black line. The light and dark grey filled areas show one and two standard deviations from the mean respectively. The thick red line shows the zonal wind for 2002.

the height gates. The MSAO is the dominant signal in the zonal wind time series in the lower height gates, but becomes less significant with increasing height; this is seen as westward minima (maxima) peaking during March/April and September/October (June/July and December/January). This decrease in amplitude with height is particularly noticeable during 2002, where the magnitude of the westward zonal wind steadily changes from $\approx -85 \text{ ms}^{-1}$ in the lowest height gate to $\approx -30 \text{ ms}^{-1}$ in the uppermost height gate. This decrease can be observed during other years for the MSAO first phase westward maximum and also for the 2004 MSAO second phase westward maximum. In all years except 2002 and 2006 the MSAO signal becomes indistinguishable from the background above $\approx 90$ km.

Momentum fluxes are mostly in the range $-10$ m$^2$s$^{-2}$ to $+20$ m$^2$s$^{-2}$. Typical uncertainties on momentum flux estimates, not shown for reasons of clarity, range from $\sim \pm 2$ m$^2$s$^{-2}$ in the middle height gates to $\sim \pm 7$ m$^2$s$^{-2}$ in the uppermost and lowermost height gates where the meteor count rates are lower. These fluxes are consistent with those reported in other studies using meteor radars (e.g. Hocking, 2005; Antonita
Figure 4.2: Monthly-mean zonal wind (red) and zonal momentum flux (blue) for 2002 – 2007 in six height gates. The horizontal black line is the 0 m s$^{-1}$ (left y-axis) and 0 m$^2$s$^{-2}$ (right y-axis) line for each height gate. The average height is shown above the zero line for each height gate.
et al., 2008; Fritts et al., 2010; Vincent et al., 2010; de Wit et al., 2014; Placke et al., 2015). Zonal momentum flux becomes more eastward with increasing height in the mesosphere, suggesting a general transfer of westward momentum from the gravity waves to the mean flow. This is particularly evident at the time of the 2002 event in the lowest height gate.

Application of Equation 4.1 to the momentum fluxes in successive height gates allows an estimation of the acceleration of the winds due to the dissipation of gravity waves. Figure 4.3a shows monthly wave-induced zonal accelerations calculated between the height gates centred on 85 km and 88 km and the corresponding zonal wind. The times of the maximum westward wave-induced acceleration occurring during the first westward phase of the MSAO are highlighted by the black vertical dashed lines in each year (labelled A–D).

Strong westward wave-induced accelerations during the first westward phase of the MSAO are observed in 2002 (A), 2003 (B) and 2006 (D). Peak accelerations are $-510 \pm 76$ ms$^{-1}$day$^{-1}$, $-360 \pm 81$ ms$^{-1}$day$^{-1}$, $-130 \pm 45$ ms$^{-1}$day$^{-1}$ and $-620 \pm 57$ ms$^{-1}$day$^{-1}$ in A–D, respectively. At most other times the magnitude of accelerations are typically less than 300 ms$^{-1}$day$^{-1}$. While wave-induced accelerations of hundreds of ms$^{-1}$day$^{-1}$ appear large, a number of other studies have reported similar values in the mesosphere. For example, de Wit et al. (2014) reported peak 10-day moving average accelerations between $-240$ ms$^{-1}$day$^{-1}$ and $+140$ ms$^{-1}$day$^{-1}$ using data from the Trondheim (63.4° N, 10.5° E) meteor radar during a major sudden stratospheric warming in January 2013. Similarly, Kovalam et al. (2006) used a combination of MF radar observations and model data at Christmas Island (2° N, 157° W) to estimate accelerations as large as 200 ms$^{-1}$day$^{-1}$.

Note that while the peak in the westward wave-induced acceleration during 2002 coincides well with the strongest westward winds, it is noticeable that even stronger accelerations occur at this height in 2006, but that no similar response is observed in the winds. Finally, we note that a small but significant increase in gravity-wave variance measured by the meteor radar occurred during the 2002 event (not shown for reasons of space). For example, at a height of 85 km, zonal variances increased to $\sim 220$ m$^2$s$^2$ compared to typical values at this height of $\sim 160$ m$^2$s$^2$.

To provide a crude estimate of the strength of excitation of gravity-waves near Ascension Island, two wave–generation proxies for convectively-generated gravity waves are considered. These are OLR (cloud-top temperature) and rainfall. Figure 4.3b shows monthly smoothed OLR and daily rainfall data averaged over a 5° × 5° latitude–
Figure 4.3: Panel (a) shows monthly-mean zonal acceleration (black) calculated between height gates centred at 85 km and 88 km and corresponding monthly-mean zonal wind (red) for the period 2002 – 2007. Grey shading marks the ECMWF maximum and minimum monthly-mean zonal winds between 0 km and 64 km. Panels (b) and (c) show monthly-mean OLR (green) and monthly-mean rainfall (purple) data for the same period averaged in (b) a local 5° × 5° latitude–longitude box and (c) a zonal band of 5° latitude. In both panels (b) and (c) the region is centred on Ascension Island. Dashed lines A–D specify the time of peak westward accelerations during the first phase of the MSAO.
longitude box centred on Ascension Island. Both a minimum in OLR and a maximum in daily rainfall is observed at about the same times as the MSAO events A–D, indicative of a maximum in convective activity. However, in all events, extrema in rainfall and OLR appear to lag the extrema in monthly-mean mesospheric zonal wind and momentum flux/mean-flow acceleration, indicating that the latter are not a response to the OLR/precipitation fluctuations. Figure 4.3c, shows the zonal-mean OLR and daily rainfall time series, calculated as a zonal mean around a 5° latitude band centred on Ascension Island. In contrast to the local OLR and daily rainfall, there is a clear regular annual cycle present with less inter-annual variability compared to the local time series. These results show that there is not a clear increase in the proxy for local gravity-wave excitation occurring at the time of any of the first phase MSAO events.

As mentioned in Section 4.1, the filtering of gravity waves by stratospheric winds has been proposed to play an important role in the inter-annual variability of the MSAO (Garcia et al., 1997). To investigate the significance of this wave filtering to event A in 2002, the grey shaded area in Figure 4.3a shows the range of zonal winds encountered by an ascending wave from the surface to a height of 64 km, estimated from ECMWF observational analyses data averaged over a 5° × 5° latitude–longitude box centred on Ascension Island. The driving of the MSAO by gravity waves will be influenced by the fraction of those waves filtered out by these winds.

Lines A–D in Figures 4.3a highlight the times of maximum westward wave-induced accelerations during the first phase of the MSAO in each year. Using the ECMWF re-analysis data, the minimum/maximum zonal winds encountered by ascending gravity waves at A–D are -49/+28 ms\(^{-1}\), -50/+22 ms\(^{-1}\), -45/+44 ms\(^{-1}\) and -26/+44 ms\(^{-1}\), respectively. This is significant because it suggests that, at least for waves ascending to 64 km, there is no significant difference in the filtering from the winds during events A–D when the full range of heights are considered. In other words, the anomalous winds in event A in 2002 are probably not the result of a reduced wave filtering in comparison to other years (i.e. in disagreement to the proposed mechanism of Garcia and Sassi (1999)).

Vertical profiles of monthly-mean mesospheric zonal wind and wave-induced acceleration at the times specified by lines A–D in Figure 4.3 are shown in Figure 4.3. The figure shows that there is a general tendency for accelerations and winds to become more eastward with height in all years. This is particularly evident in 2002 when the change in zonal wind and acceleration between the lowest and highest height gate is > 30 ms\(^{-1}\) and > 600 ms\(^{-1}\)day\(^{-1}\), respectively. In addition, the enhanced westward
acceleration observed in Figure 4.3 in 2006 appears to have occurred at a particular altitude and not at multiple heights as in 2002. These results highlight the connection between strong westward accelerations and strong westward winds during event A in 2002.

Figure 4.4: Variation of monthly-mean zonal wind (red) and monthly-mean zonal acceleration (black) with height at the time of maximum acceleration during the first westward phase of the MSAO for (A) 2002, (B) 2003, (C) 2004 and (D) 2005. The errors on wind values have been multiplied by 10 to make them more visible here.
4.4 Discussion and Conclusion

For the first time, measurements from the Ascension Island meteor radar are used to calculate zonal momentum fluxes and zonal-wind accelerations due to high-frequency mesospheric gravity waves. Considering the first phase of the MSAO in 2002, we note that:

1. Anomalous and strong westward winds were observed.

2. An increase in westward momentum fluxes and westward acceleration due to high-frequency gravity waves is observed to accompany the anomalous zonal winds, strongly suggesting that these waves are responsible for the anomalous winds, in agreement with the proposed selective filtering mechanism of Garcia and Sassi (1999).

3. However, the ECMWF reanalysis data (0 – 64 km) suggests that the winds encountered by ascending waves in 2002 were actually no more favourable for propagation to the mesosphere than in other years, which is not in agreement with the selective filtering mechanism.

4. Further, in 2002 no indication of anomalous gravity-wave excitation is provided by the OLR/precipitation proxies.

Collectively, these observations do not support the selective filtering mechanism of Garcia and Sassi (1999) for the 2002 anomalous event because the strong winds, fluxes and wave-induced accelerations do not appear to result from unusual filtering conditions. We note that the winds considered here cover a greater height range than those considered by Garcia et al. (1997), Garcia and Sassi (1999) and Day and Mitchell (2013), i.e. 0 – 64 km here c.f. 0 – 32 km in the earlier studies and it is only when this greater height range is considered that the filtering conditions in 2002 are seen to be not significantly different from the other years. In addition, the winds we consider are also geographically located over Ascension Island and, in combination with the increased range of heights considered, hence, represent a more realistic view of the winds encountered by ascending waves. Our observations thus do not provide a clear indication as to the origin of the increased gravity-wave fluxes associated with the 2002 event.

The first phase MSAO event in 2006 was accompanied by strong gravity-wave accelerations but did not display the anomalous westward winds observed in 2002. Again,
there is no clear indication the propagation environment was significantly different during this event. It is worth noting that the strong acceleration in 2006 is only observed at a single altitude and not at multiple heights as in 2002.

The evidence here thus suggests that episodes of strong westward fluxes/accelerations from high-frequency gravity waves can occur in the equatorial mesosphere without the need for obviously unusual wind filtering conditions in the underlying atmosphere. Further, the 2006 event demonstrates that strong westward fluxes/accelerations do not necessarily produce anomalous westward winds. This latter phenomena may indicate a significant role from other waves not detected by the meteor radar. These waves might include, low- and medium- frequency gravity waves not detected by the radar analysis, planetary waves (including Kelvin waves) and tides. Further, we note that 2002 saw the only stratospheric warming to be observed in the southern hemisphere, albeit later in the year it has been suggested to be the result of anomalous planetary wave activity during 2002.

A plausible explanation is that Kelvin wave induced accelerations may inhibit the accelerations due to gravity waves in years such as 2006. However, only ultra-fast Kelvin waves have significant amplitudes in the mesosphere and these are observed to have much smaller accelerations than the gravity-wave accelerations we observe (Chen and Miyahara, 2012; Davis et al., 2012). For example, Davis et al. (2012) observed peak 5-day mean ultra-fast Kelvin wave accelerations of 4 ms\(^{-1}\)day\(^{-1}\) using the Ascension Island meteor radar and Chen and Miyahara (2012) found the range of accelerations in a year to be between 0.5 to 8 ms\(^{-1}\)day\(^{-1}\) using the Kyushu University Middle Atmosphere General Circulation Model. Thus, it is unlikely that Kelvin-wave induced accelerations are responsible for the absent strong winds in 2006.

The observations presented here highlight the importance of gravity waves in the equatorial mesosphere. Our results indicate that gravity-wave fluxes/accelerations are closely associated with anomalous MSAO wind events, but the relationship between wave excitation, propagation and dissipation and the zonal winds is complex and includes many uncertainties - highlighting the need for further observations able to address a wide range of wave parameters.
Chapter 5

Summary and Further Work

The work presented in this thesis has provided a novel contribution to answering some of the important questions raised in attempts to understand the wave dynamics of the equatorial mesosphere. This final chapter will summarise the work presented and mention some of the other research contributions the author has made in parallel to this work. A number of possible further research opportunities are also proposed as suggestions for further work.
5.1 Summary of Key Results

This work has contributed to the understanding of gravity waves in the equatorial stratosphere and mesosphere. The main conclusions are summarised below.

The Contribution of the MJO to the Stratospheric Gravity-Wave Field

1. Presented the first observations of a large-scale MJO signature in tropical stratospheric gravity-wave energy.

2. Demonstrated that there is a strong anti-correlation between MJO-bandpassed gravity-wave energies and 200 hPa zonal winds (i.e. greater gravity-wave energies when the zonal-wind anomalies are westward), suggesting the MJO dynamically influences the fluxes of stratospheric gravity-waves.

3. Provided evidence to show that the MJO modulates stratospheric gravity wave fluxes through critical level wave-filtering.

4. Highlighted the importance of tropospheric processes in influencing the stratospheric gravity-wave field.

Gravity Waves and the Mesospheric Semi-Annual Oscillation

1. Gravity-wave momentum fluxes were measured for the first time using the Ascension Island meteor radar.

2. Measured large gravity-wave momentum fluxes and accelerations coincident with an anomalous MSAO wind event in 2002 using the Ascension Island meteor radar.

3. No unusual wave-filtering conditions were observed, in contradiction to current theory, and no significant increase in wave-excitation proxies were found.

4. In addition, large gravity-wave momentum fluxes and accelerations were also measured in 2006, when no anomalous MSAO wind event occurred.

5. Demonstrated that there is a close association between gravity-wave momentum fluxes and accelerations, and the anomalous MSAO wind event. However, the relationship between wave excitation, propagation and dissipation, and the zonal winds, is complex and contradicts the previous theory.
5.2 Additional Research Contributions

In addition to the work presented here, the author has contributed to additional studies that have led to or are in preparation for publication. These are briefly summarised below.

5.2.1 Multi-Instrument Gravity-Wave Measurements


Abstract: Gravity waves in the terrestrial atmosphere are a vital geophysical process, acting to transport energy and momentum on a wide range of scales and to couple the various atmospheric layers. Despite the importance of these waves, the many studies to date have often exhibited very dissimilar results, and it remains unclear whether these differences are primarily instrumental or methodological. Here, we address this problem by comparing observations made by a diverse range of the most widely used gravity-wave-resolving instruments in a common geographic region around the southern Andes and Drake Passage, an area known to exhibit strong wave activity. Specifically, we use data from three limb-sounding radiometers (Microwave Limb Sounder, MLS-Aura; HIgh Resolution Dynamics Limb Sounder, HIRDLS; Sounding of the Atmosphere using Broadband Emission Radiometry, SABER), the Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC) GPS-RO constellation, a ground-based meteor radar, the Advanced Infrared Sounder (AIRS) infrared nadir sounder and radiosondes to examine the gravity wave potential energy (GWPE) and vertical wavelengths ($\lambda_z$) of individual gravity-wave packets from the lower troposphere to the edge of the lower thermosphere ($\sim 100$ km). Our results show important similarities and differences. Limb sounder measurements show high intercorrelation, typically $>0.8$ between any instrument pair. Meteor radar observations agree in form with the limb sounders, despite vast technical differences. AIRS and radiosonde observations tend to be uncorrelated or anticorrelated with the other data sets, suggesting very different behaviour of the wave field in the different spectral regimes accessed by each instrument. Evidence of wave dissipation is seen, and varies strongly with season. Observed GWPE for individual wave packets exhibits a
log-normal distribution, with short-timescale intermittency dominating over a well-
repeated monthly-median seasonal cycle. GWPE and $\lambda_z$ exhibit strong correlations
with the stratospheric winds, but not with local surface winds. Our results provide
guidance for interpretation and intercomparison of such data sets in their full context.

The author contributed to the calculations of gravity-wave variance and momentum
flux from the Southern Argentina Agile Meteor Radar located at Rio Grande, Ar-
gentina, and contributed to the interpretation of the results. Additionally, part 2 of
this work, focusing on momentum flux measurements, is in preparation for publica-

\subsection{5.2.2 The South Georgia Wave Experiment (SG-WEX)}

Recent satellite observations have suggested that small mountainous islands that lie
in regions of strong winds can be an intense source of orographic gravity-waves. The
momentum deposition from these waves is believed to contribute significantly to the
dynamics of the stratosphere and mesosphere. The small island of South Georgia
($55^\circ$ S, $37^\circ$ W), which lies in the strong winds of the south Atlantic, is believed to
be the most intense source of such waves (e.g. Alexander et al., 2009). Most global
climate and numerical weather prediction models do not resolve or parameterise the
contributions from these sub-grid scale islands (e.g. Alexander et al., 2009). Thus,
studies of gravity-waves properties and intermittency from these small island sources
are important for improving the accuracy of these models.

The UK Natural Environment Research Council funded SG-WEX research grant
awarded to the University of Bath, University of Leeds, British Antarctic Survey and
the UK Meteorological Office aims to answer five fundamental questions about the
role of South Georgia as an intense and isolated source of gravity-waves. These are
listed below.

1. What is the nature of gravity waves generated by South Georgia and what is
   their variability?

2. What is the contribution of these gravity waves to the total field of gravity
   waves over the South Atlantic?

3. What is the influence of gravity waves from South Georgia on the mesosphere?
4. How can these observations be used to improve gravity-wave drag parametrisations in models?

5. How important is South Georgia in comparison to other gravity-wave sources and how does it impact local winds and the development of synoptic systems?

As part of the SG-WEX research project, two radiosonde campaigns were undertaken to characterise the nature of gravity waves in the troposphere and lower stratosphere over South Georgia. The author contributed to the first of these fieldwork campaigns in January 2015. An analysis of the data from the two radiosonde campaigns, at the time of writing, are being prepared for publication, led by Dr Tracy Moffat-Griffin of the British Antarctic Survey.

Another part of the SG-WEX research project was to install a meteor radar on at the British Antarctic Survey King Edward Point research station. The radar was installed in February 2016 and the author has contributed to preliminary analysis of these data.

5.2.3 Anomalously Low Polar Mesospheric Cloud Frequency in the Southern Hemisphere 2014/15 Season

A fascinating phenomena of the polar mesosphere is that clouds form close to the mesopause (\(\sim 80\) km) around the summer solstices. These polar mesospheric clouds are also known as noctilucent (night-shining) clouds when observed from the ground, but can be observed at all hours from space (e.g. \[\text{Thuraijah et al.} 2013\]). They occur as a consequence of the dynamically driven cooling of the summer mesopause (\[\text{Lindzen} 1981\]), causing the formation of ice when the temperatures fall low enough (e.g. \[\text{Cho and Röttger} 1997\]), and their occurrence can also be affected by the perturbations in temperature from ascending waves (\[\text{Kirkwood et al.} 2002\]).

A striking change in the occurrence frequency of polar mesospheric clouds was observed during the southern hemisphere summer season in 2014/15. In this season a large drop in the occurrence frequency was observed around 20 days after the solstice, significantly differing from the climatological norm, as presented in Figure 5.1.

Figure 5.1 shows the abundance of polar mesospheric clouds, calculated using data from the Cloud Imaging and Particle Size (CIPS) instrument on the Aeronomy of Ice in the Mesosphere (AIM) satellite, for 120 days around the southern hemisphere
Figure 5.1: The Cloud Imaging and Particle Size (CIPS) instrument ascending node daily polar mesospheric cloud frequency at 80° S for southern hemisphere seasons from 2007/8 to 2014/15. Note the significant drop at around 20 days after the solstice in the 2014/15 season, significantly different from all other seasons shown. From Randall (2015, private communication), also printed online at spaceweather.com.

summer solstice for the seasons 2007/8–2014/15 (Randall 2015, private communication). The departure from the climatological mean during the 2014/15 season, shown in red, is clearly evident from around 20–35 days after the solstice; the time at which the cloud occurrence usually reaches its peak.

The global meridional circulation of air in the atmosphere is known as the Brewer-Dobson circulation (Brewer 1949). In the lower stratosphere, below 30 km, air from the equator ascends and flows poleward where it descends, whereas in the mesosphere, air ascends over the summer pole and descends over the winter pole (Murgatroyd and Singleton 1961). This circulation is driven by the momentum deposition of breaking waves in the stratosphere and mesosphere (e.g. Roscoe 2006). The cold summer mesopause results from the adiabatic cooling of air as it ascends over the summer pole as part of this circulation. Thus, a slowing of the circulation, could lead to warmer temperatures over the winter pole and a resultant decrease in the occurrence frequency of polar mesospheric clouds.
Figure 5.2 presents the 5-day mean meridional winds over Rothera (68° S, 68° W) at 90 km. A significant departure from the climatological mean in 2014/15 is observed at about 20 days after the summer solstice. The slowing of the meridional circulation begins just after the solstice, and falls to near 0 ms$^{-1}$ at approximately the same time as the minimum occurrence frequency in polar mesospheric clouds occurs.

![Figure 5.2: 5-day mean meridional winds at 90 km from the Rothera meteor radar (68° S, 68° W) for PMC seasons 2006/7 – 2014/15. The central thick black dashed line indicates the solstice, and the two lines either side indicate 20 and 40 days from the solstice, respectively. The thin blue lines are the meridional winds for PMC seasons 2006/7 – 2013/14 and the thick black line, and light and dark grey shading represent the mean, and one and two standard deviations of the meridional wind for these PMC seasons. The thick red line is the meridional winds observed in the 2014/15. Note the rapid deceleration of the meridional flow at around 20 days after the solstice in this season, coincident with the drop in PMC frequency observed in Figure 5.1.](image)

The strength of this meridional circulation of the mesosphere is dominated by the momentum deposition from ascending gravity waves (Karlsson et al., 2007). This has led to the suggestion of an inter-hemispheric coupling (IHC) mechanism, whereby tropospheric planetary-wave activity modulates the circulation and modulates the gravity-wave momentum deposition in the mesosphere, thus modulating the meridional flow (e.g. Karlsson et al., 2007). However, recent work by Siskind and McCormack (2014), suggests that momentum forcing by the quasi-two-day-wave provides an important contribution to the momentum forcing, that thus governs the PMC variability.
The possible causes of the slowing of the meridional circulation and drop in polar mesospheric cloud occurrence presented in Figures 5.1 and 5.2 are currently under investigation. The author has contributed to the analysis of data from meteor radars at Rothera and Sodankyla (67° N, 27° E), and also data from the Microwave Limb Sounder (MLS) on NASA’s Aura satellite.

5.3 Suggestions for Future Work

The results presented here have highlighted the importance of gravity waves in the dynamic coupling of the atmosphere. A number of suggestions for future research projects are provided below.

1. **Does the El Niño Southern Oscillation Modulate Stratospheric Gravity Waves?**

   The results presented in Chapter 3 demonstrated that the MJO, the dominant component of intra-seasonal variability in the tropical troposphere, contributed to the flux of stratospheric gravity-waves. On inter-annual time-scales, the tropical troposphere is dominated by the El Niño Southern Oscillation (ENSO). El Niño and La Niña ENSO phases are associated with regions of enhanced sea-surface temperatures (e.g., Clarke [2014]), which would lead to regions of enhanced and suppressed convective activity. Thus, it would be interesting to ask the same question of ENSO variability; “Does the El Niño Southern Oscillation Modulate Stratospheric Gravity Waves?”

2. **Comparison of Momentum Flux Measurements from Low-Latitude Meteor Radars**

   The results presented in Chapter 4 highlighted the need for further observations in order to understand the influence of gravity-waves on the MSAO and also on anomalous first phase MSAO events. A number of additional meteor radars are situated at low-latitude sites in India, Indonesia and South America. This provides an opportunity to explore the longitudinal structure of the MSAO and to characterise the influence of gravity waves in driving the MSAO.
3. Does Stratospheric Gravity Wave Activity Exhibit a Global-Scale Diurnal Cycle?

A diurnal cycle in gravity-wave activity in the mesosphere at low- and mid-latitudes was recently reported on by Andrioli et al. (2013a), using three meteor radars. These results suggested strong gravity-wave-tidal interactions, but in the stratosphere tidal amplitudes are much smaller. However, a strong diurnal cycle is also observed in rainfall and convective intensity (e.g., Nesbitt and Zipser, 2003), and thus the convective sources of gravity waves. It would be interesting to determine whether a diurnal cycle in gravity-wave exists in the stratosphere on a global scale, and also whether this results from variability in wave sources or from gravity-wave-tidal interactions. Gravity wave properties calculated from COSMIC RO observations would be ideal for this, as a result of the pseudo-random coverage resulting from the multiple orbits of the GPS and COSMIC satellites.

5.4 Final Note

Gravity waves play a fundamental role in controlling the circulation of the stratosphere and mesosphere. The work presented here has highlighted the role of gravity waves in coupling the large-scale processes that exist in different layers of the atmosphere. The MJO has been shown to influence gravity-wave activity in the stratosphere through critical-level filtering and gravity-waves have been shown to contribute to the driving of the MSAO. However, a number of unanswered fundamental questions remain, and further research is needed to fully understand the sources, propagation and influences of gravity waves in the atmosphere.
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