PHD

Structure of copper halide melts, rare earth chalcogenide glasses and glassy germania at high pressure

Drewitt, James

Award date:
2009

Awarding institution:
University of Bath

Link to publication
Structure of copper halide melts, rare earth chalcogenide glasses and glassy germania at high pressure

James William Eric Drewitt

A thesis submitted for the degree of Doctor of Philosophy

University of Bath
Department of Physics
June 2009

COPYRIGHT
Attention is drawn to the fact that copyright of this thesis rests with its author. A copy of this thesis has been supplied on condition that anyone who consults it is understood to recognise that its copyright rests with the author and they must not copy it or use material from it except as permitted by law or with the consent of the author.

This thesis may be made available for consultation within the University Library and may be photocopied or lent to other libraries for the purposes of consultation.
Abstract

The structure of molten CuCl, CuI and (CuCl)$_x$(CuI)$_{1-x}$ (0 $\leq x \leq 1$) mixtures was investigated at the total structure level by using neutron diffraction. The results are compared with those obtained for CuCl and CuI from other experiments, theory and computer simulation. It is found that existing models of CuCl and CuI must first be improved before a realistic attempt can be made to account for the structure of their mixtures.

The structure and thermal properties of (R$_2$X$_3$)$_{0.07}$(Ga$_2$X$_3$)$_{0.33}$(GeX$_2$)$_{0.60}$ glasses, where R denotes a rare earth element and X denotes a chalcogenide element S or Se, were studied using a combination isomorphic substitution in neutron and x-ray diffraction, $^{71}$Ga magic angle spinning (MAS) nuclear magnetic resonance (NMR) and differential scanning calorimetry (DSC) methods. The results show that Ge and Ga are four-fold coordinated by the chalcogen element in these glasses. Difference function methods were applied to the diffraction results and for the large rare earth ions provided an R-S coordination number of 8.1(2) and nearest neighbour R-S bond distance of 3.03(3) Å in the sulphide glass and an R-Se coordination number of 8.0(2) and R-Se bond distance of 3.05(3) Å in the selenide glass. For the small rare earth ions in the selenide glass a smaller R-Se coordination number of 5.0(2) and R-Se bond distance of 2.93(3) Å were obtained.

In situ high pressure neutron diffraction experiments were performed on GeO$_2$ glass using the Paris-Edinburgh press on the D4C diffractometer at the Institut Laue-Langevin (ILL), France. An analysis procedure was developed to account for the gasket and background scattering at each pressure point.
and improved neutron shielding led to the extraction of high quality total structure factors at pressures up to 8 GPa. Experiments were also performed using the PEARL instrument at the pulsed neutron source ISIS, UK, where improvements were made to the incident neutron beam collimation, pressure cell shielding and experimental methods to obtain the correctly normalised total structure factors for GeO$_2$ glass at pressures up to 14(1) GPa. The results show that Ge is four-fold coordinated by oxygen from ambient pressure to 5 GPa. A gradual increase in the Ge-O coordination number is then observed, reaching 4.9(1) at 9.0(5) GPa and 5.5(1) at 14(1) GPa, which is accompanied by an increase in the Ge-O bond length from 1.73(2) to 1.81(2) Å. With pressure increasing from ambient, there is a smooth increase in the position and decrease in height of the first sharp diffraction peak which is associated with the intermediate range order. The overall results are therefore consistent with two densification mechanisms, one associated with a collapse of the network structure and the other with an increase in the local coordination number and Ge-O bond length.
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1. Introduction

Knowledge of the atomic structure of liquids and glasses is a necessary prerequisite for understanding the physical and chemical properties of these materials which are of fundamental scientific and technological interest. This extensive field of research and the experimental techniques employed are reviewed in a number of textbooks and articles [1–5].

Many biological and chemical processes rely on the liquid state and such processes ultimately form the basis for the existence of life on earth. Liquids are also widely used in modern technology, for example liquid state electrolytes, coolants and fuel are all required to run a modern car. Glasses are typically formed by quenching a liquid sufficiently rapidly through its glass transition temperature such that the atomic configuration is unable to equilibrate into a regular crystalline lattice [1, 2]. The structure of a glass is therefore characteristic of the atomic arrangement of the supercooled liquid that has frozen into the solid state. Glasses may be formed naturally, for example obsidian is made by volcanic activity and was used by stone age cultures to make tools [6, 7]. It is also reputed that a large proportion of interstellar and planetary ice exists in the glassy state [8–10]. The production of man-made glass is a millennia old industry [11] with widespread modern use from glass windows, bottles, optical lenses and mirrors all the way through to optical fibres and amplifiers vital for optoelectronics and communications technology.

A complete understanding of the principles that give rise to the thermal and physical properties of glassy materials is a challenging problem in the field of condensed matter physics. This was expressed by Philip Anderson in
Science in 1995 who wrote,

“The deepest and most interesting unsolved problem in solid state theory is probably the theory of the nature of glass and the glass transition.”[12]

Recent interest and debate has focussed on the study of polyamorphism, i.e. abrupt and reversible phase transitions in liquids and glasses [13–15]. One of the key issues is whether the nature of the transition is first order or continuous. Recent high profile examples in the polyamorphism debate include the high pressure amorphous phases of water ice [16–19], the pressure transformations in chalcogenide glass [20], the synthesis of a high pressure amorphous phase of carbon dioxide [21], liquid phosphorus at high pressure and temperature [22], and yttria aluminate at high temperature [23]. As well as providing insight into the processes that occur at high pressure and high temperature conditions deep inside planetary interiors the study of polyamorphism may lead to the development of new materials with novel properties.

1.1 Structural probes

The bulk structure of liquids and glasses can be probed using a number of experimental techniques including, but not limited to, diffraction by neutrons and high energy x-rays, nuclear magnetic resonance (NMR) spectroscopy, together with extended x-ray absorption fine structure (EXAFS) and vibrational spectroscopy (e.g. Raman scattering and infra-red absorption) methods.

The work in this thesis reports, predominantly, on the results obtained from neutron and high energy x-ray diffraction experiments. In contrast to crystalline materials, the structure of liquids or amorphous solids cannot be described in terms of a periodically repeating unit cell and hence they are inherently difficult to characterise on the atomic scale due to a lack of long range structural order, although basic chemical bonding constraints can lead to a high degree of ordering on short or intermediate range length scales. Diffraction experiments provide information on the atomic structure of a system in
the form of the total pair distribution function $G(r)$ which provides a measure of the probability of finding two atoms a distance $r$ apart. However, for a system comprising $n$ different atomic species $G(r)$ comprises of a weighted sum of $n(n + 1)/2$ overlapping correlations which makes it difficult to unambiguously interpret the experimental data. If diffraction experiments can be performed sufficiently accurately then methods including isotopic substitution in neutron diffraction, anomalous x-ray scattering or isomorphic substitution in both neutron and x-ray diffraction can be employed to extract the partial pair distribution functions of the system. Alternatively, the partial pair distribution functions may be derived by computer simulations, e.g. using the reverse Monte Carlo (RMC) method in which experimental data is used to constrain a three dimensional model of the system. The need for high accuracy and absolute normalisation of the measured intensities makes diffraction measurements on liquids and glasses particularly challenging requiring specialised instrumentation and data analysis techniques that involve a variety of delicate corrections and careful interpretation.

1.2 Thesis outline

The work in this thesis reports on the results of neutron and high energy x-ray diffraction experiments made on a variety of liquid and glassy systems and is organised as follows.

In chapter 2 the essential theory for neutron and x-ray diffraction by liquids and amorphous solids is provided. A general overview of advanced neutron and synchrotron x-ray sources, the diffraction instrumentation employed and the data correction procedures required are then detailed in chapter 3.

In chapter 4 neutron diffraction measurements on molten CuCl, CuI and $(\text{CuCl})_x(\text{CuI})_{1-x}$ $(0 \leq x \leq 1)$ mixtures are reported and the results are discussed by reference to the information that is available on the structure of CuCl and CuI from experiment, theory and computer simulation.

In chapter 5 the results obtained from a combination of neutron diffraction,
high energy x-ray diffraction and $^{71}$Ga magic angle spinning (MAS) NMR experiments are reported for $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glass, where $R$ denotes the large rare earth elements La, Ce or a 50:50 mixture of the two. The method of isomorphic substitution in neutron diffraction is used in chapter 6 to study the structure of $(R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}$ glass, where $R = $ La or Ce, and in chapter 7 the same glass composition, but with the smaller rare earth elements $R = $ Y and Ho, is studied by using method of isomorphic substitution in x-ray diffraction.

The development of in situ high pressure neutron diffraction methods using the Paris-Edinburgh press on the D4C diffractometer at the Institut Laue-Langevin (ILL), France, is the subject of chapter 8. High quality diffraction results for GeO$_2$, an archetypal network glass former, are reported at pressures up to 8.0(5) GPa. Developments in the experimental method and data analysis strategy for high pressure experiments on the PEARL instrument at the pulsed neutron source (ISIS), UK, are discussed in chapter 9. Sintered diamond anvils were used in the Paris-Edinburgh press to obtain in situ neutron diffraction results for GeO$_2$ glass at pressures up to 14(1) GPa.

Finally, an overall summary of the results and conclusions presented in each chapter of this thesis is provided in chapter 10 together with suggestions for further work.
2. Diffraction by liquids and amorphous solids

This chapter provides an introduction to the essential theory for neutron and x-ray diffraction by liquids and amorphous solids. The formalism employed follows that used in the recent review by Fischer et al. [4]. More fundamental descriptions of the scattering processes involved for liquids and glasses can be found in references [24–26] for neutrons and [27–29] for x-rays. A detailed description is given in chapter 3 of the instrumentation used, the diffraction experiments undertaken and the data treatment required to obtain the functions derived in this chapter.

2.1 Differential scattering cross section

Consider the scattering geometry for a diffraction experiment shown in figure 2.1. A collimated beam of incident quanta (neutrons or x-rays) with flux $\Phi$ is scattered by a system of scattering centres at the origin of coordinates. All quanta scattered in the direction of $\mathbf{R}$ are counted, regardless of their final energy, by a detector of area $dS$ situated at a distance $|\mathbf{R}|$ from the scattering system and subtending a small solid angle $d\Omega = dS/R^2$. The differential scattering cross-section is defined by

$$
\frac{d\sigma}{d\Omega} = \frac{\text{Number of quanta scattered into solid angle } d\Omega \text{ per second}}{\Phi d\Omega}. \quad (2.1)
$$

For each scattering event, the scattering vector $\mathbf{Q}$ is calculated from the
CHAPTER 2. DIFFRACTION BY LIQUIDS AND AMORPHOUS SOLIDS

Figure 2.1: The geometry of a diffraction experiment where the position of the scattering system is at the origin of coordinates and the z-axis adopts the direction of the incident wave vector $k_0$.

Figure 2.2: The scattering triangle relating the wave vectors $k_0$ and $k_1$ and the scattering vector $Q$ to the scattering angle $2\theta$. 
relation \( Q = k_0 - k_1 \), where \( k_0 \) and \( k_1 \) are the wave vectors of the incident and scattered radiation, respectively. The magnitudes are given by \( k_0 = \frac{2\pi}{\lambda_0} \) and \( k_1 = \frac{2\pi}{\lambda_1} \) where \( \lambda_0 \) and \( \lambda_1 \) denote the wavelengths of the incident and scattered radiation, respectively. If one assumes that the incident energy of the radiation is much larger than the excitation energies in the sample, then the change in momentum of the quanta following a scattering event is negligible and hence \( k_1 \approx k_0 \). In this scenario, known as the static approximation, \( \frac{d\sigma}{d\Omega} \) is dependant upon the elastic scattering vector \( Q \). By applying the cosine rule to the scattering triangle shown in figure 2.2,

\[
Q^2 = k_0^2 + k_1^2 - 2k_0k_1 \cos(2\theta)
\]
and since \( k_1 \approx k_0 \) it follows that the elastic scattering vector is given by

\[
Q = \frac{4\pi}{\lambda}\sin(\theta).
\]

### 2.2 Neutron diffraction

The neutron interacts with the target nucleus via the strong interaction. The neutron scattering length \( b \), which gives a measure of the scattering power of each nucleus, varies erratically between the elements or even isotopes of the same element, as plotted in figure 2.3. For example, there is a large scattering length contrast between hydrogen and deuterium where \( b(^1H) = -3.7406(11) \) fm and \( b(^2H) = 6.671(4) \) fm [30]. In neutron diffraction, the differential scattering cross section for an isotropic system of \( N \) scattering centres is given by

\[
\frac{d\sigma}{d\Omega}(Q) = \left\langle \sum_{i=1}^{N} \sum_{j=1}^{N} b_i b_j^* e^{iQ \cdot r_{ij}} \right\rangle,
\]

where \( r_{ij} = r_i - r_j \) gives the relative position of scattering centres \( i \) and \( j \), \( b_i \) is the bound neutron scattering length of atom \( i \) and \( b_i^* \) is its complex conjugate. The brackets \( \langle \cdot \rangle \) denote a thermal average of the atomic positions. The averaging denoted by the horizontal bar takes into account the distribution
CHAPTER 2. DIFFRACTION BY LIQUIDS AND AMORPHOUS SOLIDS

Figure 2.3: The coherent scattering length for x-rays, $r_e f$, (where $r_e = 2.818$ fm is the classical electron radius and $f$ is the x-ray form factor at a fixed scattering angle $2\theta$) and for neutrons, $b$, as a function of the atomic weight [25]. Note the dependence of the scattering length on $Q \propto \sin \theta/\lambda$ for x-rays but not for neutrons. The dashed red curve indicates the potential scattering contribution for neutrons.

of $b_i$ values over the scattering centre positions, where the scattering length for a site depends on the particular isotope occupying that site and on the relative orientation of the isotope and neutron spin.

For a system comprising $n$ different atomic species, the differential scattering cross section is given by

$$\frac{1}{N} \frac{d\sigma}{d\Omega}(Q) = F(Q) + \sum_{\alpha=1}^{n} c_\alpha (b_{\text{coh},\alpha} + b_{\text{inc},\alpha})^2 (1 + P_\alpha(Q)).$$

Equation 2.5 is composed of two separate terms. The distinct term, given by the total structure factor $F(Q)$, represents the diffraction pattern obtained
from the interference of waves scattered from different atomic sites and hence contains the useful structural information. The remaining self term describes the isotropic diffraction from individual atomic sites, where \( c_\alpha \) denotes the atomic fraction of each chemical species \( \alpha \) in the system, \( b_{\text{coh}, \alpha} \) is the coherent scattering length of chemical species \( \alpha \) and \( b_{\text{inc}, \alpha} \) is the incoherent scattering length of chemical species \( \alpha \) and has contributions from both spin and isotope incoherence. In neutron diffraction, the static approximation does not entirely hold, particularly for light atoms. An inelasticity correction is therefore required to account for recoil effects, where the Placzek [31] correction denoted \( P_\alpha(Q) \) is commonly employed.

Using the Faber-Ziman formalism [32], the total structure factor \( F(Q) \) for a system of \( n \) chemical species is composed of a weighted sum of a set of \( n(n+1)/2 \) partial structure factors \( S_{\alpha\beta}(Q) \) which represent the pair correlations between atomic species \( \alpha \) and \( \beta \), as given by

\[
F(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1]. \tag{2.6}
\]

The corresponding real space information is given by the total pair distribution function \( G(r) \) which is obtained by the Fourier transform relation

\[
G(r) = \frac{1}{2\pi^2 n_0 r} \int_0^\infty Q F(Q) \sin(Qr) dQ
= \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [g_{\alpha\beta}(r) - 1]
\tag{2.7}
\]

where \( n_0 \) is the atomic number density of the system. The partial pair distribution function \( g_{\alpha\beta}(r) \) determines the probability of an atom of type \( \beta \) being situated at a distance \( r \) from an atom of type \( \alpha \) situated at the origin of coordinates and tends to unity at high \( r \) values. The \( S_{\alpha\beta}(Q) \) and \( g_{\alpha\beta}(r) \) partial pair correlation functions are related by the Fourier transform pair

\[
S_{\alpha\beta}(Q) - 1 = \frac{4\pi n_0}{Q} \int_0^\infty r [g_{\alpha\beta}(r) - 1] \sin(Qr) dr, \tag{2.8}
\]
\[ g_{\alpha\beta}(r) - 1 = \frac{1}{2\pi^2 r n_0} \int_0^\infty Q [S_{\alpha\beta}(Q) - 1] \sin(Qr) dQ. \] (2.9)

In practice, the finite maximum scattering vector \( Q_{\text{max}} \) accessible in a diffraction experiment leads to peak broadening and un-physical ‘truncation ripples’ in real space after Fourier transformation. This effect can be reduced by applying a damping function prior to Fourier transformation, for example the Lorch \[33\] modification function or a cosine window function. Oscillations present below the minimum atomic radius in \( G(r) \) are un-physical and result, for example, from statistical noise in the reciprocal space data. The un-physical low-\( r \) features should oscillate about the calculated theoretical \( G(0) \) limit of the system which is given by

\[ G(0) = -\sum_{\alpha=1}^n \sum_{\beta=1}^n c_\alpha c_\beta b_\alpha b_\beta. \] (2.10)

In reciprocal space, the sum-rule relation

\[ \int_0^\infty F(Q) Q^2 dQ = 2\pi^2 n_0 G(0), \] (2.11)
derived by Enderby \textit{et al.} \[34\] should also be satisfied. This relation is obtained from equation 2.7 by considering the limit as \( r \to 0 \).

The peaks in the real space functions give average distances between pairs of atoms in amorphous materials. They also give the partial coordination number \( \bar{n}_\alpha^\beta \), i.e. the average number of \( \beta \) atoms in a spherical coordination shell of radius \( r_1 \leq r \leq r_2 \) centered on an atom of type \( \alpha \). This is obtained by integrating over the real space peak of interest in a \( g_{\alpha\beta}(r) \) partial pair distribution function, where

\[ \bar{n}_\alpha^\beta = 4\pi n_0 c_\beta \int_{r_1}^{r_2} g_{\alpha\beta}(r) r^2 dr. \] (2.12)
2.2.1 Magnetic Differential Scattering Cross Section

The neutron has a finite magnetic dipole moment, \( \gamma_n = -1.913 \mu_N \), where the nuclear magneton \( \mu_N = 5.051 \cdot 10^{-27} \text{ J T}^{-1} \). Hence, neutrons interact with unpaired electrons in magnetic atoms. In magnetic materials, the total neutron scattering cross section therefore contains contributions from both nuclear and magnetic interactions, i.e.

\[
\left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{total}} = \left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{nuclear}} + \left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{magnetic}}. \tag{2.13}
\]

If in a diffraction experiment only the total nuclear scattering is desired, the magnetic contribution must be corrected for. In the case of paramagnetic ions, the magnetic scattering can be quantified using the free ion approximation \([35, 36]\) such that

\[
\left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{magnetic}} = c_p (\gamma_n r_e)^2 \frac{1}{6} J(J + 1) g_J^2 F^2(Q), \tag{2.14}
\]

where \( c_p \) is the atomic fraction of the paramagnetic ion in the sample, \( J \) is the total angular momentum quantum number, \( g_J \) is the Landé splitting factor \([37]\), \( r_e \) is the classical radius of an electron and \( (\gamma_n r_e)^2 = 0.2906 \text{ barn} \). The magnetic form factor \( F(Q) \) is obtained from the expression

\[
F^2(Q) = \langle j_0(Q) \rangle^2 + C_{02} \langle j_0(Q) \rangle \langle j_2(Q) \rangle + C_{22} \langle j_2(Q) \rangle^2 + C_{24} \langle j_2(Q) \rangle \langle j_4(Q) \rangle + C_{44} \langle j_4(Q) \rangle^2 + C_{46} \langle j_4(Q) \rangle \langle j_6(Q) \rangle + C_{66} (j_6(Q))^2,
\]

where the radial integrals \( \langle j_i(Q) \rangle \) \((i = 0, 2, 4 \text{ and } 6)\) are given by \([38]\) and the coefficients \( C_{ij} \) \((i = 0, 2, 4 \text{ or } 6 \text{ and } j = 2, 4 \text{ or } 6)\) are given by \([35]\). The magnetic form factor is similar to the atomic form factor in x-ray scattering (see § 2.3). However, since only the unpaired valence electrons of the ion contribute to the magnetic scattering of neutrons, the magnetic form factor decays more rapidly with increasing \( Q \) from the \( F(0) = 1 \) limit than the atomic form factor.
2.2.2 Isotopic substitution in neutron diffraction

As plotted in figure 2.3, the neutron scattering length $b$ is independent of the atomic number and depends on the particular nucleus and the spin state of the nucleus-neutron interaction [24]. Isotopes of a particular element therefore have different scattering lengths. This enables use of the method of isotopic substitution in neutron diffraction where contrasting diffraction patterns can be taken for different samples that are identical except for the isotopic composition of one or more of the elements [34]. This changes the weighting factors for the partial structure factors $S_{\alpha\beta}(Q)$ in equation 2.6 and allows for their separation by combining different diffraction patterns. Since a sample of $n$ chemical species has $m = n(n+1)/2$ independent partial structure factors, the diffraction patterns of $m$ samples of differing isotopic composition are required for a complete determination of the $S_{\alpha\beta}(Q)$ functions using difference function methods.

2.2.3 Isomorphic substitution in neutron diffraction

A scattering length contrast between samples of identical composition can also be obtained by using the method of isomorphic substitution in neutron diffraction where chemical isomorphs are substituted in place of different isotopes of the same chemical species. The substituted species must be carefully selected such that their chemical nature and atomic radii are as identical as possible. As described in chapter 5, adjacent rare earth ions such as La$^{3+}$ and Ce$^{3+}$ are ideal isomorphs and glass compositions containing substituted rare earth ions can be considered to be structurally identical. Specific correlations involving the rare earth ions and/or matrix species can therefore be extracted by using appropriate difference function methods as detailed in § 2.4.
2.3 X-ray diffraction

The formalism for x-ray diffraction is essentially the same as in the neutron diffraction case. However, x-rays scatter from spatially extended electron density distributions (i.e. orbitals and bonds) and the scattering length is therefore dependent on the scattering vector $Q$. The scattering length, or form factor, also has a strong dependence on the energy $E_0$ of the incident x-ray photons. The scattering length $b$ in x-ray diffraction is therefore given by

$$b(Q, E_0) = r_e f(Q, E_0) = r_e [Z f_{\text{falloff}}(Q) + f'(E_0) + i f''(E_0)], \quad (2.15)$$

where $r_e = 2.818$ fm is the classical radius of an electron, $f(Q, E_0)$ is the atomic form factor, $Z$ is the atomic number, $f_{\text{falloff}}(Q)$ is the atomic form factor’s modulation varying from 1 (at $Q = 0$) to 0 (at $Q = \infty$) and $f'(E_0)$ and $f''(E_0)$ denote the real and imaginary parts of the anomalous term, respectively. The anomalous terms vary in the vicinity of an absorption edge. This variance is exploited in anomalous x-ray diffraction by changing the incident x-ray energy close to an absorption edge to alter the weighting factors of the partial pair correlation functions in the diffraction patterns taken for a single sample.

The incident x-ray energies used for diffraction are sufficiently high (on the order of keV) that the static approximation is valid for x-ray diffraction. The Placzek [31] inelasticity correction applied in the case of neutron diffraction is therefore not required. However, additional inelastic scattering and re-emission processes, including Compton scattering, fluorescence and resonant-Raman scattering, do contribute to the total scattering and must be sufficiently corrected for to obtain the Rayleigh-Thomson (Ray-T) differential scattering cross-section pertinent to diffraction. At energies far enough from an absorption edge these processes, with the exception of Compton scattering, are negligible. The anomalous terms of the form factor, and hence their energy dependance, are also negligible at energies far from an absorption edge. The x-ray differential scattering cross section for a sample of $N$ atoms and $n$ chemical species $\alpha$ at an incident x-ray energy far from an absorption edge is
therefore defined by

\[
\frac{1}{N} \left[ \frac{d\sigma}{d\Omega}(Q) \right]_{\text{Ray-T}}^X = \left[ \frac{d\sigma}{d\Omega}(Q) \right]^X_{\text{Total}} - \left[ \frac{d\sigma}{d\Omega}(Q) \right]^X_{\text{Compton}},
\]

\[
= F_X(Q) + \sum_{\alpha=1}^{n} c_{\alpha} f_{\alpha}(Q)^2,
\] (2.16)

where \( c_{\alpha} \) is the atomic fraction and \( f_{\alpha}(Q) \) is the atomic form factor for chemical species \( \alpha \), respectively. As for equation 2.5 the distinct term is given by the total x-ray structure factor \( F_X(Q) \), where

\[
F_X(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha} c_{\beta} f_{\alpha}(Q) f_{\beta}(Q) [S_{\alpha\beta}(Q) - 1].
\] (2.17)

The remaining self term describes the isotropic diffraction from individual sites. The total scattering intensity is conventionally denoted by the normalised total x-ray structure factor \( S_X(Q) \) which oscillates about unity at high-\( Q \) and is given by

\[
S_X(Q) = \frac{F_X(Q)}{\left( \sum_{\alpha=1}^{n} c_{\alpha} f_{\alpha}(Q) \right)^2} + 1.
\] (2.18)

### 2.3.1 Isomorphic substitution in x-ray diffraction

As x-rays scatter from electron distributions their scattering power increases with atomic number \( Z \). X-rays are therefore not very sensitive to light atoms and there is negligible contrast between adjacent elements. The \( Z \)-dependence can, however, be exploited to obtain a large contrast in the atomic form factor and hence change the weighting of the partial structure factors, in the diffraction patterns measured for samples of identical composition but containing different isomorphic elements. As described in chapter 7, the rare earth elements Y(\( Z = 39 \)) and Ho(\( Z = 67 \)) are ideal isomorphs which form glasses that are structurally identical. However, due to the large difference in their atomic number, the rare earth sites exhibit a large contrast in x-ray scattering power.
2.4. **DIFFERENCE FUNCTION METHODS FOR MULTI-COMPONENT GLASSES**

The same difference function methods can be applied as in neutron diffraction (see § 2.4) but the $Q$-dependance of the form factors must be considered when Fourier transforming into real space. The anomalous terms of the form factor must also be considered at energies close to an absorption edge. The isomorphic substitution method therefore has an advantage over the anomalous x-ray diffraction (AXD) method as the form factor contrast is typically much higher than in AXD and the incident x-ray energy is not limited to a specific energy around an absorption edge and hence high energy x-rays can be used to reduce attenuation effects and to give a large maximum scattering vector $Q_{\text{max}}$ for good resolution in real space.

2.4 **Difference function methods for multi-component glasses**

As given in equation 2.6, the total structure factor $F(Q)$ for a system of $n$ chemical species is composed of a weighted sum of a set of $m = n(n + 1)/2$ partial structure factors $S_{\alpha\beta}(Q)$ such that

$$F(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha}c_{\beta}b_{\alpha}b_{\beta}[S_{\alpha\beta}(Q) - 1], \quad (2.19)$$

where $c_{\alpha}$ and $b_{\alpha}$ denote the atomic fraction and scattering length of chemical species $\alpha$, respectively. The complete set of $S_{\alpha\beta}(Q)$ can therefore be obtained by measuring the diffraction patterns for $m$ samples of differing isotopic or isomorphic composition. For a binary system only three samples are required to extract the full set of partial structure factors using difference function methods. However, many glassy materials of technological and scientific interest are complex systems involving many atomic species and it becomes unfeasible to be able to extract the full set of $S_{\alpha\beta}(Q)$. Nevertheless, if diffraction patterns are taken for a number of samples of differing isotopic or isomorphic composition, then difference function methods can be used to identify specific correlations
of interest. The following difference function methods are more pertinent to multi-component systems measured using neutron diffraction. However, they may also be applied to x-ray diffraction, although complications arise from the $Q$-dependence of the x-ray form factors, as dealt with in chapter 7.

2.4.1 First order difference functions

Consider that the $F(Q)$ functions have been measured for three separate samples of a four component rare earth glass system that are identical in every respect except for the neutron scattering length of the rare earth species. Let the matrix species be denoted by $\alpha, \beta$ and $\gamma$ (e.g. Ge, Ga and S) and let $R$, $R'$ or $R''$ represent rare earth isotopes or isomorphs with neutron scattering lengths $b_R > b_{R'} > b_{R''}$. The corresponding total structure factors, denoted by $RF(Q)$, $R'F(Q)$, and $R''F(Q)$, are given by

$$RF(Q) = c_\alpha^2 b_\alpha^2 [S_{\alpha\alpha}(Q) - 1] + c_\beta^2 b_\beta^2 [S_{\beta\beta}(Q) - 1]$$

$$+ c_\gamma^2 b_\gamma^2 [S_{\gamma\gamma}(Q) - 1] + c_{RR}^2 b_R^2 [S_{RR}(Q) - 1]$$

$$+ 2c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1] + 2c_\alpha c_\gamma b_\alpha b_\gamma [S_{\alpha\gamma}(Q) - 1]$$

$$+ 2c_\alpha c_{R} b_\alpha b_{R} [S_{\alpha R}(Q) - 1] + 2c_\beta c_{R} b_\beta b_{R} [S_{\beta R}(Q) - 1]$$

$$+ 2c_\gamma c_{R} b_\gamma b_{R} [S_{\gamma R}(Q) - 1],$$

$$R'F(Q) = c_\alpha^2 b_\alpha^2 [S_{\alpha\alpha}(Q) - 1] + c_\beta^2 b_\beta^2 [S_{\beta\beta}(Q) - 1]$$

$$+ c_\gamma^2 b_\gamma^2 [S_{\gamma\gamma}(Q) - 1] + c_{R'R'}^2 b_R^2 [S_{RR}(Q) - 1]$$

$$+ 2c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1] + 2c_\alpha c_\gamma b_\alpha b_\gamma [S_{\alpha\gamma}(Q) - 1]$$

$$+ 2c_\alpha c_{R} b_\alpha b_{R} [S_{\alpha R}(Q) - 1] + 2c_\beta c_{R} b_\beta b_{R} [S_{\beta R}(Q) - 1]$$

$$+ 2c_\gamma c_{R} b_\gamma b_{R} [S_{\gamma R}(Q) - 1],$$

$$R''F(Q) = c_\alpha^2 b_\alpha^2 [S_{\alpha\alpha}(Q) - 1] + c_\beta^2 b_\beta^2 [S_{\beta\beta}(Q) - 1]$$

$$+ c_\gamma^2 b_\gamma^2 [S_{\gamma\gamma}(Q) - 1] + c_{R''R''}^2 b_R^2 [S_{RR}(Q) - 1]$$

$$+ 2c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1] + 2c_\alpha c_\gamma b_\alpha b_\gamma [S_{\alpha\gamma}(Q) - 1]$$

$$+ 2c_\alpha c_{R} b_\alpha b_{R} [S_{\alpha R}(Q) - 1] + 2c_\beta c_{R} b_\beta b_{R} [S_{\beta R}(Q) - 1]$$

$$+ 2c_\gamma c_{R} b_\gamma b_{R} [S_{\gamma R}(Q) - 1].$$
\[ R'' F(Q) = c_\alpha^2 b_\alpha^2 [S_{\alpha\alpha}(Q) - 1] + c_\beta^2 b_\beta^2 [S_{\beta\beta}(Q) - 1] \] 
\[ + c_\gamma^2 b_\gamma^2 [S_{\gamma\gamma}(Q) - 1] + c_{R'}^2 b_{R'}^2 [S_{RR}(Q) - 1] \]
\[ + 2c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1] + 2c_\alpha c_\gamma b_\alpha b_\gamma [S_{\alpha\gamma}(Q) - 1] \]
\[ + 2c_\alpha c_R b_\alpha b_R [S_{\alpha\gamma}(Q) - 1] + 2c_\beta c_\gamma b_\beta b_\gamma [S_{\beta\gamma}(Q) - 1] \]
\[ + 2c_\beta c_R b_\beta b_R [S_{R\beta}(Q) - 1] + 2c_\gamma c_R b_\gamma b_R [S_{R\gamma}(Q) - 1]. \]

The matrix correlations are equally weighted in all samples. However, the correlations involving the rare earth species are weighted differently in each sample. Hence, the correlations involving only matrix species can be eliminated by subtracting two total structure factors leaving only those correlations involving rare earth ions. The first order difference functions thus obtained, denoted by \( \Delta F_R^{(i)}(Q) \) \((i = 1, 2, 3)\), are given by

\[ \Delta F_R^{(1)}(Q) = R F(Q) - R'' F(Q) \] 
\[ = c_R^2 (b_R^2 - b_{R'}^2) [S_{RR}(Q) - 1] + 2c_\alpha c_R b_\alpha (b_R - b_{R'}) [S_{Ra}(Q) - 1] \]
\[ + 2c_\beta c_R b_\beta (b_R - b_{R'}) [S_{R\beta}(Q) - 1] + 2c_\gamma c_R b_\gamma (b_R - b_{R'}) [S_{R\gamma}(Q) - 1], \]

\[ \Delta F_R^{(2)}(Q) = R F(Q) - R' F(Q) \] 
\[ = c_R^2 (b_R^2 - b_{R'}^2) [S_{RR}(Q) - 1] + 2c_\alpha c_R b_\alpha (b_R - b_R) [S_{Ra}(Q) - 1] \]
\[ + 2c_\beta c_R b_\beta (b_R - b_R) [S_{R\beta}(Q) - 1] + 2c_\gamma c_R b_\gamma (b_R - b_R) [S_{R\gamma}(Q) - 1], \]

\[ \Delta F_R^{(3)}(Q) = R F(Q) - R'' F(Q) \] 
\[ = c_R^2 (b_R^2 - b_{R'}^2) [S_{RR}(Q) - 1] + 2c_\alpha c_R b_\alpha (b_R - b_{R'}) [S_{Ra}(Q) - 1] \]
\[ + 2c_\beta c_R b_\beta (b_R - b_{R'}) [S_{R\beta}(Q) - 1] + 2c_\gamma c_R b_\gamma (b_R - b_{R'}) [S_{R\gamma}(Q) - 1]. \]

### 2.4.2 Total minus weighted difference function

Since the components in the \( F(Q) \) functions involving only matrix species are identical, they can be grouped into the matrix-matrix difference functions
given by

\[ \Delta_{\mu}^{(1)}(Q) = \Delta_{\mu}^{(2)}(Q) = \Delta_{\mu}^{(3)}(Q) \]  \hspace{1cm} (2.26)

\[ = c^2_{\alpha} b^2_{\alpha} [S_{\alpha\alpha}(Q) - 1] + c^2_{\beta} b^2_{\beta} [S_{\beta\beta}(Q) - 1] \]

\[ + c^2_{\gamma} b^2_{\gamma} [S_{\gamma\gamma}(Q) - 1] + 2c_{\alpha} c_{\beta} b_{\alpha} b_{\beta} [S_{\alpha\beta}(Q) - 1] \]

\[ + 2c_{\alpha} c_{\gamma} b_{\alpha} b_{\gamma} [S_{\alpha\gamma}(Q) - 1] + 2c_{\beta} c_{\gamma} b_{\beta} b_{\gamma} [S_{\beta\gamma}(Q) - 1] . \]

The components in the first order difference functions involving only those correlations between the rare earth species and matrix atoms can also be grouped into the rare earth-matrix difference functions given by

\[ \Delta_{\mu}^{(1)}(Q) = 2c_{\alpha} c_{R \alpha} (b_{R} - b_{R'}) [S_{R \alpha}(Q) - 1] \]  \hspace{1cm} (2.27)

\[ + 2c_{\beta} c_{R \beta} (b_{R} - b_{R'}) [S_{R \beta}(Q) - 1] \]

\[ + 2c_{\gamma} c_{R \gamma} (b_{R} - b_{R'}) [S_{R \gamma}(Q) - 1] , \]

\[ \Delta_{\mu}^{(2)}(Q) = 2c_{\alpha} c_{R \alpha} (b_{R} - b_{R'}) [S_{R \alpha}(Q) - 1] \]  \hspace{1cm} (2.28)

\[ + 2c_{\beta} c_{R \beta} (b_{R} - b_{R'}) [S_{R \beta}(Q) - 1] \]

\[ + 2c_{\gamma} c_{R \gamma} (b_{R} - b_{R'}) [S_{R \gamma}(Q) - 1] , \]

\[ \Delta_{\mu}^{(3)}(Q) = 2c_{\alpha} c_{R \alpha} (b_{R'} - b_{R''}) [S_{R \alpha}(Q) - 1] \]  \hspace{1cm} (2.29)

\[ + 2c_{\beta} c_{R \beta} (b_{R'} - b_{R''}) [S_{R \beta}(Q) - 1] \]

\[ + 2c_{\gamma} c_{R \gamma} (b_{R'} - b_{R''}) [S_{R \gamma}(Q) - 1] . \]

The first order difference functions given in equations 2.23 to 2.25 may therefore be re-written in terms of the rare earth-matrix difference functions such that

\[ \Delta r_{R}^{(1)}(Q) = \Delta_{R \mu}^{(1)}(Q) + c^2_{R} (b_{R}^2 - b_{R''}^2) [S_{RR}(Q) - 1] , \]  \hspace{1cm} (2.30)
2.4. DIFFERENCE FUNCTION METHODS FOR MULTI-COMPONENT GLASSES

\[
\Delta F_R^{(2)}(Q) = \Delta_{R\mu}^{(2)}(Q) + c_R^2 (b_R^2 - b_{R'}^2) [S_{RR}(Q) - 1],
\]

(2.31)

\[
\Delta F_R^{(3)}(Q) = \Delta_{R\mu}^{(3)}(Q) + c_R^2 (b_{R'}^2 - b_{R''}^2) [S_{RR}(Q) - 1].
\]

(2.32)

The total structure factors given in equations 2.20 to 2.22 may then be written in terms of the matrix-matrix and rare earth-matrix difference functions such that

\[
F(Q) = \Delta_{\mu\mu}^{(1)}(Q) + \frac{b_R}{b_R - b_{R''}} \Delta_{R\mu}^{(1)}(Q) + c_R^2 b_R^2 [S_{RR}(Q) - 1],
\]

(2.33)

\[
F'(Q) = \Delta_{\mu\mu}^{(2)}(Q) + \frac{b_{R'}}{b_R - b_{R''}} \Delta_{R\mu}^{(2)}(Q) + c_R^2 b_{R'}^2 [S_{RR}(Q) - 1],
\]

(2.34)

\[
F''(Q) = \Delta_{\mu\mu}^{(3)}(Q) + \frac{b_{R''}}{b_R - b_{R''}} \Delta_{R\mu}^{(3)}(Q) + c_R^2 b_{R''}^2 [S_{RR}(Q) - 1].
\]

(2.35)

The rare earth-matrix correlations are therefore eliminated by subtracting a weighted first order difference function from a total structure factor to leave only the matrix-matrix and rare earth-rare earth correlations. The so called “total minus weighted difference functions” are thus determined by

\[
\Delta F^{(1)}(Q) = R F(Q) - \frac{b_R}{b_R - b_{R''}} \Delta F_R^{(1)}(Q)
\]

(2.36)

\[
= \Delta_{\mu\mu}^{(1)}(Q) - c_R^2 b_R b_{R''} [S_{RR}(Q) - 1],
\]

\[
\Delta F^{(2)}(Q) = R F(Q) - \frac{b_{R'}}{b_R - b_{R''}} \Delta F_R^{(2)}(Q)
\]

(2.37)

\[
= \Delta_{\mu\mu}^{(2)}(Q) - c_R^2 b_{R'} b_{R''} [S_{RR}(Q) - 1],
\]
CHAPTER 2. DIFFRACTION BY LIQUIDS AND AMORPHOUS SOLIDS

\[ \Delta F^{(3)}(Q) = R' F(Q) - \frac{b_{R'}}{b_{R'} - b_{R''}} \Delta F^{(3)}_R(Q) \]
\[ = \Delta_{\mu \nu}^{(3)}(Q) - c_R^2 b_{R'} b_{R''} [S_{RR}(Q) - 1]. \]

The total minus weighted difference functions may also be expressed in terms of the total structure factors only, as given by

\[ \Delta F^{(1)}(Q) = \frac{b_R R' F(Q) - b_{R'} R F(Q)}{b_R - b_{R'}}. \] (2.39)

\[ \Delta F^{(2)}(Q) = \frac{b_R R' F(Q) - b_{R'} R F(Q)}{b_R - b_{R'}}. \] (2.40)

\[ \Delta F^{(3)}(Q) = \frac{b_{R'} R' F(Q) - b_{R''} R' F(Q)}{b_{R'} - b_{R''}}. \] (2.41)

The total minus weighted difference functions are particularly useful if only two structure factors are measured.

2.4.3 Second order difference functions

If three total structure factors are measured, the method of differences may be extended to obtain the second order or double difference function which represents the rare earth-rare earth partial structure factor \( S_{RR}(Q) \). Using the first order difference functions we find

\[ S_{RR}(Q) = \frac{(b_R - b_R') \Delta F_R^{(1)}(Q) - (b_R - b_{R''}) \Delta F_R^{(2)}(Q)}{c_R^2 [ (b_R^2 - b_{R''}^2) (b_R - b_{R''}) - (b_R^2 - b_{R'}^2) (b_R - b_{R'}) ]} - 1. \] (2.42)

Expressing in terms of the total structure factors \( R F(Q) \), \( R' F(Q) \) and \( R'' F(Q) \)

\[ S_{RR}(Q) = \frac{[(1 - \gamma) R F(Q)] - R' F(Q) + \gamma R'' F(Q)}{c_R^2 \gamma (1 - \gamma) a^2} - 1, \] (2.43)

where the weighting factors \( \gamma = \frac{b_R - b_{R'}}{b_R - b_{R''}} \) and \( a = b_R - b_{R''} \).
2.4. DIFFERENCE FUNCTION METHODS FOR
MULTI-COMPONENT GLASSES

With the extraction of $S_{RR}(Q)$ from the $F(Q)$ functions, it is possible to
determine the matrix-matrix difference functions from equations 2.36 to 2.38
by using

$$\Delta_{\mu\mu}^{(1)}(Q) = \Delta F^{(1)}(Q) + c_{\mu}^{2}b_{R}b_{R'} [S_{RR}(Q) - 1], \quad (2.44)$$

$$\Delta_{\mu\mu}^{(2)}(Q) = \Delta F^{(2)}(Q) + c_{\mu}^{2}b_{R}b_{R'} [S_{RR}(Q) - 1], \quad (2.45)$$

$$\Delta_{\mu\mu}^{(3)}(Q) = \Delta F^{(3)}(Q) + c_{\mu}^{2}b_{R}b_{R'} [S_{RR}(Q) - 1]. \quad (2.46)$$

Similarly, the rare earth-matrix difference functions can be determined from
equations 2.30 to 2.32 by using

$$\Delta_{R\mu}^{(1)}(Q) = \Delta F_{R}^{(1)}(Q) - c_{R}^{2} (b_{R}^{2} - b_{R'}^{2}) [S_{RR}(Q) - 1] \quad (2.47)$$

$$\Delta_{R\mu}^{(2)}(Q) = \Delta F_{R}^{(2)}(Q) - c_{R}^{2} (b_{R}^{2} - b_{R'}^{2}) [S_{RR}(Q) - 1] \quad (2.48)$$

$$\Delta_{R\mu}^{(3)}(Q) = \Delta F_{R}^{(3)}(Q) - c_{R}^{2} (b_{R}^{2} - b_{R'}^{2}) [S_{RR}(Q) - 1]. \quad (2.49)$$
3. Diffraction instrumentation and data treatment

Neutrons and x-rays are valuable tools for the investigation of condensed matter. Neutrons and high energy x-rays have wavelengths comparable to atomic spacings, enabling the use of diffraction methods, discussed in chapter 2, to obtain information on atomic structure. As a neutral subatomic particle, the neutron has a large penetration depth and typically interacts only with atomic nuclei. However, due to its non-zero magnetic moment, the neutron does scatter from unpaired electrons in magnetic ions via a dipole-dipole interaction. High frequency photons, or x-rays, interact with the electronic distributions of atoms. High energy x-rays are required to overcome the relatively short penetration depth of x-rays in matter. Complementary information can be obtained by combining the two diffraction methods as the scattering sensitivity of neutrons is different to that of x-rays.

3.1 Neutron sources

Thermal neutrons, with wavelengths of the order of atomic spacings, are typically used in diffraction experiments. The wavelength $\lambda_n$ of a neutron is given by the de Broglie equation

$$\lambda_n = \frac{h}{m_nv_n},$$

where $m_n = 1.675 \cdot 10^{-27}$ kg is the neutron mass, $h = 6.626 \cdot 10^{-34}$ J s is the Planck constant and $v_n$ is the neutron velocity (for thermal neutrons the
standard velocity \( v_n = 2.20 \text{ km s}^{-1} \). The energy \( E_n \) of a neutron is given by its kinetic energy
\[
E_n = \frac{1}{2} m_n v_n^2
\] (3.2)
which, expressed in terms of the neutron wavelength, is given by
\[
E_n = \frac{h^2}{2 m_n \lambda_n^2}.
\] (3.3)

If the neutron energy is in units of meV and the wavelength is in units of Å then
\[
E_n \text{ (meV)} = \frac{81.81}{[\lambda_n (\text{Å})]^2}.
\] (3.4)

The high energy neutrons produced by most neutron sources are slowed to thermal energies by using a suitable moderator material. The neutrons lose energy by scattering with the nuclei in the moderator and emerge with a Maxwell Boltzmann distribution of velocities, where the peak velocity is dependent on the temperature of the moderator.

### 3.1.1 Fission neutron sources

Research nuclear reactors, for example the Institut Laue-Langevin (ILL) in Grenoble, France, produce neutrons \( n \) and energy \( E \) as a bi-product of the nuclear fission of \( ^{235}\text{U} \), where a typical reaction is given by
\[
n + ^{235}\text{U} \rightarrow ^{141}\text{Ba} + ^{92}\text{K} + 3n + E.
\] (3.5)

The neutrons are transported from the source to the various instruments via a moderator using neutron guides, often by total internal reflection along nickel plated tubes, and collimated using neutron absorbers.

A typical layout for a diffraction experiment at a reactor source is shown in figure 3.1. The moderator produces a steady flux of incident neutrons covering a wide range of wavelengths. It is therefore necessary to use a single crystal monochromator to produce a neutron beam with a single neutron
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wavelength \( \lambda_n \). As derived in chapter 2, the scattering vector \( Q \) for neutrons scattered by a sample is given by \( Q = k_0 - k_1 \) where, for elastic scattering, \( |k_0| = |k_1| = 2\pi/\lambda_n \) such that

\[
Q = \frac{4\pi}{\lambda_n} \sin(\theta).
\] (3.6)

Thus, a neutron diffractometer at a steady state neutron source measures the differential scattering cross section of a sample as a function of \( Q \) by scanning the detectors through various scattering angles \( 2\theta \).

\[ \text{Figure 3.1: Schematic of a typical diffraction experiment at a reactor neutron source with neutrons of incident wave vector } k_0 \text{ and scattered wave vector } k_1. \]

3.1.2 Spallation neutron sources

High intensity neutrons may also be produced by the spallation process, for example at the ISIS pulsed neutron facility, Didcot UK. At ISIS an ion source produces \( \text{H}^- \) ions which are accelerated to high energy using a linear accelerator and injected into a synchrotron. The \( \text{H}^- \) beam is stripped of its electrons by
a 0.3 µm thick aluminium oxide stripping foil. The resulting protons are accumulated in the synchrotron and accelerated, making \( \approx 10,000 \) orbits of the synchrotron, before being kicked into the proton beamline, firing 4 \( \mu \)C of protons in 100 ns long pulses at a tungsten target with a repetition rate of 50 Hz. The resulting spallation interaction between the proton and target nucleus produces neutrons. Muons are also produced at ISIS employing a secondary carbon target. The muon target uses 2 – 3\% of the proton beam which has a mean current of 200 \( \mu \)A.

![Diagram of a typical diffraction experiment at a spallation neutron source](image)

Figure 3.2: Schematic of a typical diffraction experiment at a spallation neutron source with neutrons of incident wave vector \( k_0 \) and scattered wave vector \( k_1 \), where the neutron wavelength is calculated from the time of flight over the distances \( L_0 \) and \( L_1 \).

The neutrons are moderated to thermal wavelengths and transported via neutron guides to the instrument beamlines. The time of flight technique, illustrated in figure 3.2, is used to determine the wavelength of the scattered neutrons for each pulse. If the time of flight \( t \) from the moderator to the detector is known, then the wavelength is calculated by using the relation

\[
\lambda_n = \frac{ht}{m_n (L_0 + L_1)},
\]

(3.7)
where \( m_n \) is the neutron mass, \( L_0 \) is the incident path length and \( L_1 \) is the scattered path length. Thus, a neutron diffractometer at a spallation neutron source measures the differential scattering cross section of a sample as a function of \( Q \) by keeping the detectors at fixed scattering angles \( 2\theta \) and varying the incident neutron wavelength \( \lambda_n \).

### 3.2 Neutron diffraction instrumentation

#### 3.2.1 D4C

![D4C diffractometer layout](image)

Figure 3.3: The D4C diffractometer layout [39].

The D4C instrument at the ILL (see figure 3.3) is a high precision diffractometer optimised for structural investigations of disordered materials [39]. The beamline employs high flux neutrons moderated to short wavelengths using a graphite moderator at 2400 K [40]. Incident neutrons can be monochromated to a wavelength of 0.35 Å, 0.5 Å or 0.7 Å using the (331), (220) or
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(200) lateral faces of Cu monocrystals. The incident neutron flux is monitored by a low efficiency counter and the beam is collimated by a 4-slit diaphragm arrangement producing a trapezoidal neutron beam incident at the sample position which is situated within an evacuated belljar. The diffractometer consists of 9 microstrip \(^3\)He gas detectors in the configuration shown in figure 3.3 providing a very high counting rate stability. The diffractometer accesses a scattering angle \(1.5^\circ \leq 2\theta \leq 137^\circ\) and the entire detector ensemble rotates to cover the 7 \(^\circ\) gaps between detectors. The accessible \(Q\)-range for the three wavelengths are thus \(0.5 \leq Q (\text{Å}^{-1}) \leq 33\) at 0.35 \(\text{Å}\), \(0.3 \leq Q (\text{Å}^{-1}) \leq 23\) at 0.5 \(\text{Å}\) and \(0.2 \leq Q (\text{Å}^{-1}) \leq 17\) at 0.7 \(\text{Å}\). The D4C instrument accommodates both low and high temperature sample environments and the first high pressure experiments made by installing a Paris-Edinburgh press on D4C are the subject of chapter 8.

3.2.2 SANDALS

The Small Angle Neutron Diffractometer for Amorphous and Liquid Samples (SANDALS) at the ISIS facility, illustrated in figure 3.4, enables measurement of the structure factors for disordered materials over a wide scattering vector range of \(0.1 \leq Q (\text{Å}^{-1}) \leq 50\) \([41]\). The instrument was designed to minimise inelasticity corrections through small angle detection of high energy neutrons \([4]\). Neutrons are moderated by a liquid methane moderator at 110 K and have an incident flight path \(L_0 = 11\) m. A boron carbide collimator defines a circular beam of neutrons of maximum diameter 32 mm at the sample position. At the time the SANDALS experiments described in chapter 4 were performed there were 1180 \(^6\)Li ZnS detectors installed, arranged in 18 detector groups, as listed in table 3.1, providing continuous angular coverage from 3.8 \(^\circ\) to 39 \(^\circ\) with a final flight path range of \(0.75 \leq L_1 (\text{m}) \leq 4.0\). In 2005 the instrument was upgraded to improve detector stability.
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Figure 3.4: The SANDALS diffractometer [41].

Table 3.1: SANDALS detector groups

<table>
<thead>
<tr>
<th>Group</th>
<th>Scattering Angle $2\theta$ (°)</th>
<th>Group</th>
<th>Scattering Angle $2\theta$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.1</td>
<td>10</td>
<td>3.8</td>
</tr>
<tr>
<td>2</td>
<td>18.1</td>
<td>11</td>
<td>31.2</td>
</tr>
<tr>
<td>3</td>
<td>16.2</td>
<td>12</td>
<td>27.8</td>
</tr>
<tr>
<td>4</td>
<td>14.6</td>
<td>13</td>
<td>24.4</td>
</tr>
<tr>
<td>5</td>
<td>13.1</td>
<td>14</td>
<td>21.7</td>
</tr>
<tr>
<td>6</td>
<td>11.8</td>
<td>15</td>
<td>36.5</td>
</tr>
<tr>
<td>7</td>
<td>9.5</td>
<td>16</td>
<td>33.6</td>
</tr>
<tr>
<td>8</td>
<td>7.0</td>
<td>17</td>
<td>31.2</td>
</tr>
<tr>
<td>9</td>
<td>5.0</td>
<td>18</td>
<td>29.5</td>
</tr>
</tbody>
</table>
3.2.3 GEM

The GEM diffractometer at the ISIS facility, illustrated in figure 3.5, contains 7270 $^6$Li ZnS detector elements in 8 detector banks giving a wide range of accessible scattering vectors of $0.15 \leq Q (\text{Å}^{-1}) \leq 50$, which leads to the good resolution in real space that is ideal for studying amorphous materials. Neutrons are moderated by a liquid methane moderator at a temperature of 110 K and have an incident flight path $L_0 = 17$ m. The dimensions of the incident neutron beam are accurately defined by boron carbide collimators and the neutrons have a range of final flight paths to the extensive detector array of $1.077 \leq L_1 (\text{m}) \leq 2.767$.

![GEM Diffractometer at ISIS](image)

Figure 3.5: The General Materials (GEM) Diffractometer at ISIS [42].

3.2.4 GLAD

The Glass, Liquid and Amorphous Materials Diffractometer (GLAD) at the now decommissioned Intense Pulsed Neutron Source (IPNS) at the Argonne National Laboratory (ANL), Illinois, USA, was a time of flight diffractometer optimised to measure the total structure factor of amorphous materials over
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A wide scattering vector $Q$ range. Special emphasis was placed on the use of short-wavelength neutrons scattered at low scattering angles to reduce the corrections for absorption and inelasticity effects. Neutrons were moderated by a 28 K solid methane moderator and had an incident flight path of 10.5 m. A total of 235 $^3$He linear position sensitive detectors spanning a nearly continuous range of $-47^\circ \leq 2\theta \leq 125^\circ$ (grouped into 7 detector banks and 19 detector groups) provided a wide scattering vector range of $0.2 \leq Q (\AA^{-1}) \leq 45$ with a nominal final flight path $L_1 = 1.5$ m. The instrument layout and angular range of each detector bank is shown figure 3.6. In addition to a 9 sample room temperature sample changer (RTSC) the GLAD instrument accommodated several other sample environments including a cryostat and high pressure cell.

![Diagram of GLAD diffractometer layout](image)

Figure 3.6: The GLAD diffractometer layout [43]. (a) Top view of the GLAD instrument. (b) Angular ranges of the detector banks.

3.2.5 PEARL

The PEARL high pressure (HiPr) instrument at the ISIS facility, illustrated in figure 3.7, is a medium resolution high-flux diffractometer optimised for data collection using the Paris-Edinburgh pressure cell, described in § 3.3, in
transverse (through anvil) scattering geometry. The main detector bank, consisting of nine detector modules each with 120 $^6\text{Li}$ ZnS scintillator detector elements, covers $83 \leq 2\theta^\circ \leq 97$ and provides a scattering vector range of $1.55 \leq Q \ (\text{Å}^{-1}) \leq 19.6$. The instrument gives good resolution in $d$-space and hence it is used extensively for crystallography. However, the restricted low-$Q$ accessibility introduces limitations for studying amorphous materials. Additional detectors are available, covering $20 \leq 2\theta^\circ \leq 60$ and $100 \leq 2\theta^\circ \leq 160$ and should therefore allow access to a much wider scattering vector range. However, when mounting the Paris-Edinburgh cell in transverse geometry, these additional detector banks are shielded by the press assembly. Neutrons are moderated by a liquid methane moderator at a temperature of 110 K and have an incident flight path of $L_0 = 12.6$ m. The final flight path $L_1 = 0.6$ m to all detectors.

Figure 3.7: The PEARL high pressure (HiPr) diffractometer at ISIS [44].
3.3 The Paris-Edinburgh press

To study the behaviour of materials at extreme pressure, as experienced in planetary interiors, x-ray and spectroscopy methods are typically employed using single crystal diamond anvil cells (DACs) at pressures up to \(\approx 400\) GPa [46–48]. In contrast, neutron diffraction methods have been restricted to much lower pressures. This is, in part, due to the relatively low flux of neutron sources; the sample volume of a DAC is typically too small for neutron diffraction experiments which require a much larger sample volume by comparison with x-ray diffraction. However, with the recent development of a novel high pressure cell, the Paris-Edinburgh press, \textit{in situ} neutron diffraction experiments can be performed at pressures up to 30 GPa [49, 50].

The different variants of the Paris-Edinburgh press are illustrated in figure 3.8. The V type press has four support pillars and the VX type has only two support pillars, helping to avoid unwanted scattering of the beam diffracted by the sample. The sample is encapsulated in a gasket made from a Ti-Zr null scattering alloy with a mean coherent neutron scattering length of zero and compressed between two opposed anvils. The standard Los Alamos type anvil assembly is illustrated in figure 3.9 (a). The die is formed by spark erosion of either tungsten carbide, cubic boron nitride or sintered diamond, with a hemispherical sample chamber and a toroidal groove for the Ti-Zr gasket. The toroidal groove provides (i) inward radial support for the gasket as it is compressed, (ii) separation of the central part of the anvil, which is under the most stress, from the edges thus allowing a more favourable pressure distribution and (iii) a reservoir for the gasket material to smooth out pressure variations that occur during phase transitions and heating [51]. The die is held in a tungsten carbide seat supported by a steel binding ring creating a radial compression of 1.0 GPa [49]. The anvils have a bevel angle of 7 ° giving a total accessible aperture of 14 °. Cubic boron nitride (BN) anvils with this geometry are capable of pressures up to 9 GPa. Sintered diamond anvils can achieve 15 GPa. Even higher pressures are capable by reducing the volume of the sample chamber and having two concentric grooves cut for
Figure 3.8: Paris-Edinburgh press variants [45].
Figure 3.9: Single toroid and double toroid anvils. The 3D models were created following the drawings supplied by Klotz [45].

A double toroid gasket, as illustrated in figure 3.9 (b). Further development of the Paris-Edinburgh press and sintered diamond anvils should see neutron diffraction experiments at pressures much higher than 30 GPa becoming routine in the near future, bringing neutron diffraction into a pressure domain commonly obtained with DACs and providing complementary measurements to high pressure x-ray diffraction [19].
3.4 Synchrotron x-ray sources

In a third generation synchrotron radiation facility, for example the Advanced Photon Source (APS) at the Argonne National Laboratory (ANL), Illinois, USA illustrated in figure 3.10, electrons are accelerated using a linear accelerator (LINAC) and booster ring prior to injection into a main storage ring. Here powerful bending magnets and insertion devices force the high energy electrons to follow a curved trajectory and synchrotron radiation is emitted tangentially to this path. X-ray optics are used to produce intense focussed beams of high energy x-rays at the experimental beamlines where single x-ray wavelengths can be selected by using a monochromator.

Figure 3.10: The Advanced Photon Source (APS) at the Argonne National Laboratory (ANL), Illinois, USA [52].
3.5 X-ray diffraction instrumentation

3.5.1 11-ID-C

The 11-ID-C beamline at the Basic Energy Sciences Synchrotron Radiation Center (BESSRC) at the APS provides a high flux high energy x-ray beam of photons with energy of 60, 98 or 115 keV with a large penetration depth in bulk samples. The diffractometer on this beamline enables access to a large maximum scattering vector $Q_{\text{max}} \geq 45 \text{ Å}^{-1}$ giving the good resolution in real space that is required for studying amorphous materials. A typical experimental set-up using a Ge point detector at 11-ID-C is shown in figure 3.11, where only the sample and detector towers are needed to measure the total scattering from an amorphous sample.

Figure 3.11: The experimental set up at the 11-ID-C beamline [53].
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3.5.2 ID15B

The high energy x-ray beamline ID15B (see figure 3.12) at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France, offers a high flux of highly collimated photons in the energy range 40 keV to 300 keV. The beamline uses a two-dimensional MAR345 image plate detector with 2300 x 2300 pixels each with a pixel size of 0.15 µm. A 2 mm aluminium filter is placed in front of the detector to avoid fluorescence from samples.

![ID15B beamline and sample geometry](image)

Figure 3.12: (a) The ID15B beamline (b) The sample geometry.
3.6 Neutron diffraction data treatment

The following data treatment and correction procedures are more pertinent for diffraction data that are obtained by using a single wavelength of incident neutrons. For time of flight data the corrections must be performed for each neutron wavelength at each scattering angle before merging the data from individual detectors. In the notation that follows, the subscripts $S$, $C$, $V$ and $H$ are used to denote the sample, container, vanadium and heater, respectively. The superscripts $E$ and $B$ denote the experimental intensities not corrected for background scattering and the background intensities, respectively.

3.6.1 Sample environment, container and background

To extract the differential scattering cross section $\frac{d\sigma}{d\Omega}(Q)$ from the scattered intensity obtained in a neutron diffraction experiment on an amorphous sample it is necessary to first normalise the measured intensities to the incident neutron monitor count and then correct for the scattered intensity arising from the sample container, the sample environment (e.g. furnace, cryostat) and the intrinsic instrument background (arising from neutrons and electronic noise). Therefore, separate diffraction patterns need to be measured for the sample in its container in the sample environment, the empty container in the sample environment, the empty sample environment and the empty instrument. In the data analysis procedure an account must be made of the beam attenuation (from absorption and scattering) and multiple scattering events originating from the sample environment, sample container and the sample itself. The sample container is typically made from a thin walled can of mainly incoherent scattering material such as vanadium or null scattering Ti-Zr alloy.
3.6.2 Attenuation, multiple scattering and Placzek corrections

Consider first a single component sample with cylindrical geometry and no container or heater. In a real experiment, absorption or scattering events will lead to an attenuation of the overall sample scattered intensity. An attenuation factor is therefore applied to the measured diffraction intensity, as calculated using the method of Paalman and Pings [54] for a sample with cylindrical geometry. The attenuation coefficient is dependent on the scattering angle and is denoted by $A_{i,j}(\theta)$ to represent neutrons that are scattered in medium $i$ and attenuated in medium $j$. The neutrons may also undergo multiple scattering events prior to detection which must be corrected for and if the energy exchange between a neutron and target nucleus is not small by comparison to the incident neutron energy then a deviation from the static approximation necessitates the application of the Placzek [31] (inelasticity) correction. The background corrected intensity for the sample is given by

$$I_S(\theta) = I_S^E(\theta) - I_S^B(\theta) = A_{S,S}(\theta)I_S(\theta) + a(\theta)M_S(\theta), \quad (3.8)$$

where $a(\theta)$ is the diffractometer calibration factor and $M_S(\theta)$ denotes the multiple scattering cross section defined by Soper and Egelstaff [55]. The single scattered intensity for the sample $I_S(\theta)$ is given by

$$I_S(\theta) = a(\theta)N_S \left[ \frac{d\sigma}{d\Omega}(\theta) \right]_S = a(\theta)N_S \left\{ b_{coh}^2[S(Q) - 1] + (b_{coh}^2 + b_{inc}^2)(1 + P_S(\theta)) \right\}, \quad (3.9)$$

where $N_S$ is the number of sample scattering centres in the beam, $S(Q)$ is the structure factor for the sample, $b_{coh}$ and $b_{inc}$ are the coherent and incoherent scattering lengths of the sample, respectively, and $P_S(\theta)$ is the Placzek [31] correction factor for the sample. The multiple scattering cross section for the
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The diffracted intensity for a sample can be normalised to an absolute cross-section by comparison with the measured intensity of a calibrant of known scattering cross-section. Vanadium is an ideal standard as it behaves as an isotropic elastic scatterer of thermal neutrons \[ b_{\text{coh}} = -0.03824(12) \text{ fm} \] is very small such that the scattering is mostly incoherent. The diffraction pattern for a solid piece of vanadium of comparable dimensions to the sample is thus typically used to normalise neutron diffraction data. Equation 3.8 gives the background corrected intensity for a vanadium rod, normalised to the monitor counts, as

\[
I'_V(\theta) = I^E_V(\theta) - I^B_V(\theta) = A_{V,V}(\theta)I_V(\theta) + a(\theta)M_V(\theta). \tag{3.11}
\]

The single scattered intensity for the vanadium \( I_V(\theta) \) is given by

\[
I_V(\theta) = a(\theta)N_V \left[ \frac{d\sigma}{d\Omega}(\theta) \right]_V = a(\theta)N_V \left\{ \frac{\sigma_V}{4\pi}(1 + P_V(\theta)) \right\}, \tag{3.12}
\]

where \( \sigma_V = 4\pi b_{\text{inc}}^2 \) is the vanadium total scattering cross section. The multiple scattering cross section \( M_V(\theta) \) is given by

\[
M_V(\theta) = N_V A_{V,V}(\theta) \frac{\sigma_V}{4\pi} \Delta_V(\theta)(1 + P_V(\theta)). \tag{3.13}
\]
so that

\[
I'_V(\theta) = a(\theta) \left[ A_{V,V}(\theta) N_V \frac{\sigma_V}{4\pi} (1 + P_V(\theta) + N_V A_{V,V}(\theta) \frac{\sigma_V}{4\pi} \Delta_V(\theta)(1 + P_V(\theta)) \right]
\]

\[
= a(\theta) A_{V,V}(\theta) N_V \frac{\sigma_V}{4\pi} (1 + \Delta_V(\theta))(1 + P_V(\theta)). \quad (3.14)
\]

By rearranging equation 3.14, the normalisation factor \( a(\theta) \) is given by

\[
a(\theta) = \frac{I'_V(\theta) 4\pi}{A_{V,V}(\theta) N_V \sigma_V (1 + \Delta_V(\theta))(1 + P_V(\theta))}. \quad (3.15)
\]

In practice, the vanadium diffraction pattern does contain some coherent scattering contributions giving rise to the appearance of small Bragg peaks which must be removed by smoothing routines.

### 3.6.4 Corrections for a sample in a container in a heater

In general diffraction patterns are taken for a sample which is placed within a container in a specific sample environment such as a heater or a cryostat. The background corrected intensities, normalised to the monitor counts, for the sample in a container in a heater \( I'_{SCH}(\theta) \), the empty container in the heater \( I'_{C,H}(\theta) \) and the empty heater \( I'_{H}(\theta) \) are given by

\[
I'_{SCH}(\theta) = I'^E_{SCH}(\theta) - I'^B_{SCH}(\theta) = A_{S,SCH}(\theta) I_S(\theta) + A_{C,SCH}(\theta) I_C(\theta) + A_{H,SCH}(\theta) I_H(\theta) + a(\theta) M_{SCH}(\theta), \quad (3.16)
\]

\[
\]

\[
I'_H(\theta) = I'^E_{H}(\theta) - I'^B_{H}(\theta) = A_{H,H}(\theta) I_H(\theta) + a(\theta) M_{H}(\theta), \quad (3.18)
\]
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where $M_{SCH}(\theta)$, $M_{CH}(\theta)$ and $M_{H}(\theta)$ denote the multiple scattering cross-sections. Re-arranging for the single scattered intensities $I_{S}(\theta)$, $I_{C}(\theta)$ and $I_{H}(\theta)$ we find

$$I_{S}(\theta) = \frac{1}{A_{S,SCH}(\theta)} \left[ I'_{SCH}(\theta) - a(\theta)M_{SCH}(\theta) - A_{C,SCH}(\theta)I_{C}(\theta) - A_{H,SCH}(\theta)I_{H}(\theta) \right],$$  (3.19)

$$I_{C}(\theta) = \frac{1}{A_{C,CH}(\theta)} \left[ I'_{CH}(\theta) - a(\theta)M_{CH}(\theta) - A_{H,CH}(\theta)I_{H} \right],$$  (3.20)

$$I_{H}(\theta) = \frac{1}{A_{H,H}(\theta)} \left[ I'_{H}(\theta) - a(\theta)M_{H}(\theta) \right].$$  (3.21)

As in equation 3.9 the single scattered intensity for the sample is given by

$$I_{S}(\theta) = a(\theta)N_{S} \left[ \frac{d\sigma}{d\Omega}(\theta) \right]_{S}.$$  (3.22)

By substituting equations 3.21 and 3.20 into equation 3.19 and rearranging we find

$$\left[ \frac{d\sigma}{d\Omega}(\theta) \right]_{S} = \frac{1}{Q_{1}(\theta)} \left[ \left( \frac{I'_{SCH}(\theta)}{a(\theta)} - M_{SCH}(\theta) \right) \right. \right.$$

$$\left. \left. - Q_{2}(\theta) \left( \frac{I'_{CH}(\theta)}{a(\theta)} - M_{CH}(\theta) \right) \right. \right.$$

$$\left. \left. - Q_{3}(\theta) \left( \frac{I'_{H}(\theta)}{a(\theta)} - M_{H}(\theta) \right) \right] \right],$$  (3.23)

where

$$Q_{1}(\theta) = N_{S}A_{S,SCH}(\theta),$$  (3.24)

$$Q_{2}(\theta) = \frac{A_{C,SCH}(\theta)}{A_{C,CH}(\theta)},$$  (3.25)

$$Q_{3}(\theta) = \frac{1}{A_{H,H}(\theta)} \left[ A_{H,SCH}(\theta) - A_{C,SCH}(\theta) \frac{A_{H,CH}(\theta)}{A_{C,CH}(\theta)} \right].$$  (3.26)
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In the absence of a heater $Q_3(\theta) = 0$ and the subscript $H$ can be omitted so that equation 3.23 reduces to

$$\left[\frac{d\sigma}{d\Omega}(\theta)\right]_S = \frac{1}{Q_1(\theta)} \left[ \left( \frac{I_{SC}(\theta)}{a(\theta)} - M_{SC}(\theta) \right) - Q_2(\theta) \left( \frac{I_C(\theta)}{a(\theta)} - M_C(\theta) \right) \right].$$

(3.27)

For a multi-component system the differential scattering cross-section for the sample is given by equation 2.5 and the total structure factor $F(Q)$ is therefore extracted by using

$$F(Q) = \left[\frac{d\sigma}{d\Omega}(\theta)\right]_S - \sum_{a=1}^{n} c_a (b_{\text{coh},a}^2 + b_{\text{inc},a}^2)(1 + P_a(Q)).$$

(3.28)

3.7 X-ray diffraction data treatment

As in neutron diffraction, to extract the differential scattering cross section $\frac{d\sigma}{d\Omega}(Q)$ from the scattered intensity obtained in an x-ray diffraction experiment on an amorphous sample it is necessary to first normalise the measured intensities to the incident x-ray monitor count and then subtract contributions to the diffracted intensity arising from the sample container, the sample environment and the intrinsic instrument background. The attenuation corrections due to absorption are typically large for x-rays, although the absorption cross section is reduced by using a high energy incident x-ray beam. The sample containers used in the present work were made from kapton 77-80 thin films which are highly transparent to x-rays.

Consider x-ray diffraction measurements made using a slab sample geometry, as illustrated in figure 3.13. The incident beam intensity $I_0$ is attenuated by the sample giving a scattered beam intensity

$$I_1(\theta) = A_{S,S}(\theta) I_0.$$

(3.29)

In slab geometry, the self-shielding attenuation factor is calculated, using the
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Figure 3.13: Slab sample geometry where $I_0$ and $I_1$ are the intensities of the incident and scattered beam, respectively, $d$, $x$, $D$ and $t$ are distances, $2\theta$ is the scattering angle and $\alpha$ is the angle between the outward face of the sample and the incident beam.

The background corrected intensity for the sample is given by

$$I_S'(\theta) = I_S^E(\theta) - I_S^B(\theta) = A_{S,S}(\theta)I_S(\theta),$$

where $\mu$ denotes the attenuation coefficient, the distances $d$, $x$, $D$, $t$ and angle $\alpha$ are defined in figure 3.13 and $2\theta$ denotes the scattering angle. The background corrected intensity for the sample is given by

$$A_{S,S}(2\theta) = \exp \left( -\mu L \frac{\sin(\alpha)}{\sin(2\theta + \alpha)} \right) \cdot \left[ \exp \left( \frac{\{ \mu \frac{\sin(\alpha)}{\sin(2\theta + \alpha)} - \mu \} L}{\mu \frac{\sin(\alpha)}{\sin(2\theta + \alpha)} - \mu} \right) - 1 \right],$$

(3.30)
scattering cross section by

$$I_S(\theta) = a N_S \left[ \frac{d\sigma}{d\Omega} (Q) \right]_\text{Total}^X$$  \hspace{1cm} (3.32)

and $a$ is the diffractometer calibration factor which is assumed to be independent of $\theta$.

The background scattering is typically largest at small scattering angles and the attenuation of the background by the sample at low angles must be taken into account. The regions that contribute to the background scattering are shown in figure 3.14. If in the absence of a sample and container we assume a vacuum for region $\delta$, such that there is no scattering from this region, then the background intensity is given by

$$I^B_S(\theta) = I_\alpha(\theta) + I_\beta(\theta) + I_\gamma(\theta).$$  \hspace{1cm} (3.33)

If a highly absorbing sample, such as lead (Pb), is placed in the sample position, then the contribution to the background scattering from region $\beta$ is eliminated and the measured background intensity

$$I^E_Pb(\theta) = I_\alpha(\theta) + I_\gamma(\theta).$$  \hspace{1cm} (3.34)

The intensity arising from region $\beta$ with no sample in the beam can therefore be determined by

$$I_\beta(\theta) = I^B_S(\theta) - I^E_Pb(\theta).$$  \hspace{1cm} (3.35)

In the presence of a sample in region $\delta$, the background contribution from region $\beta$ is attenuated such that

$$I^E_S(\theta) = I_\alpha(\theta) + I_\gamma(\theta) + A_{S,S} \cdot I_\beta(\theta) + I^S_S(\theta).$$  \hspace{1cm} (3.36)
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Figure 3.14: The regions $\alpha$, $\beta$, $\gamma$ that contribute to background scattering in the presence of a sample in region $\delta$.

The background corrected intensity at low angles is therefore obtained from

$$I'_S(\theta) = I^E_S(\theta) - \{I_\alpha(\theta) + I_\gamma(\theta) + A_{S,S}(\theta)I_\beta(\theta)\}$$
$$= I^E_S(\theta) - \left\{I^E_{Pb}(\theta) + A_{S,S}(\theta) [I^B_S(\theta) - I^E_{Pb}(\theta)] \right\}. \quad (3.37)$$

A similar correction can be made for neutron diffraction experiments with a fixed incident wavelength where a suitable neutron absorber such as cadmium (Cd) is used in place of Pb.

There is no equivalent to vanadium, as used in neutron diffraction, for normalizing x-ray diffraction intensities. Instead the constant $a$ in equation 3.32 is used to scale $I'_S(\theta)$ until it agrees with the sum of the Compton scattering cross section and self scattering contributions at high $Q$ values to obtain the
total x-ray differential scattering cross section (see equation 2.16) where

\[
\left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{Total}}^X = \frac{I_s(\theta)}{aNSAS_s(\theta)} = \left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{Compton}}^X + \left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{Ray-T}}^X
\]

\[
= \left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{Compton}}^X + \sum_{\alpha=1}^{n} c_{\alpha} f_{\alpha}(Q)^2 + F_X(Q)
\] (3.38)

and \( F_X(Q) \to 0 \) at high \( Q \) values. The total x-ray structure factor is then obtained from

\[
F_X(Q) = \left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{Total}}^X - \left[ \frac{d\sigma}{d\Omega} (Q) \right]_{\text{Compton}}^X - \sum_{\alpha=1}^{n} c_{\alpha} f_{\alpha}(Q)^2.
\] (3.39)
4. A neutron diffraction study of molten copper halides

The work presented in this chapter is also reported in Ref. [58].

4.1 Introduction

The copper halides CuX (X = Cl, Br, I) exhibit superionic conductivity at elevated temperatures or pressures in which Cu\(^+\) cations move through a network of voids formed by an anion sub-lattice [59] leading to an exceptionally high (liquid-like) ionic conductivity whilst in the solid state [59–63]. The key structural transformations of the CuX system are summarised in table 4.1 where they are compared to AgI, a typical superionic compound. In particular, at 673 K CuI undergoes a transition into the superionic \(\alpha\)-phase which is accompanied by an increase in the self diffusion coefficient of Cu\(^+\) from the order of 10\(^{-6}\) cm\(^2\)s\(^{-1}\) in the \(\beta\)-phase to a liquid-like value of 3.5\(\cdot\)10\(^{-5}\) cm\(^2\)s\(^{-1}\) in the \(\alpha\)-phase [64]. The ionic conductivity of the superionic \(\alpha\)-phase and the molten phase is comparable at \(\approx 1 \Omega^{-1} \text{cm}^{-1}\) [62, 65]. In comparison, CuCl undergoes a transition into the \(\beta\)-phase at 681 K from which the system melts at 703 K. Despite the relatively high ionic conductivity value of \(\approx 0.1 \Omega^{-1} \text{cm}^{-1}\) [65] and a liquid-like Cu\(^+\) self diffusion coefficient [66], the \(\beta\)-phase of CuCl is not generally considered to be a true superionic phase since the cations are reported to have only a limited occupation of the interstitial voids formed by the anion sublattice [63, 67]. However, the application of a moderate pressure
Table 4.1: Summary of the phase transitions observed at temperature, $T$, in the CuX system compared to AgI. The superionic phases are denoted by *, where † denotes a phase obtainable only at elevated pressures.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Phase</th>
<th>Structure</th>
<th>$T$(K)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuCl</td>
<td>γ</td>
<td>zinc-blende</td>
<td>&lt; 681</td>
<td>[67]</td>
</tr>
<tr>
<td></td>
<td>β</td>
<td>wurtzite</td>
<td>681 → 703</td>
<td>[67]</td>
</tr>
<tr>
<td></td>
<td>melt</td>
<td></td>
<td>&lt; 703</td>
<td>[68]</td>
</tr>
<tr>
<td></td>
<td>III*</td>
<td>AgI type bcc</td>
<td>≥ 700 †</td>
<td>[67]</td>
</tr>
<tr>
<td>CuBr</td>
<td>γ</td>
<td>zinc-blende fcc</td>
<td>&lt; 664</td>
<td>[67]</td>
</tr>
<tr>
<td></td>
<td>β</td>
<td>wurtzite</td>
<td>664 → 744</td>
<td>[69]</td>
</tr>
<tr>
<td></td>
<td>α*</td>
<td>AgI type bcc</td>
<td>744 → 765</td>
<td>[69]</td>
</tr>
<tr>
<td></td>
<td>melt</td>
<td></td>
<td>&lt; 765</td>
<td>[68]</td>
</tr>
<tr>
<td>CuI</td>
<td>γ</td>
<td>zinc-blende</td>
<td>&lt; 642</td>
<td>[63]</td>
</tr>
<tr>
<td></td>
<td>β</td>
<td>hexagonal</td>
<td>642 → 680</td>
<td>[63]</td>
</tr>
<tr>
<td></td>
<td>α*</td>
<td>fcc</td>
<td>680 → 878</td>
<td>[63]</td>
</tr>
<tr>
<td></td>
<td>melt</td>
<td></td>
<td>&lt; 878</td>
<td>[68]</td>
</tr>
<tr>
<td></td>
<td>VII*</td>
<td>bcc</td>
<td>≥ 920 †</td>
<td>[63]</td>
</tr>
<tr>
<td>AgI</td>
<td>γ</td>
<td>zinc-blende</td>
<td>&lt; 420</td>
<td>[70]</td>
</tr>
<tr>
<td></td>
<td>β</td>
<td>wurtzite</td>
<td>&lt; 420</td>
<td>[70]</td>
</tr>
<tr>
<td></td>
<td>α*</td>
<td>bcc</td>
<td>420 → 831</td>
<td>[70]</td>
</tr>
<tr>
<td></td>
<td>melt</td>
<td></td>
<td>&lt; 831</td>
<td>[68]</td>
</tr>
<tr>
<td></td>
<td>III*</td>
<td>rocksalt</td>
<td>≥ ambient †</td>
<td>[63]</td>
</tr>
</tbody>
</table>

≥ 0.2 GPa at a temperature ≥ 700 K leads to the III-phase of CuCl which has a structure analogous to the ambient pressure superionic structures of α-AgI and α-CuBr [67]. This promotion of superionic behaviour at elevated pressure is counter-intuitive, since more densely packed anion sublattices will be formed reducing the free-space available for the mobile cations. Nevertheless CuI has also been shown to adopt a bcc superionic VII-phase at a moderate pressure ≥ 2 GPa at a temperature ≥ 920 K in addition to its ambient pressure superionic α-phase and AgI can be transformed at ambient temperature into a rocksalt superionic III-phase by the application of a pressure ≥ 0.5 GPa [63].

The superionic properties of CuX systems make them ideal candidates for use in solid state battery technology, particularly if the superionic-phase is sta-
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Figure 4.1: The phase diagram for the CuCl-CuI system [71]. The onset of crystallisation for the CuCl-CuI mixtures is given by the solid (black) line. The eutectic point occurs at 58 mol % CuCl. The solubility of CuCl is relatively high in CuI and forms a mixed crystalline $\delta$-phase containing up to 12 mol % CuCl. In contrast, the solubility limit of CuI in CuCl is lower forming a mixed crystalline $\omega$-phase containing only a few mol % CuI. A mixture of the $\omega$ and $\delta$ crystalline phases exists below the eutectic, as marked by the horizontal dashed (red) line.

Bilised at ambient temperature. This can be achieved via the introduction of the copper halides into network glasses to produce fast-ion conducting glasses such as CuI-CuPO$_3$ and CuI-PbI$_2$-As$_2$Se$_3$ [72–77]. It is therefore important to understand the structure of the copper halides, particularly in the superionic and molten phases, in order to provide insight into their basic physico-chemical properties and to provide sufficient criteria and constraints for developing realistic models of this system and other related materials.

The purpose of this investigation is to make a systematic study of the structure of molten $(\text{CuCl})_x(\text{CuI})_{1-x}$ ($0 \leq x \leq 1$) mixtures using neutron
diffraction. The phase diagram for the CuCl-CuI system is plotted in figure 4.1 where the minimum in the liquidus curve (or eutectic point) lies at the composition $x = 0.58$ and temperature $T = 557$ K. In the solid-phase, CuI is relatively insoluble in CuCl but does form mixed crystals containing up to 12 mol \% CuCl. The structure and properties of molten CuCl [78–97] and CuI [85–105] have been extensively studied by experiment, theory and computer simulations providing an important reference point on which to base a study of their mixtures. In particular, the full set of partial structure factors for molten CuCl were measured by Page and Mika [78] in one of the first applications of the method of isotopic substitution in neutron diffraction using the Curran and Badger I instruments at the DIDO reactor (Harwell, UK) [78]. This work was subsequently improved upon by Eisenberg et al. [106] in 1982, at the ILL reactor (Grenoble, France) using the D4 instrument, following a redetermination of the coherent neutron scattering length of the chlorine isotopes [107], which had a discrepancy of $\sim 18\%$ for $^{37}$Cl. The Reverse Monte Carlo (RMC) method has also been used to deduce the partial structure factors of molten CuI from the diffraction patterns obtained from anomalous x-ray scattering [99] or neutron and x-ray diffraction [103, 104]. Prior to this study, very limited measurements had been performed on the structure and properties of molten copper halide mixtures. However, some properties including the magnetic susceptibility, ultrasonic velocity, sound attenuation and density measurements had been made on the copper halides and their mixtures [96, 108, 109]. The magnetic susceptibility for the CuCl-CuBr melts displays a deviation from the linear dependence on composition observed for the CuBr-CuI and CuCl-CuI melts [108]. The structure of CuCl-CuBr melts has also been studied by neutron diffraction [110].

4.2 Theory

As derived in § 2.2, the coherent scattered intensity obtained by a neutron diffraction experiment on $(\text{CuCl})_x(\text{CuI})_{1-x}$ melts can be represented by the
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total structure factor $F(Q)$, defined as

\[
F(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha}c_{\beta}b_{\alpha}b_{\beta}[S_{\alpha\beta}(Q) - 1],
\]  

(4.1)

where $n = 3$ is the total number of chemical species $\alpha$ or $\beta$, $c_{\alpha}$ and $b_{\alpha}$ represent the atomic fraction and coherent neutron scattering length of chemical species $\alpha$, respectively, $S_{\alpha\beta}(Q)$ is a Faber-Ziman partial structure factor and $Q$ is the scattering vector. For the natural isotopic abundance, the coherent neutron scattering lengths are $b(\text{Cl}) = 9.5770(8)$ fm, $b(\text{Cu}) = 7.718(4)$ fm and $b(\text{I}) = 5.28(2)$ fm [30] and the weighting factors for the $S_{\alpha\beta}(Q)$ partial structure factors are listed in table 4.2. The corresponding real space information is given by the total pair distribution function $G(r)$ which is obtained by the Fourier transform

\[
G(r) = \frac{1}{2\pi^2 r n_0} \int_{0}^{\infty} Q F(Q) \sin(Qr) dQ = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha}c_{\beta}b_{\alpha}b_{\beta}[g_{\alpha\beta}(r) - 1]
\]  

(4.2)

where $n_0$ denotes the atomic number density, $g_{\alpha\beta}(r)$ is a partial pair distribution function and $r$ is a distance in real space.

Table 4.2: Weighting factors (in barn) for the $S_{\alpha\beta}(Q)$ partial structure factors in the $F(Q)$ functions of the (CuCl)$_x$(CuI)$_{1-x}$ samples.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$S_{\text{CuCu}}(Q)$</th>
<th>$S_{\text{CuCl}}(Q)$</th>
<th>$S_{\text{CuI}}(Q)$</th>
<th>$S_{\text{ClCl}}(Q)$</th>
<th>$S_{\text{II}}(Q)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1489(2)</td>
<td>0.3696(2)</td>
<td>–</td>
<td>0.22930(4)</td>
<td>–</td>
</tr>
<tr>
<td>0.801</td>
<td>0.1489(2)</td>
<td>0.29603(3)</td>
<td>0.0405(2)</td>
<td>0.14712(2)</td>
<td>0.00276(2)</td>
</tr>
<tr>
<td>0.576</td>
<td>0.1489(2)</td>
<td>0.2129(1)</td>
<td>0.0864(3)</td>
<td>0.07608(1)</td>
<td>0.01253(9)</td>
</tr>
<tr>
<td>0.294</td>
<td>0.1489(2)</td>
<td>0.10866(6)</td>
<td>0.1439(5)</td>
<td>0.019820(3)</td>
<td>0.0347(3)</td>
</tr>
<tr>
<td>0</td>
<td>0.1489(2)</td>
<td>–</td>
<td>0.2037(8)</td>
<td>–</td>
<td>0.0697(5)</td>
</tr>
</tbody>
</table>
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4.3 Experimental procedure

The experimental work was conducted in August 2000 by Salmon, Takeda and Kawakita [58] following the procedure outlined below. The data analysis and interpretation was performed by the author.

4.3.1 Sample preparation

The \((\text{CuCl})_x(\text{CuI})_{1-x}\) \((x = 1, 0.801, 0.576, 0.294, 0)\) samples were prepared by weighing \(\text{CuCl}\) (Aldrich, 99.995+%) and \(\text{CuI}\) (Aldrich, 99.999%) in the correct proportions in a dry nitrogen filled glove box to prevent contamination of the sample by atmospheric impurities. The samples were loaded into matched silica ampoules of 7 mm inner diameter and 1 mm wall thickness and sealed under vacuum. Prior to preparation, the ampoules had been cleaned using chromic acid and distilled water and thoroughly dried. The samples used in the experiment are shown in figure 4.2.

4.3.2 The SANDALS neutron diffraction experiment

Neutron diffraction experiments were performed on the \((\text{CuCl})_x(\text{CuI})_{1-x}\) samples using the SANDALS instrument with a maximum scattering vector \(Q_{\text{max}} = 49.9 \text{ Å}^{-1}\). The samples were heated to above their melting temperatures using the Leicester furnace. Diffraction patterns were taken for the samples in their silica containers in the furnace, an empty silica container in the furnace at several high temperatures, the empty furnace, the empty instrument, and a vanadium rod of diameter 8.35 mm for normalisation purposes. After eliminating non-functioning or noisy detectors, the GUDRUN analysis program [111] was used to process the data detector-by-detector, correcting for attenuation, background, multiple scattering and inelasticity effects and normalising to the vanadium standard. The results were then merged to produce the total structure factor \(F(Q)\). The neutron wavelength range used in the data analysis was limited to \(0.075 \leq \lambda (\text{Å}) \leq 4.95\), thus limiting the neutron energy to
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Figure 4.2: The $(\text{CuCl})_x(\text{CuI})_{1-x}$ samples sealed in silica ampoules and photographed after the diffraction measurements. The samples are (a) CuCl (b) $(\text{CuCl})_{0.801}(\text{CuI})_{0.199}$ (c) $(\text{CuCl})_{0.576}(\text{CuI})_{0.424}$ (d) $(\text{CuCl})_{0.294}(\text{CuI})_{0.706}$ and (e) CuI.

$14.544 \leq E_n \ (\text{eV}) \leq 3.339$ (see equation 3.3) in order to avoid the neutron resonances of iodine at 20 eV and 31 eV [112].

Self consistency checks were performed on the data sets ensuring that (i) each measured $F(Q)$ obeys the correct sum-rule given in table 4.3, (ii) the low-$r$ features in $G(r)$ oscillate about the theoretical $G(0)$ limit given in table 4.3 and (iii) the Fourier backtransform of $G(r)$ after the low-$r$ features are set to the theoretical $G(0)$ limit are in good overall agreement with the original $F(Q)$ [113].

The temperature and number density of the molten samples investigated are given in table 4.3. The number density for the CuCl-CuI mixtures at temperature $T$ (in °C) was determined from the measured molar volume $V_M$
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of CuCl and CuI [114]:

\[
V_M(\text{CuCl})(\text{cm}^3 \text{ mol}^{-1}) = 24.34 \left( 1 + 2.10 \cdot 10^{-4}T + 3.4 \cdot 10^{-8}T^2 \right),
\]

(4.3)

\[
V_M(\text{CuI})(\text{cm}^3 \text{ mol}^{-1}) = 34.71 \left( 1 + 3.83 \cdot 10^{-4}T - 5.12 \cdot 10^{-8}T^2 \right),
\]

(4.4)

and by the application of Vegard’s law which assumes a linear relationship between the molar volume of the alloy \((\text{CuCl})_x(\text{CuI})_{1-x}\) and the concentrations \(x\) and \((1 - x)\) of the constituents such that

\[
V_M((\text{CuCl})_x(\text{CuI})_{1-x}) = xV_M(\text{CuCl}) + (1 - x)V_M(\text{CuI}).
\]

(4.5)

It is noted that there does exist, for CuCl-CuBr melts, a discrepancy between the measured molar volume and the value calculated from Vegard’s law, but this is small at \(\lesssim 3\%\) [109].

Table 4.3: Experimental parameters for the \((\text{CuCl})_x(\text{CuI})_{1-x}\) melts studied using neutron diffraction. The temperature \(T\) is given together with the atomic number density \(n_0\), theoretical \(G(0)\) limits and sum rule value for each sample.

<table>
<thead>
<tr>
<th>(x)</th>
<th>(T)(K)</th>
<th>(n_0) ((\text{Å}^{-3}))</th>
<th>(G(0)) (barn)</th>
<th>Sum rule (barn (\text{Å}^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>733(3)</td>
<td>0.0448(5)</td>
<td>-0.7478(4)</td>
<td>-0.661(7)</td>
</tr>
<tr>
<td>0.801</td>
<td>693(3)</td>
<td>0.0411(3)</td>
<td>-0.6757(5)</td>
<td>-0.548(4)</td>
</tr>
<tr>
<td>0.576</td>
<td>613(3)</td>
<td>0.0381(3)</td>
<td>-0.5985(7)</td>
<td>-0.450(4)</td>
</tr>
<tr>
<td>0.576</td>
<td>873(3)</td>
<td>0.0357(3)</td>
<td>-0.5985(7)</td>
<td>-0.422(4)</td>
</tr>
<tr>
<td>0.294</td>
<td>773(3)</td>
<td>0.0342(3)</td>
<td>-0.5085(10)</td>
<td>-0.343(3)</td>
</tr>
<tr>
<td>0</td>
<td>933(3)</td>
<td>0.0282(3)</td>
<td>-0.4224(10)</td>
<td>-0.235(3)</td>
</tr>
</tbody>
</table>

4.4 Results

The measured total structure factors \(F(Q)\) for the \((\text{CuCl})_x(\text{CuI})_{1-x}\) melts are plotted in figure 4.3. The \(F(Q)\) functions for molten CuCl and CuI are in good overall agreement with the previous neutron diffraction results also plotted in figures 4.3 (a) and (f) [103, 106]. Oscillations are visible in the \(F(Q)\) functions
Figure 4.3: The measured total structure factors $F(Q)$ for (a) CuCl at 733 K, (b) (CuCl)$_{0.801}$(CuI)$_{0.199}$ at 693 K, (c) (CuCl)$_{0.576}$(CuI)$_{0.424}$ at 613 K, (d) (CuCl)$_{0.576}$(CuI)$_{0.424}$ at 873 K, (e) (CuCl)$_{0.294}$(CuI)$_{0.706}$ at 773 K and (f) CuI at 933 K. The bars represent the statistical errors and the solid (red) curves are the Fourier back-transform of the corresponding $G(r)$ functions given in figure 4.4 after the un-physical low-$r$ oscillations are set to their theoretical $G(0)$ limit. The dashed (blue) curve shows the $F(Q)$ function measured for (a) CuCl at 773 K by Eisenberg et al. [106] or (f) CuI at 923 K by Takeda et al. [103]
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Figure 4.4: The total pair distribution functions $G(r)$ for (a) CuCl at 733 K, (b) $(\text{CuCl})_{0.801}(\text{CuI})_{0.199}$ at 693 K, (c) $(\text{CuCl})_{0.576}(\text{CuI})_{0.424}$ at 613 K, (d) $(\text{CuCl})_{0.576}(\text{CuI})_{0.424}$ at 873 K, (e) $(\text{CuCl})_{0.294}(\text{CuI})_{0.706}$ at 773 K and (f) CuI at 933 K as obtained by Fourier transforming the corresponding $F(Q)$ functions shown in figure 4.3 after making a Harwell spline fit [115] to the data and truncating at $Q_{\text{max}} = 20$ Å$^{-1}$ (a-c) or applying a cosine window function between $\approx$ 18 and 20 Å$^{-1}$ (d-f). The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
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Table 4.4: The leading peak positions in the measured $F(Q)$ and $G(r)$ functions for (CuCl)$_x$(CuI)$_{1-x}$ melts at temperature $T$. For CuCl ($x = 1$) there is no FSDP in $F(Q)$ at $\approx 1$ Å$^{-1}$. For CuCl and CuI ($x = 0$) the first physical peak in $G(r)$ is asymmetric but the shoulders at 2.57(2) and 2.84(2) Å, respectively, are not listed.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$T$ (K)</th>
<th>$q_1$ (Å$^{-1}$)</th>
<th>$q_2$ (Å$^{-1}$)</th>
<th>$q_3$ (Å$^{-1}$)</th>
<th>$r_1$ (Å)</th>
<th>$r_2$ (Å)</th>
<th>$r_3$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>733</td>
<td>-</td>
<td>2.00(2)</td>
<td>3.49(2)</td>
<td>2.23(2)</td>
<td>-</td>
<td>3.80(3)</td>
</tr>
<tr>
<td>0.801</td>
<td>693</td>
<td>1.07(2)</td>
<td>1.96(2)</td>
<td>3.39(2)</td>
<td>2.25(2)</td>
<td>2.57(2)</td>
<td>3.95(2)</td>
</tr>
<tr>
<td>0.576</td>
<td>613</td>
<td>0.94(2)</td>
<td>1.93(2)</td>
<td>3.30(2)</td>
<td>2.27(2)</td>
<td>2.57(2)</td>
<td>4.09(3)</td>
</tr>
<tr>
<td>0.576</td>
<td>873</td>
<td>0.92(2)</td>
<td>1.90(2)</td>
<td>3.27(2)</td>
<td>2.28(2)</td>
<td>2.58(2)</td>
<td>4.10(3)</td>
</tr>
<tr>
<td>0.294</td>
<td>773</td>
<td>0.90(2)</td>
<td>1.86(2)</td>
<td>3.18(2)</td>
<td>2.25(2)</td>
<td>2.54(2)</td>
<td>4.14(3)</td>
</tr>
<tr>
<td>0</td>
<td>933</td>
<td>0.88(2)</td>
<td>1.79(2)</td>
<td>3.04(2)</td>
<td>-</td>
<td>2.53(2)</td>
<td>4.52(3)</td>
</tr>
</tbody>
</table>

out to 20 Å$^{-1}$. This is an improvement on the $F(Q)$ obtained previously for molten CuCl by Eisenberg et al. [106], measured using a neutron wavelength of 0.696 Å and $Q_{\text{max}} = 17$ Å$^{-1}$, where structural features were lost beyond $\approx 11.25$ Å$^{-1}$ due to poor statistical precision. The total pair-distribution functions $G(r)$ are plotted in figure 4.4 and were obtained by Fourier transforming the corresponding $F(Q)$ after making a Harwell spline fit [115] to the data and applying either a straight forward truncation at 20 Å$^{-1}$ ($x = 1, 0.801, 0.576$ at 613 K) or by applying a smooth cosine window function between $\approx 18$ and 20 Å$^{-1}$ ($x = 0, 0.294, 0.576$ at 873 K). The positions of the leading peaks in reciprocal and real space are listed in table 4.4.

The measured $F(Q)$ for molten CuCl exhibits a sharp principal peak at 2.00(2) Å$^{-1}$ which undergoes a progressive reduction in intensity with the exchange of halide ion from Cl$^-$ to I$^-$. With the exception of CuCl, all of the $F(Q)$ functions exhibit a first sharp diffraction peak (FSDP) at $\approx 1$ Å$^{-1}$, indicative of ordering on an intermediate length scale [116], which increases in intensity whilst tending to a lower $Q$ value with increasing I$^-$ concentration. The measured $F(Q)$ for molten CuI exhibits a principal peak at 1.79(2) Å$^{-1}$ and an FSDP at 0.88(2) Å$^{-1}$. The features in the measured $F(Q)$ functions for the CuCl-CuI mixtures are qualitatively reproduced in figure 4.5 by su-
perposing the $F(Q)$ for pure CuCl at 733 K and CuI at 933 K weighted by the corresponding concentrations $x$ and $(1 - x)$ such that the reconstructed total structure factor \( \text{res} F(Q) = x^{\text{CuCl}} F(Q) + (1 - x)^{\text{CuI}} F(Q) \). A comparison of the partial structure factors $S_{\alpha\beta}(Q)$ for CuCl and CuI, plotted in figures 4.7 and 4.11 respectively, suggests that the FSDP in CuI results from the Cu-Cu correlations.

The measured $G(r)$ functions do not show any distinct structure beyond the second coordination shell. The first peak in $G(r)$ at 2.23(2) \( \text{Å} \) for molten CuCl arises from the nearest neighbour Cu-Cl correlations, as evident from the partial pair distribution functions $g_{\alpha\beta}(r)$ plotted in figure 4.8. Similarly, the first peak in $G(r)$ at 2.53(2) \( \text{Å} \) for molten CuI arises from the nearest neighbour Cu-I correlations, as evident from the $g_{\alpha\beta}(r)$ functions plotted in figure 4.12. It is also clear from the $g_{\text{CuCu}}(r)$ partial pair distribution functions that the Cu-Cu correlations penetrate into the first coordination shell accounting for the asymmetry observed on the first peak in $G(r)$ for CuCl and CuI. In the measured $G(r)$ functions for the molten CuCl-CuI mixtures, a shoulder appears on the nearest neighbour peak. This shoulder at $\approx 2.5$ \( \text{Å} \) results from the introduction of nearest neighbour Cu-I correlations and increases in intensity as the halide ion is exchanged from Cl\(^-\) to I\(^-\). The $x = 0.576$ mixture was measured at two different temperatures and the nearest neighbour Cu-Cl and Cu-I correlations are resolved in the $G(r)$ function at 613 K, as shown in figure 4.4 (c). However, as shown in figure 4.4 (d), the resolution of the two peaks is lost after increasing the temperature to 873 K. The nearest neighbour peak in $G(r)$ shifts to larger $r$ and reduces in intensity with increasing I\(^-\) concentration, consistent with an increase in the mean anion radius and a reduction in the mean anion coherent scattering length. The observed features in the measured $G(r)$ functions for the CuCl-CuI mixtures are also qualitatively reproduced by superposing the $G(r)$ functions of the pure CuCl and CuI components, as shown in figure 4.6.
Figure 4.5: The total structure factors $F(Q)$ for the $(\text{CuCl})_x(\text{CuI})_{1-x}$ melts given in figure 4.3 (error bars), where (a) $x = 0.801$ at 693 K, (b) $x = 0.576$ at 613 K, (c) $x = 0.576$ at 873 K, and (d) $x = 0.294$ at 773 K, compared to their reconstruction $\text{rec}F(Q)$ (solid red curves) from the measured $\text{CuCl}F(Q)$ for CuCl at 733 K and $\text{CuI}F(Q)$ for CuI at 933 K, where $\text{rec}F(Q) = x\text{CuCl}F(Q) + (1 - x)\text{CuI}F(Q)$.
Figure 4.6: The total pair distribution functions $G(r)$ for the $(\text{CuCl})_x(\text{CuI})_{1-x}$ mixtures given in figure 4.4 (solid black curves), where (a) $x = 0.801$ at 693 K, (b) $x = 0.576$ at 613 K, (c) $x = 0.576$ at 873 K, and (d) $x = 0.294$ at 773 K, compared to their reconstruction $\text{rec}G(r)$ (dashed red curves) from the measured $\text{CuCl}G(r)$ for CuCl at 733 K and $\text{CuI}G(r)$ for CuI at 933 K, where $\text{rec}G(r) = x\text{CuCl}G(r) + (1 - x)\text{CuI}G(r)$. 
4.5 Discussion

4.5.1 The structure of molten CuCl

The partial pair distribution functions \( g_{\alpha\beta}(r) \) for molten CuCl at 773 K from Eisenberg et al. [106] are plotted in figure 4.8. These functions were obtained by Fourier transforming the partial structure factors \( S_{\alpha\beta}(Q) \), from Eisenberg et al. [106] plotted in figure 4.7, after they had been multiplied by a Bartlett modification function \( M(Q) = 1 - (|Q|/Q_{\text{max}}) \) for \( |Q| \leq Q_{\text{max}} \), \( M(Q) = 0 \) for \( |Q| > Q_{\text{max}} \) with a low \( Q_{\text{max}} \) value of 9.73 \( \text{Å}^{-1} \) chosen to coincide with a node of the \( S_{\alpha\beta}(Q) \) functions [106]. The \( g_{\alpha\beta}(r) \) functions obtained by McGreevy and Pusztai [117] are also plotted, where the RMC method was used to deduce these functions from the \( F(Q) \) obtained by Eisenberg et al. [106]. Although the measured \( F(Q) \) for CuCl at 733 K is in good overall agreement with the \( F(Q) \) obtained from Eisenberg et al. [106] (see figure 4.9 (a)), it is clear, by comparison of the measured \( G(r) \) for CuCl at 733 K and the \( G(r) \) functions derived by applying equation 4.2 to the Eisenberg et al. [106] and McGreevy and Pusztai [117] \( g_{\alpha\beta}(r) \) functions, that the application of the Bartlett modification function leads to a relative broadening in the nearest neighbour peak (see figure 4.10 (a)). However, despite the discrepancies between the Eisenberg et al. [106] and McGreevy and Pusztai [117] \( g_{\alpha\beta}(r) \) functions, both results show that molten CuCl is characterised by a relatively featureless \( g_{\text{CuCl}}(r) \) function that penetrates deeply into the first peak arising from the nearest neighbour Cu-Cl correlations. In the \( \beta \)-phase of CuCl the Cu\(^+ \) ions are highly mobile and occupy tetrahedral holes in an hcp sublattice of chloride ions [67]. In the liquid, the Cu-Cl coordination number \( \bar{n}_{\text{Cu}}^{\text{Cl}} = 3.0(7) - 3.4 \) [83, 106] with a large degree of first shell penetration by Cu-Cu correlations (see figure 4.8).

It was evident from the early work of Page and Mika [78] that the structure of liquid CuCl was not typical of other molten salts, for example the structure of NaCl subsequently measured by Edwards et al. [118] and revised by Biggin and Enderby [119], for which the anion-anion and cation-cation partial structure factors are similar. The structure does, however, resemble that of molten...
Figure 4.7: The partial structure factors $S_{\alpha\beta}(Q)$ for molten CuCl obtained from isotopic substitution in neutron diffraction (IS-ND) by Eisenberg et al. [106] (solid black curves) and from Molecular Dynamics simulations with Rahman-Vashishta-Parrinello effective pair potentials (RVP-MD) by Trullàs [91] using rigid ion model (RIM-RVP-MD) (solid red curves) and polarisable ion model (PIM-RVP-MD) (dashed blue curves) potentials.
Figure 4.8: The partial pair distribution functions $g_{\alpha\beta}(r)$ for molten CuCl obtained from isotopic substitution in neutron diffraction (IS-ND) by Eisenberg et al. [106] (solid black curves), from a Reverse Monte Carlo fit to the neutron diffraction $F(Q)$ [106] (ND-RMC) by McGreevy and Pusztai [117] (solid red curve) and from Molecular Dynamics simulations with Rahman-Vashishta-Parrinello effective pair potentials (RVP-MD) by Trullàs [91] using rigid ion model (RIM-RVP-MD) (dashed blue curve) and polarisable ion model (PIM-RVP-MD) (chained black curve) potentials.
Figure 4.9: The weighted sum of the $S_{\alpha\beta}(Q)$ functions, using equation 4.1, obtained for (a) CuCl (see figure 4.7) and (b) CuI (see figure 4.11), using isotopic substitution in neutron diffraction (IS-ND) [106], Molecular Dynamics simulations with Rahman-Vashishta-Parrinello effective pair potentials (RVP-MD) using rigid ion model (RIM-RVP-MD) or polarisable ion model (PIM-RVP-MD) potentials [91], neutron and x-ray diffraction with RMC (NXD-RMC) [103], ab initio Molecular Dynamics (ab-MD) [101] or anomalous x-ray scattering with RMC (AXS-RMC) [99]. The corresponding total structure factors $F(Q)$ measured in the present study for CuCl and CuI are plotted for comparison (black curves).
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Figure 4.10: The weighted sum of the $g_{\alpha\beta}(r)$ functions, using equation 4.2, obtained for (a) CuCl (see figure 4.8) and (b) CuI as (see figure 4.12), using isotopic substitution in neutron diffraction (IS-ND) [106], neutron diffraction with RMC [117], Molecular Dynamics simulations with Rahman-Vashishta-Parrinello effective pair potentials (RVP-MD) using rigid ion model (RIM-RVP-MD) or polarisable ion model (PIM-RVP-MD) potentials [91], neutron and x-ray diffraction with RMC (NXD-RMC) [103], ab initio Molecular Dynamics (ab-MD) [101] or anomalous x-ray scattering with RMC (AXS-RMC) [99]. The corresponding total pair distribution functions $G(r)$ measured in the present study for CuCl and CuI are plotted for comparison (black curves).
LiCl [117, 120] in which the Li\(^+\) radius of 0.59 Å is comparable to the Cu\(^+\) radius of 0.60 Å [121] (for 4-fold coordination). Page and Mika [78] could not explain the observed differences between the Cu-Cu and Cl-Cl partial structure factors by considering a purely ionic system and instead proposed a partially covalent bonding scheme whereby several Cl\(^-\) ions can associate with one Cu\(^+\) ion in the form (CuCl\(_n\))\(^{n-}\) leading to an excess of Cu\(^+\) ions. These excess ions effectively form a plasma, accounting for the lack of structure in the \(g_{\mathrm{CuCu}}(r)\) partial pair distribution function.

An entirely molecular interpretation of the structure of molten CuCl was proposed by Powles [79] in which the liquid comprises covalently bonded diatomic units of CuCl with dissociating Cu\(^+\) ions. Similar work by Bhatia and Ratti [81] suggest the formation of CuCl\(_2\) units. However, Gillan [80] criticised Powles approach for failing to consider the effect of orientational correlations between the molecules. Gillan showed that taking these correlations into account has a substantial effect on the Cu-Cl and Cu-Cu pair distribution functions. Moreover, this molecular model is inconsistent with the coordination number \(n_{\mathrm{Cl}}^{\mathrm{Cu}} = 3.0(7)\) subsequently measured by Eisenberg et al. [106]. It also conflicts with the measured physical properties of liquid CuCl, including the high ionic conductivity of the liquid (\(\approx 1\ \Omega^{-1}\ \text{cm}^{-1}\)), and the relatively long nuclear magnetic resonance relaxation time [82, 83] which are indicative of an ionic system. Nevertheless, there are several properties of molten CuCl that point to only a partially ionic system including its molar volume, entropy change on fusion, viscosity and self-diffusion coefficient [78, 106]. A covalent bonding character is also suggested by the discrepancy between the sum of the ionic radii of Cu\(^+\) at 0.6 Å and Cl\(^-\) at 1.81 Å and the measured nearest neighbour distance of 2.23(2) Å.

Ginoza et al. [84] suggest that the structural features observed in CuCl are typical of systems that melt from the superionic phase. In fact, the full set of partial structure factors for molten CuBr was determined by Allen and Howe [122] in 1992 using isotopic substitution in neutron diffraction and the results showed very similar structural features to CuCl, namely (i) featureless Cu-Cu
pair correlation functions in both $Q$- and $r$-space, (ii) considerable asymmetry between the Cu-Cu and Br-Br pair distribution functions and (iii) a large degree of first-shell penetration by the copper ions. In order to fully understand and successfully model the structure of molten CuCl and other CuX systems, it is suggested that proper attention should be given to the structure of the solid prior to melting [84]. For example, the mobility of the cations in the superionic phase of the copper halides is enhanced by the ability of the cations to form mixed ionic-covalent bonds at each intermediate position in their diffusion pathway [60, 61, 63]. If retained in the molten phase, this mechanism would explain the partial covalent nature observed in molten CuCl. The diffuse Cu-Cu partial structure factor, small entropy of fusion and comparable conductivity of molten CuCl in relation to the other molten alkali halides can also be understood if the molten structure retains a memory of the structure from the $\beta$-phase.

Many of the contemporary models for CuCl and other CuX systems [85–91, 123] use molecular dynamics simulations with Rahman-Vashishta-Parrinello [124, 125] effective pair potentials (RVP-MD). The $S_{\alpha\beta}(Q)$ and $g_{\alpha\beta}(r)$ functions for molten CuCl at 773 K obtained by Trullàs [91] using the standard rigid ion model RVP potentials (RIM-RVP-MD) and a polarisable ion model interaction scheme (PIM-RVP-MD) are plotted in figures 4.7 and 4.8. In PIM-RVP-MD, non-integer effective charges are used on the ions to mimic the effect of the ‘covalent’ interactions. The weighted sum of the RVP-MD $S_{\alpha\beta}(Q)$ and $g_{\alpha\beta}(r)$ functions, according to equations 4.1 and 4.2, are plotted in figures 4.9 (a) and 4.10 (a), respectively. The RVP-MD results are in good overall agreement with the $S_{\alpha\beta}(Q)$ functions obtained by Eisenberg et al. [106], (although the latter appear shifted to higher $Q$ by $\approx 0.2$ Å$^{-1}$). However, it appears that the PIM result is in better agreement with the $S_{CuCu}(Q)$ partial from Eisenberg et al. [106] exhibiting less structure than the RIM result and suggesting that polarisation effects are an important consideration when modelling these systems.


4.5.2 The structure of molten CuI

The RMC method has been applied to the diffraction patterns of molten CuI, measured by Waseda et al. [99] using anomalous x-ray scattering at 940 K and by Takeda et al. [103] using a combination of neutron and x-ray diffraction at 923 K, where the resulting partial structure factors $S_{\alpha\beta}(Q)$ and corresponding partial pair distribution functions $g_{\alpha\beta}(r)$ are plotted in figures 4.11 and 4.12 respectively. The short range part of $g_{\text{Cu}(r)}$ and $g_{\text{CuCu}(r)}$ obtained by Trapananti et al. [100] using x-ray absorption spectroscopy at 903 K are also plotted. The weighted sum of the $S_{\alpha\beta}(Q)$ and $g_{\alpha\beta}(r)$ functions according to equations 4.1 and 4.2 are shown in figures 4.9 (b) and 4.10 (b), respectively. The results of the Waseda et al. [99] and Takeda et al. [103] accurately reproduce the measured $F(Q)$ and $G(r)$ functions for CuI measured at 933 K. CuI shows several of the structural characteristics found for molten CuCl (see figure 4.8) and CuBr [99, 122, 126, 127], namely a relatively featureless $g_{\text{CuCu}(r)}$ function that penetrates deeply into the Cu-X nearest neighbour correlations. In the superionic $\alpha$-phase of CuI the Cu$^+$ ions are highly mobile and occupy tetrahedral sites in an fcc iodine sublattice [128]. In the liquid the coordination number $n_{\text{Cu}}^1 \simeq 2.7$ [104]. The discrepancy between the nearest neighbour Cu-I distance of 2.53(2) Å and the sum of the ionic radii of Cu$^+$ at 0.6 Å and I$^-$ at 2.20 Å [121] is larger for CuI than for CuCl. This is supported by the smaller ionicity $f_i$ of 0.692 for CuI compared to 0.746 for CuCl, according to the Philips electronegativity scale [129]. It is argued that compounds with $f_i$ greater than 0.785 do not exhibit superionic behaviour, since the cation is constrained near the anions due to strong Coulombic attraction, resulting in zero diffusion [130].

In figure 4.13 a comparison is made between the $g_{\alpha\beta}(r)$ functions from Chahid and McGreevy [131], obtained by applying the RMC method to neutron diffraction patterns for the superionic $\alpha$-phase of CuI at 713 K, and from Takeda et al. [103] for the molten phase of CuI at 923 K. The measured $G(r)$ function for molten CuI at 933 K is also plotted in comparison to the $G(r)$ deduced from the weighted sum of the $g_{\alpha\beta}(r)$ functions of Chahid and Mc-
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Figure 4.11: The partial structure factors $S_{\alpha\beta}(Q)$ for molten CuI obtained from anomalous x-ray scattering at 940 K with RMC (AXS-RMC) by Waseda et al. [99] (solid black curve), neutron and x-ray diffraction at 923 K with RMC (NXD-RMC) by Takeda et al. [103] (solid red curve), Rahman-Vashista-Parrinello Molecular Dynamics at 938 K using rigid ion model (RIM-RVP-MD) potentials by Trullàs [91] (chained black curve) and ab initio Molecular Dynamics (ab-MD) at 900 K by Shimojo et al. [101] (dashed blue curve).
Figure 4.12: The partial pair distribution functions $g_{\alpha\beta}(r)$ for molten CuI obtained from anomalous x-ray scattering at 940 K with RMC (AXS-RMC) by Waseda et al. [99] (solid black curve), neutron and x-ray diffraction at 923 K with RMC (NXD-RMC) by Takeda et al. [103] (solid red curve), Rahman-Vashishta-Parrinello Molecular Dynamics at 938 K using rigid ion model (RIM-RVP-MD) potentials by Trullàs [91] (chained black curve), ab initio Molecular Dynamics (ab-MD) at 900 K by Shimojo et al. [101] (dashed blue curve) and x-ray absorption spectroscopy (XAS) at 903 K by Trapananti et al. [100] (black open circles).
Figure 4.13: Comparison between the solid and molten structures of CuI. (a) - (c) The partial pair distribution functions $g_{\alpha\beta}(r)$ for the melt at 923 K (solid black curve), as obtained from an RMC analysis of neutron and x-ray diffraction data by Takeda et al. [103], compared to the superionic $\alpha$-phase at 713 K (solid red curve), as obtained from an RMC analysis of neutron diffraction data by Chahid and McGreevy [131]. (d) The measured total pair distribution function $G(r)$ for the melt at 933 K from figure 4.4 (a) (solid black curve) compared to the weighted sum of the $g_{\alpha\beta}(r)$ partial pair distribution functions, using equation 4.2, for the superionic $\alpha$-phase at 713 K (solid red curve) in (a) - (c) and the weighted sum of the $g_{\alpha\beta}(r)$ partial pair distribution functions, using equation 4.2, for the zinc-blende phase at 298 K (dashed blue curve) given by Chahid and McGreevy [131].
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Greevy [131], using equation 4.2, for the crystalline zinc-blende phase of CuI at 298 K and the superionic $\alpha$-phase of CuI at 713 K. A remarkable similarity is observed between the local structure of the liquid and solid superionic phase. This reflects the assertion made by Ginoza et al. [84] and the measured structure of other superionic systems and their melts, for example AgI [132], CuBr [122, 127], Ag$_2$Se [133] and Ag$_2$Te [134], suggesting that the structure of the melt does indeed retain a memory of the structure of the solid superionic phase i.e. liquid like correlations are present in the high temperature phases of these materials. In the present work, the diffuse Cu-Cu partial pair distribution function in the molten CuX system can be attributed to the high mobility of the Cu$^+$ ions through the interstitial sites of the X$^-$ sublattice, as in the superionic solid-phase.

As for CuCl, RVP-MD simulations have also been performed on the solid and liquid phases of CuI using non integer ionic charges to take into account the partially covalent character of the bonding [85–87, 89–91, 123, 130, 135–139]. Recently, *ab initio* molecular dynamics (*ab*-MD) simulations have been employed to model the superionic and liquid phases of CuI [101, 105, 140]. The partial structure factors $S_{\alpha\beta}(Q)$ and partial pair distribution functions $g_{\alpha\beta}(r)$ for molten CuI, deduced by Trullàs [91] at 938 K using RIM-RVP-MD simulations and at 903 K using *ab*-MD simulations by Shimojo et al. [101], are plotted for comparison with the experimentally derived functions in figures 4.11 and 4.12. The results obtained from the RVP-MD simulations do not reproduce the measured structure of molten CuI or the superionic $\alpha$-phase [100, 131, 136]. For example, they do not reproduce the measured FSDP at 0.88(2) Å$^{-1}$ in the $F(Q)$ or $S_{CuCu}(Q)$ functions. Conversely, the *ab initio* calculations do predict the general features in these functions, however, the FSDP is too large and the $g_{CuCu}(r)$ partial pair distribution function is not precisely reproduced showing greater structure (see figures 4.9 (b) and 4.10 (b)). The authors attribute these discrepancies to (i) the cubic supercell (144 atoms: 72Cu + 72I) used being of insufficient size to accurately reproduce the collective motion of atoms, or (ii) an incorrect interatomic interaction resulting from the generalised gradient
approximation used in the density functional theory [105].

The \textit{ab}-MD simulations of Shimojo and Aniya [140] for the superionic $\alpha$-phase of CuI indicate a time evolution of the Cu-I bonding interactions as the Cu$^+$ ions diffuse through the I$^-$ sublattice, as illustrated in figure 4.14. The \textit{ab}-MD simulations for molten CuI by Shimojo \textit{et al.} [101] show almost no covalent character for the I-I interactions but a partial covalent character for both the Cu-I and the Cu-Cu interactions [101, 105], which accounts for the anomalously short Cu-Cu distance. The inadequacy of an effective pair potential approach is therefore partly due to a failure to properly account for the covalent character of the bonding in CuI.

Figure 4.14: The isosurface of electron density at 0.022 a.u. around the Cu$^+$ ion in $\alpha$-CuI. The Cu$^+$ ions may occupy either (a) tetrahedral sites or (b) octahedral sites. Although the Cu$^+$ ions prefer to occupy the tetrahedral sites, they must pass through an octahedral site along their diffusion pathway between tetrahedral sites. [140].
4.5.3 The structure of molten CuCl-CuI mixtures

As shown in figures 4.5 and 4.6 the structure of the \((\text{CuCl})_x(\text{CuI})_{1-x}\) melts can be qualitatively reproduced by a superposition of either the \(F(Q)\) or \(G(r)\) functions of the pure components. However, despite this qualitative agreement, caution is needed in interpreting the mixtures in this way since no account is taken for the effects of mixing on the liquid structure and although the Cu-X partial structure factors have the correct weighting, the X-X correlations are given an incorrect weighting.

In order to successfully model the structure of molten CuCl-CuI mixtures it is first necessary to improve existing models for the pure components. As shown in the case of CuCl, one approach is to use the polarisable ion model where induced dipole polarisation effects are added to the rigid ion model RVP pair potentials. However, this approach may not take into account the covalent character of bonding in the CuI system, as indicated by the \(ab\)-MD simulation results of Shimojo \textit{et al.} [101, 105, 140] which shows the co-existence of both ionic and covalent bonding in the crystalline \(\alpha\) (figure 4.14) and molten phases of CuI. However, as figures 4.11 and 4.12 show, even the \(ab\)-MD results do not entirely reproduce the structure of CuI as obtained by experimental methods.

4.6 Conclusions

The structure of molten CuCl, CuI and \((\text{CuCl})_x(\text{CuI})_{1-x}\) \((0 \leq x \leq 1)\) mixtures was investigated at the total structure level by using neutron diffraction. The results for CuCl show that the \(g_{\alpha\beta}(r)\) functions reported by Eisenberg \textit{et al.} [106] are artificially broadened, consistent with the use by these authors of a modification function with a small \(Q_{\text{max}}\) value. The measured \(G(r)\) function for CuI at 933 K shows structural features very similar to those found in the superionic \(\alpha\)-phase. This characteristic is common to other compounds which melt from a superionic phase.

The results show that the RIM-RVP effective potentials do not reproduce the structure of molten CuI, although they do produce a better representation
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of the structure in CuCl with improved agreement still if polarisation effects are included. In order to make a realistic attempt at accounting for the structure of the CuCl-CuI system, the existing models for CuCl and CuI must be improved. The results of \textit{ab initio} molecular dynamics simulations for CuI do provide better agreement with the experimental results although this method still does not sufficiently reproduce the Cu-Cu correlations.

Further experimental measurements are required to obtain accurate partial structure factors for both molten CuI and the CuCl-CuI mixtures. This could be achieved by employing the method of isotopic substitution in neutron diffraction, to obtain the full set of partial structure factors in CuI and the Cu-Cu partial structure factor in the ternary CuCl-CuI system.
5. Structure of La/Ce-Ge-Ga-S glasses by the method of isomorphic substitution in neutron diffraction

5.1 Introduction

Glasses containing luminescent rare earth ions are frequently used in modern technology, particularly in optoelectronics as fibre amplifiers and solid-state lasers [141]. The development of novel glass hosts to increase the effectiveness and capability of optoelectronic systems is an area of current research that is receiving much attention (see Ref. [142] for a recent review). Specifically, chalcogenide glasses are promising hosts for rare earth ions and for use as infra-red transmitting and luminescent materials [143–145]. The experimental determination of the structure of rare earth chalcogenide glasses is therefore of significant technological and scientific interest and will assist, for example, the development of structural models that can aid the engineering of these materials with specific functional properties for use in optoelectronic devices. The main objectives of this investigation are to provide new insight into (i) the structural transformations that enhance rare earth solubility when Ga is incorporated into Ge-S/Se glasses, (ii) the effect on the glass structure of incorporating either small or large rare earth ions, and (iii) the effect on the
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glass structure of exchanging the chalcogen from S to Se.

The general properties of rare earth ions and their incorporation into chalcogenide glasses are discussed below. The remainder of the chapter reports on an experimental study using neutron diffraction to investigate the structure of La/Ce-Ge-Ga-S glasses. Further experimental studies on La/Ce-Ge-Ga-Se glasses using neutron diffraction and Y/Ho-Ge-Ga-Se glasses using high energy x-ray diffraction are reported in chapters 6 and 7, respectively.

5.1.1 Rare earth isomorphism

Table 5.1: The electronic configurations for the lanthanoid elements [146].

<table>
<thead>
<tr>
<th>Element</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>57La</td>
<td>s</td>
<td>s p</td>
<td>s p d</td>
<td>s p d f</td>
<td>s p d f</td>
<td>s p d f</td>
</tr>
<tr>
<td>58Ce</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 ..</td>
<td>2 6 1 ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>59Pr</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 2*</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>60Nd</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 4</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>61Pm</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 5</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>62Sm</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 6</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>63Eu</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 7</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>64Gd</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 7</td>
<td>2 6 1 ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>65Tb</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 9*</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>66Dy</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 10</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>67Ho</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 11</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>68Er</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 12</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>69Tm</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 13</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>70Yb</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 14</td>
<td>2 6 .. ..</td>
<td>2 .. .. ..</td>
</tr>
<tr>
<td>71Lu</td>
<td>2</td>
<td>2 6</td>
<td>2 6 10</td>
<td>2 6 10 14</td>
<td>2 6 1 ..</td>
<td>2 .. .. ..</td>
</tr>
</tbody>
</table>

The rare earth elements, namely scandium (\(^{21}\)Sc), yttrium (\(^{39}\)Y) and lanthanum (\(^{57}\)La) through to lutetium (\(^{71}\)Lu) have similar physical and chemical properties and adjacent ions can share a common structural chemistry [146]. These similarities can be quantified by comparison of the Pettifor chemical
parameters of each element which form a phenomenological scale used to characterise the structure of binary compounds with a given stoichiometry [147]. The properties of the rare earth elements result from the progressive addition of electrons into the 4f orbitals along the lanthanoid series ($^{58}$Ce to $^{71}$Lu). Since ($^{21}$Sc), ($^{39}$Y) and ($^{57}$La) do not have any 4f electrons, they are excluded from the lanthanoid series but nevertheless exhibit many characteristics indistinguishable from the lanthanoids. The electronic configuration of a neutral lanthanum atom may be considered equivalent to a xenon core with three additional electrons in the higher energy 5d and 6s orbitals. As the nuclear charge increases along the lanthanoid series, electrons fill the 4f orbital (see table 5.1) and are drawn into the core xenon orbital structure by strong electromagnetic attraction. The deep lying 4f electron shell is thus sufficiently removed from the valency shell that adjacent rare earth elements often form isostructural compounds and may be considered to be isomorphic [148]. The lanthanoid series exhibits a steady decrease in atomic radius with increasing atomic number known as the lanthanoid contraction. The 4f electrons imperfectly shield one another from the nuclear charge such that the effective nuclear charge attracting each electron steadily increases through the lanthanoid series resulting in the atomic radius decrease from $r_{La} = 1.061$ Å to $r_{Lu} = 0.850$ Å [68]. Therefore, elements at the end of the lanthanoid series are often isomorphic with the much lighter rare earth elements $^{39}$Y and $^{21}$Sc.

5.1.2 Rare earth luminescence

Most of the tri-valent rare earth ions exhibit intra-4f shell luminescence leading to technological applications including the use of rare earth ions in phosphors, where the visible transitions of the rare earth ions are exploited in full colour displays [142]. The luminescence of rare earth ions in crystalline and glassy hosts is also exploited in solid state lasers with the notable application of Nd$^{3+}$ in the powerful neodymium-doped yttrium aluminium garnet (Nd:YAG) solid state laser [141, 149]. The principal area of current rare earth luminescence research is in the field of optoelectronics where there is a demand for optical
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sources and amplifiers operating at wavelengths compatible with fibre communications technology [142].

Rare earth luminescence may be limited by a number of factors. For example multiphonon relaxation can lead to a higher probability of non-radiative transitions if the phonon energy of the glass hosts are close to the energy gap $\Delta E$ between the upper and lower energy states of the rare earth ion [142]. Selection of novel glass hosts with low phonon energies, such as chalcogenide glasses (see § 5.1.3), can reduce the contribution of multiphonon relaxation.

The solubility of rare earth ions in a solid host is also an important limiting factor, where if the concentration of the active ion exceeds a critical concentration the emission efficiency tends to decrease [148]. This concentration quenching effect results from a non-uniform distribution of rare-earth ions in the glassy matrix as the rare earth ions tend to form precipitates. These may take the form of clusters of rare-earth ions or as compounds or alloys formed with other components of the host matrix which quench luminescence by e.g. increasing the number of non-radiative decay channels or by the formation of rare earth compounds that are not optically active [142]. The critical concentration of rare earth ions may vary between hosts from a few parts per million to several atomic per cent. Optical amplifier technology is limited by the rare earth solubility limit in common glassy hosts which can lead to several meters of fibre amplifiers being required for sufficient gain [142]. It is therefore desirable to find replacement glass hosts with not only low phonon energies but also high rare earth ion solubility limits.

5.1.3 Chalcogenide glasses

Chalcogenide glasses, containing one or more of the group VIa chalcogen elements (S, Se, Te), have a high degree of covalent bonding between the atoms. The term molecular solid is sometimes applied to chalcogenide glasses since paths of covalent bonds effectively connect every atom with every other atom in a macroscopic sample of the material [1]. The chalcogenides tend to satisfy the $z = 8 - n$ rule, where $n$ is the number of $s$ and $p$ valence electrons
and $z$ is the most characteristic covalent coordination number expected on the basis of the number of shared electrons required to attain a closed shell [1]. Chalcogenide glasses have a number of desirable optical and physical properties with various photonic applications including phase change materials for digital memory technology [150], thermal imaging [151] and infrared transmitting media [143–145]. Chalcogenide glasses are also ideal hosts for luminescent rare earth ions since their low phonon energies ($\approx 150 - 400$ cm$^{-1}$), compared to oxide ($\approx 1100$ cm$^{-1}$) and fluoride ($\approx 550$ cm$^{-1}$) glasses, leads to a higher quantum efficiency of the radiative intra-4f shell transitions [145, 152–154]. Additionally, the high refractive index ($> 2.1$) of chalcogenide glasses leads to an increase in the absorption and emission cross sections which helps to improve emission efficiency [155, 156].

A promising candidate for the incorporation of luminescent rare earth ions $R^{3+}$ is the $Ga_2X_3$-$GeX_2$ ($X = S, Se$) glass system. As well as offering the aforementioned favourable characteristics, this system also exhibits an exceptionally high rare earth solubility [157–163]. Extensive investigations have been performed to characterise the physicochemical, optical and luminescent properties of $R$-$Ge$-$Ga$-$S$/$Se$ glasses [153–189], proving them to be effective materials for use in integrated optoelectronic devices.
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5.2 La/Ce-Ge-Ga-S glass

The aim of this experiment is to use the method of isomorphic substitution in neutron diffraction to measure the structure of a R-Ge-Ga-S glass, where R represents La, Ce, or a 50:50 mixture of the two (denoted ‘Mix’). The rare earth ions La\(^{3+}\) and Ce\(^{3+}\) are suitable neutron isomorphs since they are adjacent to one another in the rare earth series, have comparable structural chemistry as indicated by their Pettifor chemical parameters (0.705 cf. 0.7025) [147], and the tri-valent cations have comparable radii (1.16 cf. 1.14 Å) [121]. However, the neutron scattering lengths are different, with \(b_{\text{La}} = 8.24(4)\) fm and \(b_{\text{Ce}} = 4.84(2)\) fm [30] and, therefore, the difference function methods described in § 2.4 can be employed.

![Figure 5.1](image)

Figure 5.1: The glass forming region for the ternary system \(R_2S_3-GeS_2-Ga_2S_3\), where \(R=\text{Nd}\) [160]. The open circles denote glass forming compositions, the stars denote partially crystalline compositions and the solid (red) circle denotes the glass composition synthesised for this study.
The glass forming region of the GeS$_2$-Ga$_2$S$_3$ system lies within the range $0 \geq n \geq 0.5$ when the liquid is quenched from 1000 °C in cold water, where $n = c_{\text{Ga}}/(c_{\text{Ga}} + c_{\text{Ge}})$ and $c_{\text{Ga}}$ and $c_{\text{Ge}}$ are the atomic fractions of Ga and Ge respectively [190]. This range can be extended to $n = 0.55$ by quenching the melt from 1100 °C [190]. The phase diagram for the Nd$_2$S$_3$-GeS$_2$-Ga$_2$S$_3$ system is plotted in figure 5.1 [160] where the glassy melts were quenched from 1100 °C. The glass forming region extends to $\approx 40$ mol% Ga$_2$S$_3$ and up to $\approx 10$ mol% Nd$_2$S$_3$. The glass composition $(R_2S_3)_{0.07}(\text{Ga}_2S_3)_{0.33}(\text{Ge}_2S_2)_{0.60}$ was selected for investigation in this study since it lies well within the glass forming region of figure 5.1 and contains a relatively large fraction of rare earth ion $c_R = 3.68$ % which is required to obtain a measurable scattering intensity contrast between the different rare earth glasses.

5.3 Theory

As derived in § 2.2, the coherent scattered intensity obtained by a neutron diffraction experiment on a R-Ge-Ga-S glass is represented by the total structure factor $F(Q)$, defined as

$$F(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha} c_{\beta} b_{\alpha} b_{\beta} [S_{\alpha\beta}(Q) - 1], \quad (5.1)$$

where $n = 4$ is the total number of chemical species denoted by $\alpha$ or $\beta$, $c_{\alpha}$ represents the atomic fraction of chemical species $\alpha$, $S_{\alpha\beta}(Q)$ is a Faber-Ziman partial structure factor and $Q$ is the scattering vector. The natural isotopic abundance coherent neutron scattering lengths are $b_{\text{S}} = 2.84(1)$ fm, $b_{\text{Ga}} = 7.288(2)$ fm, $b_{\text{Ge}} = 8.185(20)$ fm, $b_{\text{La}} = 8.24(4)$ fm, $b_{\text{Mix}} = 6.54(4)$ fm and $b_{\text{Ce}} = 4.84(2)$ fm [30]. Expanding in terms of the partial structure factors $S_{\mu\nu}(Q)$, that involve only the matrix species (Ge, Ga, S), and the partial structure factors $S_{R\mu}(Q)$ or $S_{RR}(Q)$, that involve the rare earth species $R$, we
can write $F(Q)$ as

$$F(Q) = c_R^2 b_{R}^2 [S_{RR}(Q) - 1] + 2c Rc_S b_R b_S [S_{RS}(Q) - 1] + 2c Rc_{Ge} b_R b_{Ge} [S_{RGe}(Q) - 1]$$
$$+ 2c Rc_{Ga} b_R b_{Ga} [S_{R Ga}(Q) - 1] + \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_{\mu} c_{\mu'} b_\mu b_{\mu'} [S_{\mu\mu'}(Q) - 1],$$

where $m = 3$ is the total number of matrix species denoted by $\mu$ or $\mu'$. If the $F(Q)$ functions are measured for samples containing the rare earth ions La$^{3+}$, Ce$^{3+}$ or a 50:50 mixture of the two, where the neutron scattering lengths $b_{La} > b_{Mix} > b_{Ce}$, then the difference function methods described in § 2.4 can be employed. The $S_{\mu\mu'}(Q)$ partial structure factors may be eliminated by subtracting two $F(Q)$ functions to give the first order difference functions

$$\Delta F^{(1)}_R(Q) \equiv \text{La} F(Q) - \text{Ce} F(Q)$$
$$= \Delta^{(1)}_{R_{La}}(Q) + c_R^2 (b_{La}^2 - b_{Ce}^2) [S_{RR}(Q) - 1], \quad (5.2)$$

$$\Delta F^{(2)}_R(Q) \equiv \text{La} F(Q) - \text{Mix} F(Q)$$
$$= \Delta^{(2)}_{R_{La}}(Q) + c_R^2 (b_{La}^2 - b_{Mix}^2) [S_{RR}(Q) - 1], \quad (5.3)$$

$$\Delta F^{(3)}_R(Q) \equiv \text{Mix} F(Q) - \text{Ce} F(Q)$$
$$= \Delta^{(3)}_{R_{Mix}}(Q) + c_R^2 (b_{Mix}^2 - b_{Ce}^2) [S_{RR}(Q) - 1], \quad (5.4)$$

where the matrix to rare earth difference functions are given by

$$\Delta^{(1)}_{R_{La}}(Q) = 2c Rc_{S} b_{S} (b_{La} - b_{Ce}) [S_{RS}(Q) - 1]$$
$$+ 2c Rc_{Ge} b_{Ge} (b_{La} - b_{Ce}) [S_{RGe}(Q) - 1]$$
$$+ 2c Rc_{Ga} b_{Ga} (b_{La} - b_{Ce}) [S_{R Ga}(Q) - 1],$$
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\[ \Delta_{R\mu}^{(2)}(Q) = 2c_{RCS}b_S (b_{La} - b_{Mix}) [S_{RS}(Q) - 1] + 2c_{RGe}b_{Ge} (b_{La} - b_{Mix}) [S_{RGe}(Q) - 1] + 2c_{RGe}b_{Ge} (b_{La} - b_{Mix}) [S_{RGe}(Q) - 1], \] (5.6)

\[ \Delta_{R\mu}^{(3)}(Q) = 2c_{RCS}b_S (b_{Mix} - b_{Ce}) [S_{RS}(Q) - 1] + 2c_{RGe}b_{Ge} (b_{Mix} - b_{Ce}) [S_{RGe}(Q) - 1] + 2c_{RGe}b_{Ge} (b_{Mix} - b_{Ce}) [S_{RGe}(Q) - 1]. \] (5.7)

The \( S_{R\mu}(Q) \) partial structure factors may be eliminated by subtracting a suitably weighted \( \Delta F^{(i)}_R(Q) \) \((i = 1, 2, 3)\) function from an \( F(Q) \) function to yield the so called “total minus weighted difference functions” given by

\[ \Delta F^{(1)}(Q) = \frac{La}{b_{La} - b_{Ce}} \Delta F^{(1)}_La(Q) \equiv \frac{b_{La}^{Ce}F(Q) - b_{Ce}^{La}F(Q)}{b_{La} - b_{Ce}} \]
\[ = \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_{\mu}c_{\mu'}b_{\mu}b_{\mu'} [S_{\mu\mu'}(Q) - 1] - c_{R}^2 b_{La}b_{Ce} [S_{RR}(Q) - 1], \] (5.8)

\[ \Delta F^{(2)}(Q) = \frac{La}{b_{La} - b_{Mix}} \Delta F^{(2)}_La(Q) \equiv \frac{b_{La}^{Mix}F(Q) - b_{Mix}^{La}F(Q)}{b_{La} - b_{Mix}} \]
\[ = \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_{\mu}c_{\mu'}b_{\mu}b_{\mu'} [S_{\mu\mu'}(Q) - 1] - c_{R}^2 b_{La}b_{Mix} [S_{RR}(Q) - 1], \] (5.9)

\[ \Delta F^{(3)}(Q) = \frac{Mix}{b_{Mix} - b_{Ce}} \Delta F^{(3)}_Mix(Q) \equiv \frac{b_{Mix}^{Ce}F(Q) - b_{Ce}^{Mix}F(Q)}{b_{Mix} - b_{Ce}} \]
\[ = \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_{\mu}c_{\mu'}b_{\mu}b_{\mu'} [S_{\mu\mu'}(Q) - 1] - c_{R}^2 b_{Mix}b_{Ce} [S_{RR}(Q) - 1]. \] (5.10)

The real space functions \( G(r) \), \( \Delta G^{(i)}_R(r) \) and \( \Delta G^{(i)}(r) \) \((i = 1, 2, 3)\) are obtained by Fourier transforming the corresponding reciprocal space functions using the
Table 5.2: Weighting factors (in millibarn) for the $g_{\alpha\beta}(r)$ partials in the $G(r)$, $\Delta G_R(i)(r)$ and $\Delta G(i)(r)$ functions, together with the limiting values at $r=0$ (in barn), for the (Ga$_2$S$_3$)$_{0.73}(\text{GeS}_2)_{0.27}$ glasses, where $R = \text{La or Ce}$.

<table>
<thead>
<tr>
<th>$r$ (Å)</th>
<th>$g_{\alpha\beta}(r)$</th>
<th>$G(r)$</th>
<th>$\Delta G_R(i)(r)$</th>
<th>$\Delta G(i)(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.92(1)</td>
<td>10.94(6)</td>
<td>7.76(5)</td>
<td>7.76(6)</td>
<td>16.3(1)</td>
</tr>
<tr>
<td>0.582(8)</td>
<td>8.68(6)</td>
<td>6.16(5)</td>
<td>6.16(5)</td>
<td>16.3(1)</td>
</tr>
<tr>
<td>0.320(3)</td>
<td>6.43(3)</td>
<td>4.56(3)</td>
<td>4.56(3)</td>
<td>16.3(1)</td>
</tr>
<tr>
<td>0.111(3)</td>
<td>2.26(9)</td>
<td>1.60(3)</td>
<td>1.60(8)</td>
<td>0.0(2)</td>
</tr>
<tr>
<td>0.074(8)</td>
<td>1.60(3)</td>
<td>1.60(5)</td>
<td>1.60(5)</td>
<td>0.0(2)</td>
</tr>
<tr>
<td>0.049(4)</td>
<td>1.54(2)</td>
<td>1.60(6)</td>
<td>1.60(6)</td>
<td>0.0(2)</td>
</tr>
</tbody>
</table>

Note: The table continues with similar entries for different $r$ values.
relations

\[ G(r) = \frac{1}{2\pi^2 r n_0} \int_0^\infty QF(Q) \sin(Qr) dQ, \]  
(5.11)  

\[ \Delta G_R^{(i)}(r) = \frac{1}{2\pi^2 r n_0} \int_0^\infty Q \Delta F_R^{(i)}(Q) \sin(Qr) dQ, \]  
(5.12)  

\[ \Delta G^{(i)}(r) = \frac{1}{2\pi^2 r n_0} \int_0^\infty Q \Delta F^{(i)}(Q) \sin(Qr) dQ, \]  
(5.13)

where \( n_0 \) is the atomic number density of the glass and \( r \) is a distance in real space. The relevant equations for \( G(r) \), \( \Delta G_R^{(i)}(r) \) and \( \Delta G^{(i)}(r) \) are obtained by replacing each \( S_{\alpha\beta}(Q) \) by the corresponding partial pair distribution function \( g_{\alpha\beta}(r) \) in the equations given for \( F(Q) \), \( \Delta F_R^{(i)}(r) \) and \( \Delta F^{(i)}(r) \), respectively. The theoretical low-\( r \) limit of these functions is given by the sum of the weighting factors of the partial pair distribution functions \( g_{\alpha\beta}(r) \) given in table 5.2.

As shown by equation 2.12, the coordination number \( \bar{n}_{\alpha\beta} \) is obtained by integrating over a relevant peak in real space.

If three total structure factors \( ^{La}F(Q) \), \( ^{Mix}F(Q) \) and \( ^{Ce}F(Q) \) have been measured, it is possible to separate the rare earth partial correlation functions \( S_{RR}(Q) \) and \( g_{RR}(r) \) using the second order difference function method, as described in section § 2.4.3. However, if the rare earth ion concentration \( c_R \) is too small, as it proves to be in the present study, then the weighting given to the \( S_{RR}(Q) \) partial in the \( F(Q) \) function is also small and its extraction therefore becomes unfeasible.

In an x-ray diffraction experiment, the scattered intensity is conventionally denoted by the total x-ray structure factor \( S_X(Q) \) which, within the independent atom approximation, is given by

\[ S_X(Q) - 1 = \frac{F_X(Q)}{\left[ \sum_{\alpha=1}^{n} c_\alpha f_\alpha(Q) \right]^2} \]  
(5.14)  

\[ = \frac{1}{\left[ \sum_{\alpha=1}^{n} c_\alpha f_\alpha(Q) \right]^2} \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha f_\alpha(Q) c_\beta f_\beta(Q) [S_{\alpha\beta}(Q) - 1], \]
where $f_\alpha(Q)$ represents the $Q$ dependent neutral atom form factor for atomic species $\alpha$. There is very little contrast between the form factors $f_{\text{La}}(Q)$ and $f_{\text{Ce}}(Q)$ since the atomic numbers are $Z(\text{La}) = 57$ and $Z(\text{Ce}) = 58$. Therefore, the x-ray diffraction patterns measured for samples containing these elements should be more-or-less identical provided the atomic structures are the same. The total x-ray pair distribution function $G_X(r)$ is obtained by Fourier transforming the $S_X(Q)$ function. However, because the partial structure factors are weighted by $Q$-dependant form factors, the $g_{\alpha\beta}(r)$ correlations are convoluted by the Fourier transform of the form factors in real space. The coordination number $\bar{n}\theta$ cannot therefore be calculated by directly integrating over the relevant peaks in the real space functions. Instead, if there is a clearly defined peak in $G_X(r)$ that can be assigned to a particular $g_{\alpha\beta}(r)$, the $F_X(Q)$ function is divided by the weighting factor for the relevant $S_{\alpha\beta}(Q)$ function such that in the Fourier transform the $r$-dependent weighting factor is removed from the $g_{\alpha\beta}(r)$ function of interest [191].

### 5.4 Experimental procedure

#### 5.4.1 Glass preparation

Very high purity starting materials and inert synthesis environments are required for the preparation of chalcogenide glasses, since chemical and physical impurities influence the rare earth solubility, glass forming ability and optical properties of the material [145, 167, 169]. The $R$-Ge-Ga-S glass samples were therefore prepared by weighing the high purity starting constituents Ge (Aldrich, $\geq 3$ mm chips, 99.999 %), Ga (Aldrich, 99.9999 %), S (Alfa Aesar, pieces, Puratronic®, 99.9995 %), $\text{La}_2\text{S}_3$ (Alfa Aesar, powder 99.9 %) and $\text{Ce}_2\text{S}_3$ (Alfa Aesar, powder 99.9 %) in the correct proportions within a dry Argon filled glove box with levels of $\text{H}_2\text{O} \leq 6$ ppm and $\text{O}_2 \leq 30$ ppm. The Ge and S elements were powdered using a stainless steel and agate pestle and mortar, respectively, while the Ga, which has a melting point of 29.78 °C [68], was melted on a hotplate at $\approx 35$ °C. The samples were loaded into silica am-
poules of 5 mm inner diameter and 1 mm wall thickness. Prior to preparation, the ampoules had been cleaned using concentrated HF(aq) (Fisher, 40 wt. %), distilled water and acetone (Aldrich, 99.999 %) before being dried at 110 °C and de-gassed under \( \approx 5 \times 10^{-5} \) Torr vacuum at 750 °C for 2 hours. Cylindrical ampoules promote the formation of homogeneous glasses by ensuring uniform thermal conduction throughout the sample during the quenching process [192] and their small size was chosen to increase the quench rate. The ampoules containing \( \approx 3 \) g of starting materials were removed from the glovebox, evacuated at \( \approx 5 \times 10^{-5} \) Torr for \( \geq 24 \) hours at room temperature and sealed under vacuum.

Due to the high temperature (up to 1100 °C [160, 190]) required for the synthesis of \( R \)-Ge-Ga-S glasses, the existing rocking tube furnaces in the Liquid and Amorphous Materials (LAM) research laboratory were re-designed to operate at a higher maximum power output whilst maintaining temperature homogeneity over the entire length of the ampoule of \( \approx 180 \) mm. The furnace elements were constructed by winding nichrome wire of 0.91 mm diameter around an alumina tube of 450 mm length, 40 mm inner diameter and 50 mm outer diameter using a Myford lathe. Homogenous windings were made at a rate of 12 revolutions per inch (rpi) along the first 110 mm length of the tube, 10 rpi along the central 230 mm length and 12 rpi along the remaining 110 mm length of tube. An alumina cement consisting of alumina powder, water and sodium silicate solution was cast \( \approx 5 \) mm thick over the heating elements which were subsequently dried in an oven at 110 °C for 24 hours. The purpose of the cement layer was to provide mechanical strength, thermal insulation, and to prevent the oxidation of the nichrome wire during operation. The new furnace elements were further thermally insulated by wrapping them in a Kao wool refractory blanket. The elements were incorporated into the existing rocking tube furnace assembly, as illustrated in figure 5.2, and the void between the elements and furnace cladding was filled with vermiculite granules. Electrical current was supplied to the heating elements via a Eurotherm temperature controller, where the temperature was monitored at the central section of the
Figure 5.2: Rocking furnace schematic. (a) The rocking tube furnace assembly. (b) Furnace cross section. (c) The furnace windings. The windings were wrapped in a Kao wool refractory blanket and vermiculite granules were used to fill the void between the elements and furnace cladding.
furnace using a Pt/Rh thermocouple. The maximum operating power output $P$ of the heating elements is calculated from

$$P = \frac{V^2}{L \cdot \Lambda} = \frac{240^2}{28 \cdot 2.22} = 927 \text{ W}, \quad (5.15)$$

where $V$ is the maximum supply voltage from the Eurotherm temperature controller (where 240 V lies within the tolerance of the United Kingdom rms mains supply voltage), $\Lambda = 2.22 \ \Omega \text{m}^{-1}$ is the resistance per meter of the nichrome wire used, and $L = 28 \ \text{m}$ is the length of wire used. The original furnace windings had a total resistance $R = 74 \ \Omega$, providing a maximum operating power

$$P = \frac{V^2}{R} = \frac{240^2}{74} = 778 \text{ W}. \quad (5.16)$$

Thus, the maximum operating power of the furnace was increased by 19% by reducing the resistance of the furnace windings. The temperature profile of the improved furnace operating at 1100 °C is plotted in figure 5.3 and was determined by probing the temperature using a K-type thermocouple at 10 mm intervals along the length of the tube furnace.
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\[(\text{La}_2\text{S}_3)_{0.07}(\text{Ga}_2\text{S}_3)_{0.33}(\text{GeS}_2)_{0.6}\]

\[(\text{Ce}_2\text{S}_3)_{0.07}(\text{Ga}_2\text{S}_3)_{0.33}(\text{GeS}_2)_{0.6}\]

\[(\text{La}_2\text{S}_3)_{0.035}(\text{Ce}_2\text{S}_3)_{0.035}(\text{Ga}_2\text{S}_3)_{0.33}(\text{GeS}_2)_{0.6}\]

Figure 5.4: The as quenched R-Ge-Ga-S glasses contained within silica ampoules.

The sealed ampoules containing the powdered starting materials were fixed in position in the centre of the furnace using thin nichrome wire attached to hooks at each end of the ampoule. In order to ensure adequate mixing of the elements, the furnaces rocked continuously throughout the heating procedure at 5 rpm and at ± 45 ° relative to the horizontal axis. The samples were heated at a rate of 1 °C min⁻¹ and held for 4 hours at 112 and 445 °C, corresponding to the melting and boiling points of S, and at 937 °C, corresponding to the melting temperature of Ge. These dwelling temperatures were important to prevent a sudden build up of vapour pressure, which in the case of sulphur is very high. Once the final synthesis temperature of 1100 °C had been reached and held for ≥ 24 hours, the furnace was rotated vertically and held for a further 12 hours before rapidly quenching the ampoule in ice water by cutting the wire that fixed it in place. Two 3 g batches of each glass, containing either La, Ce or a 50:50 mixture of the two, were prepared to fill the vanadium container used to hold the sample in the neutron diffraction experiment. Photographs of the as quenched glasses in their silica ampoules are shown in figure 5.4.
5.4. EXPERIMENTAL PROCEDURE

On breaking open the ampoules, the samples did not come away very cleanly from the silica surface and were scraped off the silica surface using tweezers. The mean atomic fractions of the glasses, as averaged over all the samples, are $c_R = 0.0369(1)$, $c_{Ge} = 0.1559(4)$, $c_{Ga} = 0.1752(9)$ and $c_S = 0.632(1)$, forming the required molar composition of $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$.

5.4.2 Sample characterisation

Table 5.3: Properties of the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses, where $R$ represents La, Ce or a 50:50 mixture of the two. The measured mass density $\rho$ and number density $n_0$ are listed together with the glass transition temperature $T_g$ and crystallisation temperatures $T_c^{(1)}$ and $T_c^{(2)}$ as measured by differential scanning calorimetry.

<table>
<thead>
<tr>
<th>$R$</th>
<th>$\rho$ (g cm$^{-3}$)</th>
<th>$n_0$ (Å$^{-3}$)</th>
<th>$T_g$ (°C)</th>
<th>$T_c^{(1)}$ (°C)</th>
<th>$T_c^{(2)}$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>La</td>
<td>3.26(1)</td>
<td>0.0401(6)</td>
<td>430(2)</td>
<td>544.6(1)</td>
<td>574.8(1)</td>
</tr>
<tr>
<td>Mix</td>
<td>3.27(1)</td>
<td>0.0402(6)</td>
<td>444(5)</td>
<td>599.4(1)</td>
<td>–</td>
</tr>
<tr>
<td>Ce</td>
<td>3.24(1)</td>
<td>0.0399(6)</td>
<td>446(2)</td>
<td>580.2(1)</td>
<td>604.0(1)</td>
</tr>
</tbody>
</table>

The amorphous nature of the $R$-Ge-Ga-S glasses was confirmed by the absence of crystalline Bragg peaks in the diffraction patterns obtained using a Philips $\theta - 2\theta$ x-ray diffractometer with CuK$\alpha$ radiation of wavelength $\lambda_{K\alpha 1} = 1.54060$ Å and $\lambda_{K\alpha 2} = 1.54439$ Å. The density of each of the samples was measured at the ISIS facility using a Quantachrome helium gas pycnometer and is listed in table 5.3.

The glass transition temperature $T_g$, crystallisation temperature $T_c$ and mass loss on heating of the glass samples were measured, after the neutron diffraction experiments had been performed, by differential scanning calorimetry (DSC) and thermal gravimetric analysis (TGA) using a TA Instruments SDT Q600 machine. The finely powdered samples of mass $\approx 25$ mg were contained in alumina pans and heated over the temperature range 250 °C to 600 °C at a rate of 10.00 °C min$^{-1}$. The heat flow and sample mass were recorded every 0.5 s and are plotted in figure 5.5. Nitrogen gas (BOC, Oxygen free),
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Figure 5.5: Differential Scanning Calorimetry (DSC) and thermal gravimetric analysis (TGA) measurements for the \((R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}\) glasses where (a) \(R = \text{La}\), (b) \(R = \text{Mix}\) (denoting a 50:50 mixture of La and Ce), and (c) \(R = \text{Ce}\). The black curves show the total heat flow obtained from DSC and the red curves show the mass loss measured by TGA.
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5.4. EXPERIMENTAL PROCEDURE

Figure 5.6: \textsuperscript{71}Ga MAS NMR spectrum for the (La\textsubscript{2}S\textsubscript{3})\textsubscript{0.07}(Ga\textsubscript{2}S\textsubscript{3})\textsubscript{0.33}(GeS\textsubscript{2})\textsubscript{0.60} glass.
flowing at 100 ml min\(^{-1}\), was used to purge the instrument of moisture and oxygen and to provide efficient heat transfer between the sample pans and the DSC cell contacts. The mid-point glass transition temperature \(T_g\) was obtained by drawing a tangent line to the data in the transition region of the heat flow to find the point of inflection. The crystallisation temperature \(T_c\) is given by the position of the exothermic peak following \(T_g\). The values of \(T_g\) and \(T_c\) are listed in table 5.3. All of the samples give similar traces although the glasses containing La exhibit two crystallisation peaks. The experiments were terminated before melting of the sample occurred due to the volatile nature of molten sulphur compounds, exemplified by the observed sample mass loss in the vicinity of \(T_c\).

5.4.3 The \(^{71}\)Ga MAS NMR experiments

Gallium has two nuclei observable by Nuclear Magnetic Resonance (NMR), namely \(^{69}\)Ga and \(^{71}\)Ga, both with a nuclear spin of \(I = 3/2\) and natural abundances of 60.4 % and 39.6 %, respectively. However, despite its higher natural abundance, \(^{69}\)Ga spectra are more readily affected by second-order quadrupolar broadening, giving less sensitivity and less resolution than for \(^{71}\)Ga NMR [193].

A \(^{71}\)Ga Magic Angle Spinning (MAS) NMR experiment was performed on the \((\text{La}_2\text{S}_3)_{0.07}(\text{Ga}_2\text{S}_3)_{0.33}(\text{GeS}_2)_{0.60}\) glass by Dell and Smith [194] at the Department of Physics, University of Warwick, using a 600 MHz Bruker Avance spectrometer with an applied magnetic field \(B_0 = 14.1\) T producing a Larmor frequency of 183 MHz. The sample was contained within a Zirconia rotor of diameter 3.2 mm and was spun at a frequency of 20 kHz about an axis orientated at the magic angle \(\theta_M = 54.7^\circ\) relative to the applied magnetic field \(B_0\) in order to remove effects from e.g. chemical shift anisotropy [195]. A spin-echo sequence (1-\(\tau\)-2 \(\mu\)s) was used with a recycle delay of 10 s and the time set to the reciprocal of the MAS frequency [196]. The resulting spectrum is plotted in figure 5.6, where the chemical shifts are referenced to \((\text{H}_2\text{O})\text{Ga}^{3+}\) at 0 parts per million (ppm). The poor signal to noise (S/N) ratio is due to the
relatively short acquisition time of 2 hours. The main resonance observed at \( \delta = 250(5) \) ppm is indicative of tetrahedral Ga sites, by comparison with the \( \alpha \) and \( \beta \) phases of \( \text{Ga}_2\text{O}_3 \) [196].

### 5.4.4 The GEM neutron diffraction experiments

Neutron diffraction experiments were performed on the \( R\)-Ge-Ga-S glasses at the ISIS facility using the GEM instrument, described in § 3.2.3, with a maximum scattering vector \( Q_{\text{max}} = 49.5 \, \text{Å}^{-1} \). The samples were finely powdered using an agate pestle and mortar and held in a cylindrical vanadium container of 6.8 mm inner diameter and 0.1 mm wall thickness at ambient temperature (\( \approx 25 \, ^\circ\text{C} \)). Diffraction patterns were taken for the samples in the vanadium container, the empty vanadium container, the empty instrument and a cylindrical vanadium rod of diameter 8.36 mm. The intensities for each detector group were saved at regular intervals (every 500 \( \mu\text{Ahr}^{-1} \)) and no deviation between each scan was observed outside statistical variation, verifying the diffractometer stability [197]. In order to attain good counting statistics, a total run time of \( \approx 2750 \, \mu\text{Ahr} \) per sample was made, which at an average ISIS beam current of 170 \( \mu\text{A} \) equates to \( \approx 18 \) hours of neutron counting time per sample. After eliminating non-functioning or noisy detectors, the GUDRUN analysis program [111] was used to process the data detector-by-detector, correcting for attenuation, background, multiple scattering and inelasticity effects and normalising to the vanadium standard. The results were then merged and the data sets for the Ce and mixture samples were also corrected for the contribution from Ce\(^{3+}\) paramagnetic scattering [36] (see § 2.2.1).

The total structure factors \( \text{La} \, F(Q) \), \( \text{Mix} \, F(Q) \) and \( \text{Ce} \, F(Q) \) of figure 5.7 were Fourier transformed to give the total pair distribution functions \( \text{La} \, G(r) \), \( \text{Mix} \, G(r) \) and \( \text{Ce} \, G(r) \) shown in figure 5.8. It was suggested, from a peak at 1.60(1) Å in the \( G(r) \) functions, that the samples were contaminated by a small quantity of SiO\(_2\) glass from the silica ampoules. A scaled total structure factor for SiO\(_2\) glass, denoted \( \text{Si} \, F(Q) \), measured using the GEM instrument [198] was therefore subtracted from each measured \( F(Q) \) function, as shown in figure 5.7,
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Figure 5.7: The total structure factors $F(Q)$ up to 10 Å$^{-1}$ for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses as measured on the GEM instrument for (a1) $R =$ La, (a2) $R =$ Mix (denoting a 50:50 mixture of La and Ce), and (a3) $R =$ Ce (black curves) plotted together with the corresponding scaled $\text{Si} F(Q)$ for silica as given by equations 5.17 to 5.19 and displaced by -0.3 barn (red curves). The $F(Q)$ functions corrected for SiO$_2$ are given in (b1), (b2) and (b3).
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Figure 5.8: The total pair distribution functions $G(r)$ for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses obtained by Fourier transforming the corresponding $F(Q)$ functions given in figure 5.7 for (a1) $R = La$, (a2) $R = Mix$ (denoting a 50:50 mixture of La and Ce), and (a3) $R = Ce$ (black curves) plotted together with the corresponding $SiG(r)$ for silica scaled according to equations 5.17 to 5.19) displaced by -0.4 barn (red curves). The $G(r)$ functions corrected for SiO$_2$ are given in (b1), (b2) and (b3).
such that

\begin{align*}
\text{La} F(Q) &= \text{La} F(Q) - l \cdot \text{Si} F(Q), \quad (5.17) \\
\text{Mix} F(Q) &= \text{Mix} F(Q) - m \cdot \text{Si} F(Q), \quad (5.18) \\
\text{Ce} F(Q) &= \text{Ce} F(Q) - n \cdot \text{Si} F(Q), \quad (5.19)
\end{align*}

where the scaling factors \( l = 0.045, m = 0.01 \) and \( n = 0.04 \) were chosen to eliminate the peak at 1.60(1) Å in the \( G(r) \) functions (see figure 5.8). It is noted, however, that further NMR measurements on the La containing sample did not find any evidence of a \(^{29}\text{Si}\) resonance [194]. Also, the \( G_X(r) \) functions obtained from the subsequent x-ray diffraction measurements on the glasses, described below, did not find any evidence of the Si-O peak at 1.60 Å. Several factors may account for this discrepancy including the relatively low sensitivity of the \(^{29}\text{Si}\) nucleus in NMR, the relatively small atomic number of Si leading to low sensitivity by x-rays and since smaller samples were required for the NMR and x-ray diffraction experiments only small fractions of the bulk samples used in the neutron diffraction experiments were measured. As shown in figure 5.8, the Si-O peak at 1.60(1) Å is clearly visible above the un-physical low-\( r \) oscillations in the measured \( G(r) \) functions and the O-O peak at 2.64(1) Å contributes to a shoulder on the nearest neighbour peak. The correction for silica proved to be essential in order to (i) obtain reasonable agreement between the reciprocal space functions and the back transforms of the corresponding real space functions after the un-physical low-\( r \) oscillations had been set to their theoretical \( G(0) \) limit, and (ii) obtain consistent values for the calculated coordination numbers.

Further self consistency checks were performed on the data sets to ensure that each corrected \( F(Q) \) function obeys the sum-rule relation (see equation 2.11) and that the low-\( r \) features in the corresponding real space functions oscillate about their theoretical \( r = 0 \) limit as given in table 5.2 [113].
5.4.5 The ID15B x-ray diffraction experiments

In order to confirm the glass samples were isomorphic, high energy x-ray diffraction experiments were performed on the ID15B beamline at the ESRF, France, described in §3.5.2. A MAR345 image plate detector was used, in the setup shown in figure 3.12, with a detector to sample distance $D = 303.552$ mm and an incident x-ray energy of $88.76$ keV. The finely powdered samples were held in a washer and sealed each side with kapton 77-80 tape to give an approximate slab geometry with a sample thickness of 1.0 mm. Two dimensional diffraction patterns were taken at ambient temperature ($\approx 25$ °C) for the three samples in their container, the empty container, the empty instrument and a piece of Pb of thickness 10.2 mm covering the incident beam aperture. An example of a measured two dimensional x-ray diffraction pattern is plotted in figure 5.9. The FIT2D [199] analysis program was used to correct the data for geometrical effects, such as non-orthogonality of the detector relative to the incident beam, and polarisation of the incident beam before integrating over the two dimensional regions to produce a one dimensional diffraction pattern. The detector regions covered by the beam stop or bad pixels were masked off such that they did not influence the results of the integration.

Each data set was normalised to the incident beam intensity and, following the procedure detailed in §3.7, corrected for background scattering and attenuation effects and scaled to fit the sum of the Compton scattering cross section (given in Ref. [200]) and self scattering $\sum_\alpha c_\alpha f_\alpha(Q)^2$ contributions at high $Q$ values, where the neutral atom form factors $f_\alpha(Q)$ were taken from Ref. [201]. The fit is plotted in figure 5.10 and was performed over the region $4 \leq Q(\text{Å}^{-1}) \leq 15$. The Compton scattering contribution was subtracted to obtain the Rayleigh-Thomson differential scattering cross-section, from which the total x-ray structure factor $S_X(Q)$ was obtained.
Figure 5.9: Two dimensional image plate x-ray diffraction pattern for the \((\text{La}_2\text{S}_3)_{0.035}(\text{Ce}_2\text{S}_3)_{0.035}(\text{Ga}_2\text{S}_3)_{0.33}(\text{GeS}_2)_{0.60}\) glass taken on the ID15B beamline at the ESRF, France, using a MAR345 image plate detector.
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Figure 5.10: Contributions to the total x-ray scattered intensity for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses, where (a) $R = La$, (b) $R = Mix$, denoting a 50:50 mixture of La and Ce, and (c) $R = Ce$, as measured on the ID15B beamline at the ESRF. The dashed (blue) curves show the self scattering, the chained (green) curves show the Compton scattering, the solid (red) curves show the sum of the self scattering and Compton scattering and the solid (black) curves show the x-ray diffraction data that have been normalised by fitting to the sum of the self scattering and Compton scattering intensities.
5.5 Results

The total structure factors $^\text{La} F(Q)$, $^\text{Mix} F(Q)$ and $^\text{Ce} F(Q)$ for the $R$-Ge-Ga-S glasses, as measured by neutron diffraction on the GEM instrument at ISIS, are plotted in figure 5.11. The total pair distribution functions $^\text{La} G(r)$, $^\text{Mix} G(r)$ and $^\text{Ce} G(r)$ are plotted in figure 5.12 and were obtained by Fourier transforming the corresponding $F(Q)$ functions after making a Harwell spline fit [115] to the data and applying a cosine window function between 25 and 30 Å$^{-1}$. The positions of the leading peaks in the $F(Q)$, $G(r)$ and corresponding difference functions are listed in table 5.4 together with the coordination number $\bar{n}_\text{Ge}^S$ or $\bar{n}_\text{R}^S$ obtained from the real space functions as detailed below.

The $F(Q)$ functions exhibit a first sharp diffraction peak (FSDP), indicative of ordering on intermediate length scales [116], at $q_1 \simeq 1.05(2)$ Å$^{-1}$. There is a clear contrast in intensity between the $F(Q)$ functions, particularly in the vicinity of the FSDP which experiences an increase in height with the substitution of La by Ce. This is emphasised by the first order difference functions $\Delta F_R^{(i)}(Q)$ ($i = 1, 2, 3$) plotted in figure 5.13 which exhibit a trough at $q_1 \simeq 1.05(2)$ Å that must therefore result from one or more of the $S_{RR}(Q)$ and $S_{R\Phi}(Q)$ partial structure factors.

The first peak at $r_1 \simeq 2.25(2)$ Å in the $G(r)$ functions is attributed to a superposition of the nearest neighbour Ge-S and Ga-S correlations by comparison with the nearest neighbour distances $2.17 \leq r_{\text{GeS}}$ (Å) $\leq 2.27$ reported for crystalline GeS$_2$ [205–207] and $2.08 \leq r_{\text{GaS}}$ (Å) $\leq 2.46$ reported for crystalline Ga$_2$S$_3$ [208–210]. Assuming the number of homopolar bonds to be negligible, a coordination number of $\bar{n}_\text{Ge}^S = 3.9(1)$ was obtained from the first peak in the $G(r)$ functions by integrating over the range $2.02 \leq r$ (Å) $\leq 2.64$ and subtracting the contribution to the peak area from the Ga-S correlations by taking $\bar{n}_\text{Ga}^S = 4$, as confirmed by the $^{71}$Ga MAS NMR spectrum (see figure 5.6). However, a small shoulder is present on the first peak at $r \simeq 2.55$ Å. This shoulder cannot be safely attributed to Ge-S or Ga-S correlations since, in crystalline $R$-Ge-S [203, 211, 212] and $R$-Ga-S [204] materials, where $R$ denotes a large rare earth element, these correlations exhibit distances that are comparable to
Table 5.4: Leading peak positions $q_1$, $q_2$, and $q_3$ for the reciprocal space functions for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses, where $R$ denotes La, Ce, or a 50:50 mixture of the two, as measured by neutron diffraction on the GEM instrument at ISIS. The leading peak positions $r_1$, $r_2$, $r_3$ and $r_4$ for the corresponding real space functions are also given together with the coordination numbers $\bar{n}^S_{Ge}$ and $\bar{n}^S_{R}$.

<table>
<thead>
<tr>
<th></th>
<th>$q_1$ (Å$^{-1}$)</th>
<th>$q_2$ (Å$^{-1}$)</th>
<th>$q_3$ (Å$^{-1}$)</th>
<th>$\bar{n}^S_{Ge}$</th>
<th>$\bar{n}^S_{R}$</th>
<th>$r_1$ (Å)</th>
<th>$r_2$ (Å)</th>
<th>$r_3$ (Å)</th>
<th>$r_4$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>La $F(Q)$</td>
<td>1.05(2)</td>
<td>2.18(2)</td>
<td>3.68(2)</td>
<td>3.9(1)</td>
<td>8.8(9)</td>
<td>2.25(2)</td>
<td>3.01(3)</td>
<td>3.63(5)</td>
<td>–</td>
</tr>
<tr>
<td>Mix $F(Q)$</td>
<td>1.07(2)</td>
<td>2.19(2)</td>
<td>3.68(2)</td>
<td>3.9(1)</td>
<td>11.8(9)</td>
<td>2.25(2)</td>
<td>2.97(3)</td>
<td>3.62(5)</td>
<td>–</td>
</tr>
<tr>
<td>Ce $F(Q)$</td>
<td>1.05(2)</td>
<td>2.19(2)</td>
<td>3.68(2)</td>
<td>3.9(1)</td>
<td>10.2(9)</td>
<td>2.24(2)</td>
<td>2.94(3)</td>
<td>3.60(5)</td>
<td>–</td>
</tr>
<tr>
<td>$\Delta F_R^{(1)}(Q)$</td>
<td>1.05(2)</td>
<td>1.95(2)</td>
<td>–</td>
<td>–</td>
<td>8.2(2)</td>
<td>–</td>
<td>3.05(3)</td>
<td>3.80(5)</td>
<td>4.60(5)</td>
</tr>
<tr>
<td>$\Delta F_R^{(2)}(Q)$</td>
<td>1.02(2)</td>
<td>1.92(2)</td>
<td>–</td>
<td>–</td>
<td>8.1(2)</td>
<td>–</td>
<td>3.16(3)</td>
<td>3.84(5)</td>
<td>4.56(5)</td>
</tr>
<tr>
<td>$\Delta F_R^{(3)}(Q)$</td>
<td>1.06(2)</td>
<td>1.97(2)</td>
<td>–</td>
<td>–</td>
<td>8.0(2)</td>
<td>–</td>
<td>3.07(3)</td>
<td>3.85(5)</td>
<td>4.70(5)</td>
</tr>
<tr>
<td>$\Delta F^{(1)}(Q)$</td>
<td>1.05(2)</td>
<td>2.22(2)</td>
<td>3.67(2)</td>
<td>4.0(1)</td>
<td>–</td>
<td>2.24(2)</td>
<td>–</td>
<td>3.59(5)</td>
<td>–</td>
</tr>
<tr>
<td>$\Delta F^{(2)}(Q)$</td>
<td>1.05(2)</td>
<td>2.23(2)</td>
<td>3.67(2)</td>
<td>4.1(1)</td>
<td>–</td>
<td>2.25(2)</td>
<td>–</td>
<td>3.61(5)</td>
<td>–</td>
</tr>
<tr>
<td>$\Delta F^{(3)}(Q)$</td>
<td>1.05(2)</td>
<td>2.21(2)</td>
<td>3.67(2)</td>
<td>4.1(1)</td>
<td>–</td>
<td>2.24(2)</td>
<td>–</td>
<td>3.57(5)</td>
<td>–</td>
</tr>
<tr>
<td>La $S_X(Q)$</td>
<td>1.08(2)</td>
<td>2.19(2)</td>
<td>3.71(2)</td>
<td>4.0(1)</td>
<td>8.5(2)</td>
<td>2.25(2)</td>
<td>3.03(3)</td>
<td>3.66(5)</td>
<td>–</td>
</tr>
<tr>
<td>Mix $S_X(Q)$</td>
<td>1.08(2)</td>
<td>2.19(2)</td>
<td>3.71(2)</td>
<td>4.1(1)</td>
<td>8.4(2)</td>
<td>2.25(2)</td>
<td>3.03(3)</td>
<td>3.66(5)</td>
<td>–</td>
</tr>
<tr>
<td>Ce $S_X(Q)$</td>
<td>1.08(2)</td>
<td>2.19(2)</td>
<td>3.71(2)</td>
<td>4.1(1)</td>
<td>8.4(2)</td>
<td>2.25(2)</td>
<td>3.03(3)</td>
<td>3.66(5)</td>
<td>–</td>
</tr>
</tbody>
</table>
Figure 5.11: The total structure factors (a) $^{\text{La}}F(Q)$, (b) $^{\text{Mix}}F(Q)$, and (c) $^{\text{Ce}}F(Q)$ for the $(R_2S_3)_{0.07}(\text{Ga}_2S_3)_{0.33}(\text{GeS}_2)_{0.60}$ glasses as measured by neutron diffraction on the GEM instrument at ISIS. The bars represent the statistical errors and the solid (red) curves are the Fourier back-transforms of the corresponding $G(r)$ functions, plotted in figure 5.12, after the un-physical low-$r$ oscillations are set to the theoretical $G(0)$ limits listed in table 5.2.
Figure 5.12: The total pair distribution functions (a) \( \text{La}\ G(r) \), (b) \( \text{Mix}\ G(r) \), and (c) \( \text{Ce}\ G(r) \) for the \((R_2S_3)_{0.07}(\text{Ga}_2\text{S}_3)_{0.33}(\text{Ge}_2\text{S}_2)_{0.60}\) glasses as obtained by Fourier transforming the corresponding \( F(Q) \) functions in figure 5.11 after making a Harwell spline fit [115] to the data and applying a cosine window function between 25 and 30 Å\(^{-1}\). The dashed (red) curves indicate the extent of the un-physical low-\( r \) oscillations.
Figure 5.13: First order difference functions (a) $\Delta F_R^{(1)}(Q) = \text{La} F(Q) - \text{Ce} F(Q)$, (b) $\Delta F_R^{(2)}(Q) = \text{La} F(Q) - \text{Mix} F(Q)$, and (c) $\Delta F_R^{(3)}(Q) = \text{Mix} F(Q) - \text{Ce} F(Q)$, for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses. The bars represent the statistical errors. The solid (red) curves are the Fourier back-transforms of the corresponding $\Delta G_R^{(i)}(r)$ ($i = 1, 2, 3$) functions, plotted in figure 5.15, after the un-physical low-$r$ oscillations up to the onset of the nearest neighbour bond distance in the $G(r)$ functions ($r_{\text{cut}} = 2.02 \text{ Å}$) are set to the theoretical $\Delta G_R^{(i)}(0)$ limits listed in table 5.2. The dashed (blue) curves are the Fourier back-transforms of the corresponding $\Delta G_R^{(i)}(r)$ ($i = 1, 2, 3$) functions after the un-physical low-$r$ oscillations, up to the onset of the $R$-$S$ peak ($r_{\text{cut}} = 2.76 \text{ Å}$), are set to the theoretical $\Delta G_R^{(i)}(0)$ limits.
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Figure 5.14: Partial pair distribution (PDF) functions $p_{\alpha\beta}(r)$ involving La calculated using the DISCUS program [202] from the unit cell parameters of (a) crystalline La$_2$GeS$_5$ [203] and (b) crystalline LaGaS$_3$ [204] for neutron radiation and neglecting the broadening effect of thermal motions.

those reported for GeS$_2$ [205–207] and Ga$_2$S$_3$ [208–210]. Instead, by comparison with the nearest neighbour Ga-Ga bond distances $2.44 \leq r_{\text{GaGa}}$ (Å) $\leq 2.82$ reported for liquid Ga [213–218] and $r_{\text{GaGa}} = 2.48$ Å reported for crystalline Ga [219], the shoulder may indicate the existence of Ga-Ga homopolar bonds. Integrating the $G(r)$ functions over a shorter range of $2.02 \leq r$ (Å) $\leq 2.52$ to exclude this shoulder results in a smaller coordination number $\bar{n}^S_{\text{Ge}} \approx 3.6(1)$ suggesting that the Ga-Ga correlations do play a small but important role in the bonding of the basic structural units.

The second much smaller peak in the $G(r)$ functions at a mean distance $r_2 = 2.97(3)$ Å undergoes a progressive reduction in intensity from the glass containing La to the mixture to Ce, which is consistent with this peak arising from correlations involving the rare earth ion since $b_{\text{La}} > b_{\text{mix}} > b_{\text{Ce}}$. The peak
is attributed to the nearest neighbour $R$-$S$ correlations by comparison with the partial atomic pair distribution (PDF) functions plotted in figure 5.14, as calculated from the unit cell parameters of the La$_2$GeS$_3$ [203] and LaGaS$_3$ [204] crystal structures using the DISCUS program [202]. The coordination number $\bar{n}_R^S$ was obtained from the $R$-$S$ peak in the $G(r)$ functions by integrating over the range $2.76 \leq r \text{ (Å)} \leq 3.19$. However, different values were obtained from each $G(r)$ (see table 5.4) which may indicate that other correlations involving matrix atoms also contribute to the peak.

The real space first order difference functions $\Delta G_R^{(i)}(r)$ ($i = 1, 2, 3$) are plotted in figure 5.15 and were obtained by Fourier transforming the corresponding $\Delta F_R^{(i)}(Q)$ functions after making a Harwell spline fit [115] to the data and applying a cosine window function between 15 and 20 Å$^{-1}$. By comparison with the calculated PDF functions shown in figure 5.14, the first peak in the $\Delta G_R^{(i)}(r)$ functions at a mean distance $r_2 = 3.09(3)$ Å is attributed to the nearest neighbour $R$-$S$ correlations alone, the second peak at a mean distance $r_3 = 3.86(5)$ Å is attributed to a superposition of $R$-Ge and $R$-Ga correlations and the third peak at a mean distance $r_4 = 4.65(5)$ Å is consistent with the nearest neighbour $R$-$R$ distance. It is noted, however, that the Fourier backtransforms of the $\Delta G_R^{(i)}(r)$ functions after the low-$r$ oscillations, up to the onset of the $R$-$S$ peak at $r_{cut} = 2.76$ Å, are set to the theoretical $\Delta G_R^{(i)}(0)$ limits (listed in table 5.2) do not agree with the $\Delta F_R^{(i)}(Q)$ functions at low $Q$ values (see figure 5.13). This suggests that the $\mu$-$\mu'$ correlations, involving only the matrix atoms ($\mu, \mu' =$ Ge, Ga, S), are not entirely eliminated in the first order difference functions. The Fourier backtransforms of the $\Delta G_R^{(i)}(r)$ functions after the low-$r$ oscillations up to the onset of the nearest neighbour peak in the $G(r)$ functions at $r_{cut} = 2.02$ Å are set to the theoretical $\Delta G_R^{(i)}(0)$ limits are, however, in good overall agreement with the $\Delta F_R^{(i)}(Q)$ functions. Nevertheless, consistent values were obtained for the coordination number $\bar{n}_R^S$ from the $R$-$S$ peak in the $\Delta G_R^{(i)}(r)$ functions (see table 5.4) by integrating over the range $2.76 \leq r \text{ (Å)} \leq 3.50$ giving a mean value of $\bar{n}_R^S = 8.1(2)$.

The total minus weighted difference functions $\Delta F^{(i)}(Q)$ ($i = 1, 2, 3$) are
Figure 5.15: Real space first order difference functions (a) $\Delta G^{(1)}_R(r)$, (b) $\Delta G^{(2)}_R(r)$ and (c) $\Delta G^{(3)}_R(r)$, for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses, as obtained by Fourier transforming the corresponding $\Delta F_R^{(i)}(Q)$ $(i=1,2,3)$ functions, plotted in figure 5.13, after making a Harwell spline fit [115] to the data and applying a cosine window function between 15 Å$^{-1}$ and 20 Å$^{-1}$. The dashed curves indicate the extent of the un-physical low-$r$ oscillations.
Figure 5.16: Total minus weighted difference functions (a) $\Delta F^{(1)}(Q)$, (b) $\Delta F^{(2)}(Q)$, and (c) $\Delta F^{(3)}(Q)$ for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses. The bars represent the statistical errors and the solid (red) curves are the Fourier back-transforms of the corresponding $\Delta G^{(i)}(r)$ functions, plotted in figure 5.18, after the un-physical low-$r$ oscillations are set to the theoretical $\Delta G^{(i)}(0)$ limits listed in table 5.2.
Figure 5.17: Differences between the total minus weighted difference functions plotted in figure 5.16 where (a) $\Delta F^{(1)}(Q) - \Delta F^{(2)}(Q)$, (b) $\Delta F^{(1)}(Q) - \Delta F^{(3)}(Q)$ and (c) $\Delta F^{(2)}(Q) - \Delta F^{(3)}(Q)$ are zero within the statistical errors (represented by the bars) beyond $Q \approx 5$ Å$^{-1}$. 
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Figure 5.18: Real space total minus weighted difference functions (a) $\Delta G^{(1)}(r)$, (b) $\Delta G^{(2)}(r)$ and (c) $\Delta G^{(3)}(r)$ for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses, as obtained by Fourier transforming the corresponding $\Delta F^{(i)}(Q)$ functions, plotted in figure 5.16, after making a Harwell spline fit [115] to the data and applying a cosine window function between 25 $\text{Å}^{-1}$ and 30 $\text{Å}^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
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plotted in figure 5.16. They exhibit an FSDP at \( q_1 = 1.05(2) \text{ Å}^{-1} \) which is higher, relative to the peaks at \( q_2 \approx 2.22(2) \text{ Å}^{-1} \) and \( q_3 = 3.67(2) \text{ Å}^{-1} \), by comparison to the \( F(Q) \) functions. As plotted in figure 5.17, there are some small differences between the \( \Delta F^{(i)}(Q) \) functions at low \( Q \). However, beyond \( Q \approx 5 \text{ Å}^{-1} \) the \( \Delta F^{(i)}(Q) \) are identical within the statistical uncertainty. The \( \Delta G^{(i)}(r) \) functions are plotted in figure 5.18 and were obtained by Fourier transforming the corresponding \( \Delta F^{(i)}(Q) \) functions after making a Harwell spline fit \[115\] to the data and applying a cosine window function between 25 and 30 \text{ Å}^{-1}. The \( R \)-S peak observed in the \( G(r) \) and \( \Delta G^{(i)}_R(r) \) functions is not present in these functions, which suggests that the \( R - \mu \) correlations have been successfully eliminated. The first peak at \( r_1 \approx 2.24(2) \text{ Å} \) is attributed to a superposition of the Ge-S and Ga-S correlations, as for the \( G(r) \) functions. Assuming the number of homopolar bonds to be negligible, a mean coordination number of \( \bar{n}^{\text{Ge}}_{\text{Ge}} \approx 4.1(1) \) was obtained from the first peak in the \( \Delta G^{(i)}(r) \) functions by integrating over the range \( 2.02 \leq r \text{ (Å)} \leq 2.64 \) and subtracting the contribution to the peak area from the Ga-S correlations, for which \( \bar{n}^{\text{Ga}}_{\text{Ga}} = 4 \).

The total x-ray structure factors \( ^{\text{La}} S_X(Q) \), \( ^{\text{Mix}} S_X(Q) \) and \( ^{\text{Cr}} S_X(Q) \) for the \( R \)-Ge-Ga-S samples, as measured by x-ray diffraction on the ID15B beamline at the ESRF, are plotted in figure 5.19. As shown by figure 5.20, the difference between the \( S_X(Q) \) functions for the three \( R \)-Ge-Ga-S samples is zero within the statistical error at all \( Q \) values. This confirms that the samples are indeed structurally isomorphic. The total x-ray pair distribution functions \( ^{\text{La}} G_X(r) \), \( ^{\text{Mix}} G_X(r) \) and \( ^{\text{Cr}} G_X(r) \) are plotted in figure 5.21 and were obtained by Fourier transforming the corresponding \( S_X(Q) \) functions after truncating at a maximum scattering vector \( Q_{\text{max}} = 18 \text{ Å}^{-1} \). The first peak at \( r_1 = 2.25(2) \text{ Å} \) is attributed to a superposition of the Ge-S and Ga-S correlations, by comparison with the neutron diffraction results. In x-ray diffraction, the form factors for Ga and Ge are virtually identical, since the atomic numbers are \( Z(\text{Ga}) = 31 \) and \( Z(\text{Ge}) = 32 \). Therefore, by converting the \( S_X(Q) \) function to \( F_X(Q) \) and dividing by \( 2e_S f_S(Q) f_{\text{Ge}}(Q) \), the \( r \)-dependent weighting factor is removed.
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Figure 5.19: The measured total x-ray structure factors (a) $^{\text{La}}S_X(Q)$, (b) $^{\text{Mix}}S_X(Q)$, and (c) $^{\text{Ce}}S_X(Q)$ for the $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glasses as measured by x-ray diffraction on the ID15B beamline at the ESRF. The solid circles represent the measured data points, where the symbol size is larger than the statistical error. The solid (red) curves are the Fourier back-transforms of the corresponding total pair distribution functions $G_X(r)$ of figure 5.21 after the un-physical low-$r$ oscillations are set to the theoretical $G_X(0) = 0$ limit.
Figure 5.20: Differences between the total x-ray structure factors plotted in figure 5.19 where (a) $^{\text{Ce}}S_X(Q) - ^{\text{La}}S_X(Q)$, (b) $^{\text{Ce}}S_X(Q) - ^{\text{Mix}}S_X(Q)$, and (c) $^{\text{Mix}}S_X(Q) - ^{\text{La}}S_X(Q)$ are zero within the statistical errors (represented by the bars).
Figure 5.21: Total x-ray pair distribution functions (a) $^{La}G_X(r)$, (b) $^{Mix}G_X(r)$, and (c) $^{Ce}G_X(r)$ obtained by Fourier transforming the corresponding $S_X(Q)$ functions of figure 5.19 after truncating at a maximum scattering vector $Q_{max} = 18 \text{ Å}^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
from the \( g_{\text{GeS}}(r) \) and \( g_{\text{GaS}}(r) \) partial pair distribution functions in the Fourier transform \([191]\). A coordination number \( \bar{n}_{\text{Ge}}^{\text{S}} \simeq 4.0(1) \) was calculated from the first peak in the resulting real space functions by integrating over the range \( 1.90 \leq r (\text{Å}) \leq 2.64 \) and subtracting the contribution to the peak area from the Ga-S correlations, for which \( \bar{n}_{\text{Ga}}^{\text{S}} = 4 \) was confirmed by the \(^{71}\text{Ga}\) MAS NMR spectrum (see figure 5.6). The second peak in the \( G_X(r) \) functions at \( r_2 = 3.03(3) \text{ Å} \) is attributed to the R-S correlations, by comparison with the neutron diffraction results. The peak is much more prominent in the x-ray \( G_X(r) \) functions by comparison to the neutron \( G(r) \) functions, owing to the greater x-ray scattering power of the high \( Z \) rare earth ions by comparison with the matrix species. By converting each \( S_X(Q) \) function to \( F_X(Q) \) and dividing by \( 2\csc R \int R(Q)f_\text{S}(Q) \), consistent values were obtained for the coordination number \( \bar{n}_{\text{R}}^{\text{S}} \) from the R-S peak in the resulting Fourier transform by integrating over the range \( 2.70 \leq r (\text{Å}) \leq 3.19 \) (see table 5.4). The x-ray diffraction data give a mean value of \( \bar{n}_{\text{R}}^{\text{S}} = 8.4(2) \).

## 5.6 Discussion

Very few structural studies have been performed on the glassy \( R-\text{Ge-Ga-S} \) system and crystal structures of this system are not reported in the literature. Crystal structures are, however, reported for \( R-\text{Ge-S} \) and \( R-\text{Ga-S} \) systems containing the rare earth ions \( R = \text{La, Ce, Pr, Eu, Dy, Ho, Er, Yb or Y} \), for which the details of the nearest neighbour coordination environment of the rare earth ions are listed in table 5.5. The local structure of \( R_2S_3-\text{Ga}_2S_3-\text{GeS}_2 \) glasses has been studied by EXAFS spectroscopy \([186–189, 227]\) and Raman spectroscopy has also been performed to investigate the solubility mechanism of \( \text{La}^{3+} \) \([158]\) and \( \text{Er}^{3+} \) \([156]\) in \( \text{GeS}_2-\text{Ga}_2S_3 \) glasses. The Raman measurements propose a structural model in which the \( R^{3+} \) ion acts as a charge compensator to non-bridging S atoms and \( \text{GaS}_4^{-1} \) tetrahedra in the glass network.

The first peak in the \( G(r) \) and \( G_X(r) \) functions at \( r_1 \simeq 2.25(2) \text{ Å} \) measured in the present study is attributed to a superposition of Ge-S and Ga-S
Table 5.5: The R-S nearest neighbour distance $r_{RS}$, average coordination number $\bar{n}^S_R$ and the minimum nearest neighbour $R$-$R$ distance $r_{RR}$ (min) for $R$-Ge-S or $R$-Ga-S crystal structures, where $R$ represents a rare earth element La, Ce, Pr, Eu, Dy, Ho, Er, Yb or Y.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>$r_{RS}$ (Å)</th>
<th>$\bar{n}^S_R$</th>
<th>$r_{RGe}$ (Å)</th>
<th>$r_{RGe}$ (Å)</th>
<th>$r_{RR}$ (min) (Å)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>La$_2$GeS$_5$</td>
<td>2.84-3.33</td>
<td>8.5</td>
<td>3.77-4.26</td>
<td>–</td>
<td>4.30</td>
<td>[203]</td>
</tr>
<tr>
<td>LaGaS$_3$</td>
<td>2.82-3.48</td>
<td>8.3</td>
<td>–</td>
<td>3.50-4.39</td>
<td>4.33</td>
<td>[204]</td>
</tr>
<tr>
<td>Ce$_4$(GeS$_4$)$_3$</td>
<td>2.86-3.37</td>
<td>9</td>
<td>3.69-4.32</td>
<td>–</td>
<td>4.01</td>
<td>[211]</td>
</tr>
<tr>
<td>Pr$_4$Ge$<em>3$S$</em>{12}$</td>
<td>2.70-3.70</td>
<td>9</td>
<td>3.69-4.08</td>
<td>–</td>
<td>3.99</td>
<td>[212]</td>
</tr>
<tr>
<td>Eu$_2$Ge$_3$</td>
<td>2.99-3.10</td>
<td>8.5</td>
<td>3.53-4.00</td>
<td>–</td>
<td>4.06</td>
<td>[220]</td>
</tr>
<tr>
<td>EuGa$_2$S$_4$</td>
<td>3.05-3.12</td>
<td>8</td>
<td>–</td>
<td>3.83-3.93</td>
<td>5.10</td>
<td>[221]</td>
</tr>
<tr>
<td>Dy$<em>6$Ge$</em>{2.5}$S$_{14}$</td>
<td>2.68-3.05</td>
<td>7</td>
<td>3.27-4.25</td>
<td>–</td>
<td>4.22</td>
<td>[222]</td>
</tr>
<tr>
<td>Ho$<em>3$Ge$</em>{1.25}$S$_{7}$</td>
<td>2.69-3.01</td>
<td>7</td>
<td>3.21-4.25</td>
<td>–</td>
<td>4.20</td>
<td>[223]</td>
</tr>
<tr>
<td>Er$_3$Ga$_6$</td>
<td>2.59-2.96</td>
<td>7</td>
<td>–</td>
<td>3.56-4.40</td>
<td>3.83</td>
<td>[224]</td>
</tr>
<tr>
<td>YbGa$_2$S$_4$</td>
<td>2.99-3.06</td>
<td>8</td>
<td>–</td>
<td>3.74-4.40</td>
<td>4.99</td>
<td>[225]</td>
</tr>
<tr>
<td>Y$<em>3$Ge$</em>{1.25}$S$_7$</td>
<td>2.74-3.02</td>
<td>7</td>
<td>3.23-4.26</td>
<td>–</td>
<td>4.21</td>
<td>[226]</td>
</tr>
</tbody>
</table>

Correlations. This is consistent with the bond distances of $r_{GeS}$ = 2.21(1) Å and $r_{GaS}$ = 2.31(1) Å measured by EXAFS for (La$_2$S$_3$)$_{0.30}$(Ga$_2$S$_3$)$_{0.50}$(GeS$_2$)$_{0.20}$ glass [187]. The measured coordination numbers $\bar{n}^S_{Ge}$ = 4 and $\bar{n}^S_{Ga}$ = 4 from the present study are also in agreement with EXAFS results that are invariant with composition [187, 227]. The mean R-S bond distance $r_{RS}$ = 3.03(9) Å obtained from the present study is in agreement with the range of R-S bond distances found in R-Ge-S and R-Ga-S crystal structures (see table 5.5). The EXAFS measurements give R-S bond distances $r_{LaS}$ = 2.990 Å and $r_{CeS}$ = 2.961 Å in (R$_2$S$_3$)$_{0.30}$(Ga$_2$S$_3$)$_{0.50}$(GeS$_2$)$_{0.20}$ glass which undergoes an overall reduction of 0.28 Å with the substitution of La by Lu [186]. This is consistent with the reduction in ion radius caused by the lanthanoid contraction and is supported by the reduction in the R-S bond distances reported for crystalline structures as R is changed from La to Y (see table 5.5).

A mean coordination number $\bar{n}^S_R = 8.1(2)$ was obtained from the first order difference functions in the neutron diffraction experiment and a mean value of 8.4(2) was obtained from the R-S peak in the total x-ray pair distribution functions. Coordination numbers in the range 7 ≤ $\bar{n}^S_R$ ≤ 8.5 are reported.
in the literature for crystalline La$_2$GeS$_5$ [203] and LaGaS$_3$ [204] and, from EXAFS measurements, glassy La$_2$S$_3$-Ga$_2$S$_3$ [227] and Ce$_2$S$_3$-Ga$_2$S$_3$GeS$_2$ [186]. The values for the coordination number $\bar{n}_R^S$ compare with characteristic values $O$ of $\bar{n}_R\approx 8$ for large rare earth ions in R-P-O [228] and R-Al-Si-O [58] glasses.

5.7 Conclusions

The structure of $(R_2S_3)_{0.07}(Ga_2S_3)_{0.33}(GeS_2)_{0.60}$ glass, where $R$ denotes La, Ce or a 50:50 mixture of the two, was studied using a combination of neutron diffraction, high energy x-ray diffraction and $^{71}$Ga MAS NMR. The total x-ray structure factor for the samples are identical at all $Q$ values confirming that the samples are structurally isomorphic. The main resonance in the $^{71}$Ga MAS NMR spectrum at $\delta = 250(5)$ ppm is attributed to 4 fold coordinated Ga by comparison with the $\alpha$ and $\beta$ phases of Ga$_2$O$_3$ [196]. This is consistent with the neutron and x-ray diffraction results which give a coordination number of $\bar{n}_{Ge}^S = 4$ when $\bar{n}_{Ga}^S = 4$. Evidence for Ga-Ga homopolar bonds was found in the neutron diffraction results.

A mean nearest neighbour $R$-S bond distance of $r_{RS} = 3.03(3)$ Å is obtained from the neutron and x-ray diffraction measurements. The first order difference functions $\Delta F_R^{(i)} (i = 1, 2, 3)$ and total x-ray pair distribution functions $G_X(r)$ give coordination numbers $\bar{n}_R^S = 8.1(2)$ and $\bar{n}_R^S = 8.4(2)$, respectively. Since the atomic concentration $c_R = 3.68$ % of the rare earth ions is close to the rare earth solubility limit in this glass system [171], the first order difference functions provide an estimate for the minimum separation of rare earth ions to be $r_{RR} = 4.65(5)$ Å.
6. Structure of La/Ce-Ge-Ga-Se glasses by the method of isomorphic substitution in neutron diffraction

6.1 Introduction

The aim of this experiment is to use the method of isomorphic substitution in neutron diffraction to measure the structure of a $R$-Ge-Ga-Se glass, where $R$ represents La or Ce. The phase diagram for the La$_2$Se$_3$-Ga$_2$Se$_3$-GeSe$_2$ system is plotted in figure 6.1 [162], where the glass forming region is extended significantly, by comparison with the sulphide system (see figure 5.1), to approximately 50 mol% Ga$_2$Se$_3$ and approximately 25 mol% La$_2$Se$_3$. The glass composition $(R_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}$ was chosen for investigation to match the sulphide composition studied in chapter 5. This composition also lies well within the glass forming region of figure 6.1 and contains a relatively large atomic fraction of rare earth ion $c_R = 3.68$ % which is required to obtain a measurable scattering intensity contrast for the different rare earth glasses. The structure and properties of the $R$-Ge-Ga-Se glass will also be compared to the structure of glassy GeSe$_2$ [229] and $(\text{GeSe}_2)_{0.87}(\text{Ga}_2\text{Se}_3)_{0.13}$ as measured by neutron diffraction to investigate the effect on the glass structure of adding Ga$_2$Se$_3$ followed by $R_2$Se$_3$. 
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Figure 6.1: The glass forming region for the ternary system $R_2\text{Se}_3$-$Ga_2\text{Se}_3$-$Ge\text{Se}_2$, where $R=$La [162]. The open circles denote glass forming compositions, the stars denote partially crystalline compositions and the solid (red) circles denote glass compositions synthesised for this study.

6.2 Theory

As derived in § 2.2, the coherent scattered intensity obtained by a neutron diffraction experiment on a $R$-Ge-Ga-Se glass is represented by the total structure factor

$$F(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1],$$

(6.1)

where $n = 4$ is the total number of chemical species denoted by $\alpha$ or $\beta$, $c_\alpha$ and $b_\alpha$ represent the atomic fraction and coherent neutron scattering length of chemical species $\alpha$, respectively, $S_{\alpha\beta}(Q)$ is a Faber-Ziman partial structure factor and $Q$ is the scattering vector. The natural isotopic abundance coherent
neutron scattering lengths are \( b_{\text{Se}} = 7.970(9) \) fm, \( b_{\text{Ga}} = 7.288(2) \) fm, \( b_{\text{Ge}} = 8.185(20) \) fm, \( b_{\text{La}} = 8.24(4) \) fm and \( b_{\text{Ce}} = 4.84(2) \) fm [30]. Expanding in terms of the partial structure factors \( S_{\mu \mu'}(Q) \), that involve only the matrix atom species (Ge, Ga, Se), and the partial structure factors \( S_{R \mu}(Q) \) or \( S_{RR}(Q) \), that involve the rare earth species \( R \), we can write \( F(Q) \) as

\[
F(Q) = c_R^2 b_R^2 \left[ S_{RR}(Q) - 1 \right] + 2 c_R c_{\text{Se}} b_R b_{\text{Se}} \left[ S_{R \text{Se}}(Q) - 1 \right] + 2 c_R c_{\text{Ge}} b_R b_{\text{Ge}} \left[ S_{R \text{Ge}}(Q) - 1 \right] + 2 c_R c_{\text{Ga}} b_R b_{\text{Ga}} \left[ S_{R \text{Ga}}(Q) - 1 \right] + \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_\mu c_{\mu'} b_\mu b_{\mu'} \left[ S_{\mu \mu'}(Q) - 1 \right],
\]

(6.2)

where \( m = 3 \) is the total number of matrix atom species denoted by \( \mu \) or \( \mu' \). If the \( F(Q) \) functions are measured for samples containing the rare earth isomorphs \( \text{La}^{3+} \) or \( \text{Ce}^{3+} \), for which the neutron scattering lengths \( b_{\text{La}} > b_{\text{Ce}} \), then difference function methods can be employed. The \( S_{\mu \mu'}(Q) \) partial structure factors may be eliminated by subtracting the two \( F(Q) \) functions to yield the first order difference function \( \Delta F_R^{(1)}(Q) \), defined as

\[
\Delta F_R^{(1)}(Q) \equiv \text{La} F(Q) - \text{Ce} F(Q) = \Delta_{R \mu}(Q) + c_R^2 \left( b_{\text{La}}^2 - b_{\text{Ce}}^2 \right) [S_{RR}(Q) - 1],
\]

(6.3)

where the matrix to rare earth difference function is given by

\[
\Delta_{R \mu}(Q) = 2 c_R c_{\text{Se}} b_{\text{Se}} \left( b_{\text{La}} - b_{\text{Ce}} \right) [S_{R \text{Se}}(Q) - 1] + 2 c_R c_{\text{Ge}} b_{\text{Ge}} \left( b_{\text{La}} - b_{\text{Ce}} \right) [S_{R \text{Ge}}(Q) - 1] + 2 c_R c_{\text{Ga}} b_{\text{Ga}} \left( b_{\text{La}} - b_{\text{Ce}} \right) [S_{R \text{Ga}}(Q) - 1].
\]

(6.4)

The \( S_{R \mu}(Q) \) partial structure factors may be eliminated by subtracting a suitably weighted \( \Delta F_R^{(1)}(Q) \) function from the \( \text{La} F(Q) \) function to yield the so
Table 6.1: Weighting factors (in millibarn) for the $g_{\alpha \beta}(r)$ partials in the $G(r)$, $\Delta G(R)$ and $\Delta G'(r)$ functions, together with the limiting values at $r = 0$ (in barn), for glassy ($R_2Se_3$) and ($Ga_2Se_3$) glasses, where $R$ = La or Ce.

<table>
<thead>
<tr>
<th>$g_{\alpha \beta}(r)$</th>
<th>$g_{\alpha \beta}(r)$</th>
<th>$g_{\alpha \beta}(r)$</th>
<th>$g_{\alpha \beta}(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$La_{G(r)}$</td>
<td>0.83(5)</td>
<td>30.7(9)</td>
<td>7.8(3)</td>
</tr>
<tr>
<td>$Ce_{G(r)}$</td>
<td>0.32(2)</td>
<td>18.04(5)</td>
<td>4.60(2)</td>
</tr>
<tr>
<td>$Co_{G(r)}$</td>
<td>0.61(5)</td>
<td>12.7(1)</td>
<td>3.22(3)</td>
</tr>
<tr>
<td>$Ge_{G(r)}$</td>
<td>0.0(3)</td>
<td>0.0(9)</td>
<td>0.0(6)</td>
</tr>
<tr>
<td>$Se_{G(r)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$Ga_{G(r)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$GaSe_{G(r)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$GaGe_{G(r)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$GaGa_{G(r)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$GaSe_{G(r)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$SeSe_{G(r)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$R_{G(r)}$</td>
<td>0.93(5)</td>
<td>30.7(9)</td>
<td>7.8(3)</td>
</tr>
<tr>
<td>$R_{\Delta G(R)}$</td>
<td>0.61(5)</td>
<td>12.7(1)</td>
<td>3.22(3)</td>
</tr>
<tr>
<td>$R_{\Delta G'(r)}$</td>
<td>0.0(3)</td>
<td>0.0(9)</td>
<td>0.0(6)</td>
</tr>
<tr>
<td>$R_{\Delta G(1)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
<tr>
<td>$R_{\Delta G(1)}$</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
<td>0.0(1)</td>
</tr>
</tbody>
</table>
6.3. EXPERIMENTAL PROCEDURE

called “total minus weighted difference function” given by

\[
\Delta F^{(1)}(Q) = \frac{b_{La} F(Q) - \Delta F^{(1)}_{R}(Q)}{b_{La} - b_{Ce}} = \frac{b_{La} c_{Ce} F(Q) - b_{Ce} \Delta F^{(1)}_{La}(Q)}{b_{La} - b_{Ce}}
\]

\[= \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_{\mu} c_{\mu'} b_{\mu} b_{\mu'} [S_{\mu\mu'}(Q) - 1] - c_{R}^{2} b_{La} b_{Ce} [S_{RR}(Q) - 1]. \quad (6.5)
\]

The real space functions \( G(r) \), \( \Delta G^{(1)}_{R}(r) \) and \( \Delta G^{(1)}(r) \) are obtained by Fourier transforming the corresponding reciprocal space functions using the relations

\[
G(r) = \frac{1}{2\pi^{2}r n_{0}} \int_{0}^{\infty} Q F(Q) \sin(Qr) dQ, \quad (6.6)
\]

\[
\Delta G^{(1)}_{R}(r) = \frac{1}{2\pi^{2}r n_{0}} \int_{0}^{\infty} Q \Delta F^{(1)}_{R}(Q) \sin(Qr) dQ, \quad (6.7)
\]

\[
\Delta G^{(1)}(r) = \frac{1}{2\pi^{2}r n_{0}} \int_{0}^{\infty} Q \Delta F^{(1)}(Q) \sin(Qr) dQ, \quad (6.8)
\]

where \( n_{0} \) is the atomic number density of the glass and \( r \) is a distance in real space. The relevant equations for \( G(r) \), \( \Delta G^{(1)}_{R}(r) \) and \( \Delta G^{(1)}(r) \) are obtained by replacing each \( S_{\alpha\beta}(Q) \) by the corresponding partial pair distribution function \( g_{\alpha\beta}(r) \) in the equations given for \( F(Q) \), \( \Delta F^{(1)}_{R}(r) \) and \( \Delta F^{(1)}(r) \), respectively.

The theoretical low-\( r \) limit of these functions is given by the sum of the weighting factors of the partial pair distribution functions \( g_{\alpha\beta}(r) \) as listed in table 6.1. As given in equation 2.12, the coordination number \( n_{\alpha}^{\beta} \) is obtained by integrating over a relevant peak in real space.

6.3 Experimental procedure

6.3.1 Sample preparation

The \( R \)-Ge-Ga-Se glasses were prepared by weighing the high purity elements Ge (Aldrich, \( \geq 3 \) mm chips, 99.999 %), Ga (Aldrich, 99.9999 %), Se (Aldrich, \( \simeq 2 \) mm pellets, 99.999 + %), La (Alpha Aesar, 1 mm thick foil, 99.9 %) and Ce (Alpha Aesar, 1 mm thick foil, 99.9 %) in the correct proportions within
a dry Argon filled glove box at the ISIS facility with levels of H$_2$O $\leq$ 2 ppm and O$_2$ $\leq$ 2 ppm. The Ge and Se elements were powdered using a stainless steel and an agate pestle and mortar, respectively, and the Ga was melted on a hotplate. Strips of La and Ce elements were cut from the supplied foils. The rare earths were incorporated in their elemental form as the corresponding selenides are not readily available from commercial suppliers. Following the procedure outlined in § 5.4.1, the samples were sealed in evacuated silica ampoules and heated in a rocking furnace at a rate of 1 °C min$^{-1}$, holding for 4 hours at 221 and 685 °C, corresponding to the melting and boiling temperatures of Se, respectively, at 795 or 920 °C, corresponding to the melting temperatures of Ce and La, respectively, and at 937 °C, corresponding to the melting temperature of Ge. Once the final synthesis temperature of 1100 °C had been reached and held for $\geq$ 24 hours, the furnace was rotated vertically and held for a further $\geq$ 12 hours before quenching the glass in an ice-water mixture. Four 3 g batches of glass were prepared to ensure that the vanadium sample container used in the neutron diffraction experiment would be filled. On breaking open the ampoules, the samples came away cleanly from the silica surface. The mean atomic fractions averaged over all of the samples are $c_R = 0.037(1)$, $c_{Ge} = 0.157(4)$, $c_{Ga} = 0.174(1)$ and $c_{Se} = 0.632(3)$, forming the required molar composition $(R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}$.

Figure 6.2: The as quenched $R$-Ge-Ga-Se glasses contained within silica ampoules.
A 3 g batch of glass of composition \((\text{GeSe}_2)_{0.87}(\text{Ga}_2\text{Se}_3)_{0.13}\) was also prepared following the same procedure outlined for the \(R\)-Ge-Ga-Se samples using a dry Argon filled glove box environment to fill the silica ampoule, with levels of \(H_2O \leq 6\) ppm and \(O_2 \leq 30\) ppm, and quenching the ampoule from 1150 °C in an ice-water mixture.

### 6.3.2 Sample characterisation

Table 6.2: Properties of the \(\text{GeSe}_2\), \((\text{GeSe}_2)_{0.87}(\text{Ga}_2\text{Se}_3)_{0.13}\) (denoted Ge-Ga-Se) and \((R_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}\) glasses (denoted \(R\)-Ge-Ga-Se), where \(R\) represents La or Ce. The mass density \(\rho\) and number density \(n_0\) are listed together with the glass transition temperature \(T_g\), crystallisation temperature \(T_c\) and change in heat capacity \(\Delta C_p\) at \(T_g\) as measured by modulated differential scanning calorimetry.

<table>
<thead>
<tr>
<th>Glass</th>
<th>(\rho) (g cm(^{-3}))</th>
<th>(n_0) (Å(^{-3}))</th>
<th>(\Delta C_p) (J g(^{-1}) °C(^{-1}))</th>
<th>(T_g) (°C)</th>
<th>(T_c) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeSe(_2)</td>
<td>4.26(1)</td>
<td>0.0334(1)</td>
<td>0.08(2)</td>
<td>415(2)</td>
<td>487.0(1)</td>
</tr>
<tr>
<td>Ge-Ga-Se</td>
<td>4.28(1)</td>
<td>0.0337(1)</td>
<td>0.16(2)</td>
<td>385(2)</td>
<td>460.2(1)</td>
</tr>
<tr>
<td>La-Ge-Ga-Se</td>
<td>4.79(1)</td>
<td>0.0367(1)</td>
<td>0.13(2)</td>
<td>403(2)</td>
<td>493.8(1)</td>
</tr>
<tr>
<td>Ce-Ge-Ga-Se</td>
<td>4.79(1)</td>
<td>0.0367(1)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The amorphous nature of the \(R\)-Ge-Ga-Se samples was confirmed by the absence of crystalline Bragg peaks in the diffraction patterns obtained using a Philips \(\theta - 2\theta\) x-ray diffractometer with CuK\(\alpha\) radiation of wavelength \(\lambda_{K\alpha1} = 1.54060\) Å and \(\lambda_{K\alpha2} = 1.54439\) Å. The density of each of the samples was measured at the ISIS facility using a Quantachrome helium gas pycnometer and the values are listed in table 6.2 (the density of \(\text{GeSe}_2\) was taken from Ref. [192]).

The glass transition temperature \(T_g\), crystallisation temperature \(T_c\) and change in heat capacity \(\Delta C_p\) for the glass samples were measured, after the neutron diffraction experiments had been performed, by modulated differential scanning calorimetry (MDSC) using a TA Instruments DSC Q100 machine. The finely powdered samples of mass \(\approx 30\) mg were contained in crimped aluminium pans and heated over the temperature range \(300 \leq T \degree C \leq 550\) at
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Figure 6.3: Modulated differential scanning calorimetry (MDSC) scans for the glass samples (a) GeSe$_2$, (b) (GeSe$_2$)$_{0.87}$(Ga$_2$Se$_3$)$_{0.13}$, and (c) (La$_2$Se$_3$)$_{0.07}$(Ga$_2$Se$_3$)$_{0.33}$(GeSe$_2$)$_{0.60}$, where the blue curve denotes the reversible heat flow, the red curve denotes the non-reversible heat flow and the black curve denotes the reversible heat capacity $C_p$ signal. For clarity, the reversible heat flow and heat capacity signals are truncated before the crystallisation peak.
a rate of 3.00 °C min⁻¹ with a temperature modulation of ± 1.00 °C min⁻¹. Nitrogen gas (BOC, Oxygen free), flowing at 50 ml min⁻¹, was used to purge the instrument of moisture and oxygen and to provide efficient heat transfer between the sample pans and the DSC cell contacts. The reversible and non-reversible components of the heat flow and heat capacity \( C_p \) were recorded every 0.2 s and are plotted in figure 6.3. The mid-point glass transition temperature \( T_g \) was obtained by drawing a tangent line to the data in the transition region of the reversible heat flow to find the point of inflection. The change in heat capacity \( \Delta C_p \) through \( T_g \) was obtained from the observed step in the reversible heat capacity curve. The crystallisation temperature \( T_c \) is given by the position of the exothermic peak in the non-reversible heat flow curve. The values of \( \Delta C_p \), \( T_g \) and \( T_c \) are listed in table 6.2.

The glass transition temperature \( T_g \) and crystallisation temperature \( T_c \) decreases as Ga₂Se₃ is added to GeSe₂ glass and subsequently increases with the addition of La₂Se₃. The change in heat capacity \( \Delta C_p \) in the region of \( T_g \) undergoes an increase when Ga₂Se₃ is added to GeSe₂ glass and subsequently decreases with the addition of La₂Se₃. These results are consistent with DSC measurements of \((\text{GeS}_2)_x(\text{Ga}_2\text{Se}_3)_{1−x}\) glasses which show a drop in \( T_g \) with increasing Ga₂Se₃ content [230, 231] and a subsequent increase in \( T_g \) with increasing rare earth content [183]. An analogous effect is also observed in the sulphide system [156, 159, 160].

### 6.3.3 The neutron diffraction experiments

Neutron diffraction experiments were performed on the R-Ge-Ga-Se glasses using the GLAD instrument at the IPNS, described in § 3.2.4, with a maximum scattering vector \( Q_{\text{max}} = 40.0 \ \text{Å}^{-1} \). The coarsely powdered samples were held in cylindrical vanadium containers of 4.64 mm inner diameter and 0.13 mm wall thickness in the GLAD room temperature sample changer (RTSC). Diffraction patterns were taken, alternating between the two samples in their vanadium containers every 864,000 pulses, which, given the IPNS pulse rate of 30 Hz, is equivalent to 8 hours counting time per scan. Since the beam current was
relatively low at 14 to 15 $\mu$A, a total counting time of 56 hours per sample was required to obtain reasonable counting statistics. Diffraction patterns were also taken for the empty instrument, empty vanadium containers and a cylindrical vanadium rod of diameter 9.5 mm for calibration purposes. The individual scans showed no deviation outside the statistical variation verifying the diffractometer stability [197]. After eliminating non-functioning or noisy detectors, the ISAW analysis program [232] was used to process the data detector-by-detector, correcting for attenuation, background, multiple scattering and inelasticity effects and normalising to the vanadium standard. The results were then merged and the data set for the Ce sample was corrected for the contribution from Ce$^{3+}$ paramagnetic scattering [36] (see § 2.2.1).

The $(\text{GeSe}_2)_{0.87}(\text{Ga}_2\text{Se}_3)_{0.13}$ glass was measured by neutron diffraction using the GEM instrument at ISIS, described in § 3.2.3, with a maximum scattering vector $Q_{\text{max}} = 49.5 \ \text{Å}^{-1}$. The sample was finely powdered and held in a cylindrical vanadium container of 6.8 mm inner diameter and 0.1 mm wall thickness at ambient temperature ($\approx 25 \ ^\circ\text{C}$). Diffraction patterns were taken for the samples in the vanadium container, the empty vanadium container, the empty instrument and a cylindrical vanadium rod of diameter 8.36 mm. A total run time of 1327.5 $\mu$Ahr was made to obtain good counting statistics, which at an average ISIS beam current of 170 $\mu$A equates to $\approx 8$ hours of counting time. After eliminating non-functioning or noisy detectors, the GUDRUN analysis program [111] was used to process the data, correcting detector-by-detector for attenuation, background, multiple scattering, inelasticity effects and normalising to the vanadium standard. The results were then merged to produce the total structure factor $F(Q)$. Self consistency checks were performed on the data sets to ensure that (i) each measured $F(Q)$ obeys the sum-rule relation (see equation 2.11), (ii) the low-$r$ features in the real space functions oscillate about their theoretical $r = 0$ limit as given in table 6.1 and (iii) the Fourier backtransform of the real space functions after the low-$r$ oscillations are set to the theoretical $r = 0$ limit is in good overall agreement with the original reciprocal space function [113].
6.4 Results

The total structure factors $^LaF(Q)$ and $^CeF(Q)$ for the $R$-Ge-Ga-Se glasses, as measured by neutron diffraction on the GLAD instrument at the IPNS, are plotted in figure 6.4. The total pair distribution functions $^LaG(r)$ and $^CeG(r)$ are plotted in figure 6.5 and were obtained by Fourier transforming the corresponding $F(Q)$ functions after making a Harwell spline fit [115] to the data and applying a cosine window function between 18 and 23 Å$^{-1}$. It was necessary to truncate the $F(Q)$ functions at the relatively small maximum scattering vector $Q_{\text{max}} = 23$ Å$^{-1}$ to prevent the poor statistical precision in the data sets at higher $Q$ values (see figure 6.10 (c)) leading to un-physical features in the Fourier transforms. The positions of the leading peaks in the $F(Q), G(r)$ and corresponding difference functions are listed in table 6.3 together with the coordination numbers $\bar{n}, \bar{n}^\text{Se}_{\text{Ge}}$ and $\bar{n}^\text{Se}_R$ obtained from the real space functions as detailed below.

The $F(Q)$ functions exhibit a first sharp diffraction peak (FSDP), indicative of ordering on intermediate length scales [116], at $q_1 \simeq 1.02(2)$ Å$^{-1}$. The FSDP experiences an increase in height with substitution of La by Ce. This is emphasised by the first order difference function $\Delta F_R^{(1)}(Q)$ plotted in figure 6.6 which exhibits a trough in this region and must therefore result from one or more of the $S_{RR}(Q)$ and $S_{Rs}(Q)$ partial structure factors having a trough in this region.

The first peak at $r_1 = 2.38(2)$ Å in the $G(r)$ functions is attributed to a superposition of the nearest neighbour Ge-Se and Ga-Se correlations by comparison with the nearest neighbour distances $2.34 \leq r_{\text{GeSe}}$ (Å) $\leq 2.37$ reported for crystalline GeSe$_2$ [233] and $2.32 \leq r_{\text{GaSe}}$ (Å) $\leq 2.48$ reported for crystalline Ga$_2$Se$_3$ [234, 235]. Assuming that the number of homopolar bonds is negligible, a coordination number of $\bar{n}^\text{Se}_{\text{Ge}} = 4.0(1)$ was obtained from the first peak in the $G(r)$ functions by integrating over the range $2.15 \leq r$ (Å) $\leq 2.64$ and assuming a contribution to the peak area from Ga-Se correlations where $\bar{n}^\text{Se}_{\text{Ga}} = 4$ by comparison with the Ga coordination environment in $R$-Ge-Ga-S glasses (see chapter 5). The second much smaller peak in the $G(r)$ functions at
### Table 6.3: Leading peak positions

<table>
<thead>
<tr>
<th>$\mathbf{Q}$</th>
<th>$\Delta F$</th>
<th>$\Delta F(1)$</th>
<th>$\Delta F(2)$</th>
<th>$\Delta F(3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.01(2)</td>
<td>2.06(2)</td>
<td>3.49(2)</td>
<td>2.38(2)</td>
<td></td>
</tr>
<tr>
<td>1.02(2)</td>
<td>2.05(2)</td>
<td>3.50(2)</td>
<td>2.38(2)</td>
<td></td>
</tr>
<tr>
<td>1.09(2)</td>
<td>2.46(2)</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>1.00(2)</td>
<td>2.04(2)</td>
<td>3.49(2)</td>
<td>2.37(2)</td>
<td></td>
</tr>
<tr>
<td>1.01(2)</td>
<td>2.04(2)</td>
<td>3.51(2)</td>
<td>2.38(2)</td>
<td></td>
</tr>
<tr>
<td>1.00(2)</td>
<td>2.04(2)</td>
<td>3.49(2)</td>
<td>2.37(2)</td>
<td></td>
</tr>
<tr>
<td>1.01(2)</td>
<td>2.04(2)</td>
<td>3.51(2)</td>
<td>2.38(2)</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- $\Delta F$ denotes the difference in the respective peak positions.
- The values in parentheses indicate uncertainties.

### Table 6.4: Coordination numbers

<table>
<thead>
<tr>
<th>$\mathbf{Q}$</th>
<th>$\bar{n}_G$</th>
<th>$\bar{n}_E$</th>
<th>$\bar{n}_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.01(2)</td>
<td>2.06(2)</td>
<td>3.49(2)</td>
<td>2.38(2)</td>
</tr>
<tr>
<td>1.02(2)</td>
<td>2.05(2)</td>
<td>3.50(2)</td>
<td>2.38(2)</td>
</tr>
<tr>
<td>1.09(2)</td>
<td>2.46(2)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1.00(2)</td>
<td>2.04(2)</td>
<td>3.49(2)</td>
<td>2.37(2)</td>
</tr>
<tr>
<td>1.01(2)</td>
<td>2.04(2)</td>
<td>3.51(2)</td>
<td>2.38(2)</td>
</tr>
<tr>
<td>1.00(2)</td>
<td>2.04(2)</td>
<td>3.49(2)</td>
<td>2.37(2)</td>
</tr>
<tr>
<td>1.01(2)</td>
<td>2.04(2)</td>
<td>3.51(2)</td>
<td>2.38(2)</td>
</tr>
</tbody>
</table>

**Notes:**
- The coordination numbers were calculated from the corresponding real space functions.
Figure 6.4: The measured total structure factors (a) $^{La}F(Q)$ and (b) $^{Ce}F(Q)$ for the $(R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}$ glasses as measured by neutron diffraction on the GLAD instrument at the IPNS. The bars represent the statistical errors and the solid (red) curves are the Fourier back-transform of the corresponding $G(r)$ functions given in figure 6.5 after the un-physical low-$r$ oscillations are set to the theoretical $G(0)$ limits, as listed in table 6.1.
Figure 6.5: The total pair distribution functions (a) $\La G(r)$ and (b) $\Ce G(r)$ for the $(R_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{Ge}\text{Se}_2)_{0.60}$ glasses, as obtained by Fourier transforming the corresponding $F(Q)$ functions given in figure 6.4 after making a Harwell spline fit [115] to the data and applying a cosine window function between 18 and 23 Å$^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
6.4. RESULTS

Figure 6.6: First order difference function \( \Delta F_R^{(1)}(Q) \equiv \text{La} F(Q) - \text{Ce} F(Q) \) from the total structure factors given in figure 6.4. The bars represent the statistical errors and the solid (red) curve is the Fourier back-transform of the corresponding \( \Delta G_R^{(1)}(r) \), shown by the black curve plotted in figure 6.7, after the un-physical low-\( r \) oscillations are set to the theoretical \( r = 0 \) limit (see table 6.1).

\( r_2 \simeq 3.09(3) \ \text{Å} \) has greater intensity in the \( \text{La} G(r) \) function, consistent with this peak arising from correlations involving the rare earth ion since \( b_{\text{La}} > b_{\text{Ce}} \). The peak is attributed to the nearest neighbour \( R \)-Se correlations by comparison with the range of bond distances \( 2.93 \leq r_{\text{RSe}} (\text{Å}) \leq 3.22 \) reported in crystalline systems containing \( R \), Ge and Se or \( R \), Ga and Se, where \( R \) denotes a large rare earth element (see table 6.4). The coordination number \( \bar{n}_{\text{RSe}}^\text{La} \) was obtained from the \( R \)-Se peak in the \( G(r) \) functions by integrating over the range \( 2.88 \leq r (\text{Å}) \leq 3.25 \). However, different values were obtained from each \( G(r) \) (see table 6.3) which may indicate that other correlations involving matrix atoms...
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Figure 6.7: First order difference function \( \Delta G_R^{(1)}(r) \) obtained by Fourier transforming the \( \Delta F_R^{(1)}(Q) \) function in figure 6.6 after making a Harwell spline fit [115] to the data and applying a cosine window function between 10 and 14 Å\(^{-1}\) (solid black curve), where the dashed (red) curve indicates the extent of the un-physical low-\( r \) oscillations. The \( \Delta G_R^{(1)}(r) \) function obtained by Fourier transforming the spline fitted \( \Delta F_R^{(1)}(Q) \) truncated at a maximum scattering vector \( Q_{\text{max}} = 14 \text{ Å}^{-1} \) using a Lorch [33] modification function is also shown (solid blue curve), where the dashed (blue) curve indicates the extent of the un-physical low-\( r \) oscillations.
also contribute to the peak.

The first order difference function $\Delta G_R^{(1)}(r)$ is plotted in figure 6.7 and was obtained by Fourier transforming the $\Delta F_R^{(1)}(Q)$ function after making a Harwell spline fit [115] to the data and applying a cosine window function between 10 and 14 Å$^{-1}$. The Fourier backtransform of the $\Delta G_R^{(1)}(r)$ function after the un-physical low-$r$ oscillations up to the onset of the first peak at $r_{\text{cut}} = 2.70$ Å are set to the theoretical $\Delta G_R^{(1)}(0)$ limit (listed in table 6.1) is in good overall agreement with the $\Delta F_R^{(1)}(Q)$ function, indicating successful elimination of correlations involving only the matrix atoms (Ge, Ga, Se). The $\Delta G_R^{(1)}(r)$ function exhibits a prominent first peak at $r_2 = 3.05(3)$ Å followed by several subsidiary peaks. To try and distinguish the physical peaks in real space from e.g. Fourier transform artifacts, a Lorch [33] modification function was also applied to the spline fitted $\Delta F_R^{(1)}(Q)$ function truncated at a maximum scattering vector $Q_{\text{max}} = 14$ Å$^{-1}$ (see figure 6.7) prior to Fourier transformation into real space. By comparison with the bond distances reported for large rare earth elements in crystalline systems containing $R$, Ge and Se or $R$, Ga and Se (see table 6.4) the first peak in $\Delta G_R^{(1)}(r)$ at $r_2 = 3.05(3)$ Å is attributed to the nearest neighbour $R$-Se correlations. A coordination number $n_R^\text{Se} = 8.0(2)$ was obtained from the $R$-Se peak by integrating over the range $2.88 \leq r$ (Å) $\leq 3.25$.

The second peak in $\Delta G_R^{(1)}(r)$ at $r_3 = 3.72(5)$ Å is attributed to a superposition of the $R$-Ge and $R$-Ga correlations. Although further peaks are present in $\Delta G_R^{(1)}(r)$ it is not possible to unambiguously identify which of these may result from e.g. the $R$-$R$ correlations.

The total minus weighted difference function $\Delta F^{(1)}(Q)$ is plotted in figure 6.8. The corresponding $\Delta G^{(1)}(r)$ function is plotted in figure 6.9 and was obtained by Fourier transforming the $\Delta F^{(1)}(Q)$ function after making a Harwell spline fit [115] to the data and applying a cosine window function between 18 and 23 Å$^{-1}$. As for the $G(r)$ functions, the first peak in $\Delta G^{(1)}(r)$ at $r_1 = 2.37(2)$ Å is attributed to a superposition of the Ge-Se and Ga-Se correlations. Assuming that the number of homopolar bonds is negligible, a coordination number of $n_G^\text{Se} = 4.0(1)$ was obtained from the first peak in the
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Figure 6.8: The total minus weighted difference function $\Delta F^{(1)}(Q)$ for the $(R_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}$ glass. The bars represent the statistical errors and the solid (red) curve is the Fourier back-transform of the corresponding $\Delta G^{(1)}(r)$ function given in figure 6.9 after the un-physical low-$r$ oscillations are set to the theoretical $r = 0$ limit (see table 6.1).

$\Delta G^{(1)}(r)$ function by integrating over the range $2.09 \leq r$ (Å) $\leq 2.70$ assuming a contribution to the peak area from Ga-Se correlations where $n_{\text{Ga}}^{\text{Se}} = 4$. Despite the fact that the $R-\mu$ correlations are eliminated in the total minus weighted difference function, a shoulder is present in $\Delta G^{(1)}(r)$ at $r \simeq 3.1$ Å although it is not as prominent as the feature observed in the $G(r)$ functions (see figure 6.5). This shoulder may therefore result from matrix-matrix atom correlations e.g. the Ge-Ge distance for edge sharing GeSe$_4$ tetrahedra occurs at 3.02(2) Å in GeSe$_2$ glass. By comparison with the structure of GeSe$_2$ glass [192], the peak at $r_3 = 3.87(5)$ Å can be attributed to Se-Se correlations and
Figure 6.9: The total minus weighted difference function $\Delta G^{(1)}(r)$ obtained by Fourier transforming the $\Delta F^{(1)}(Q)$ function given in figure 6.8 after making a Harwell spline fit [115] to the data and applying a cosine window function between 18 and 23 Å⁻¹. The dashed (red) curve indicates the extent of the un-physical low-$r$ oscillations.

The shoulder on this peak at $r \approx 3.6$ Å can attributed to Ge-Ge correlations for corner shared tetrahedra. The small peak at $r_4 = 4.59$ Å is difficult to identify. Although it occurs at a distance consistent with the nearest neighbour $R$-$R$ correlations reported in crystalline systems containing $R$, Ge and Se or $R$, Ga and Se (see table 6.4), no distinct peak is apparent at this distance in the $\Delta G_{R}^{(1)}(r)$ function. The $R$-$R$ correlations also have a negative weighting in $\Delta G^{(1)}(r)$ (see table 6.1) and hence any contribution from the $R$-$R$ correlations should appear as a trough.

The total structure factors obtained using the GEM instrument, denoted
$\text{GeSe}_2 F(Q)$ for the $\text{GeSe}_2$ glass (as measured by Zeidler [229]) and $\text{GeGaSe} F(Q)$ for the ($\text{GeSe}_2)_{0.87}(\text{Ga}_2\text{Se}_3)_{0.13}$ glass, are plotted in figure 6.10 together with the $\text{La} F(Q)$ and $\Delta F^{(1)}(Q)$ functions for the ($R_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}$ glass. Small but distinct changes are observed in the structure of $\text{GeSe}_2$ on the addition of $\text{Ga}_2\text{Se}_3$ followed by $\text{La}_2\text{Se}_3$. Specifically, the FSDP, which is present at $q_1 \approx 1.01 \text{ Å}^{-1}$ in all three $F(Q)$ functions undergoes a progressive reduction in intensity from $\text{GeSe}_2 F(Q)$ to $\text{GeGaSe} F(Q)$ to $\Delta F^{(1)}(Q)$ to $\text{La} F(Q)$. In $\text{GeSe}_2$ glass the FSDP arises predominantly from the Ge-Ge correlations [192].

The total pair distribution functions $\text{GeSe}_2 G(r)$ are $\text{GeGaSe} G(r)$ are plotted in figure 6.11, together with $\text{La} G(r)$ and $\Delta G^{(1)}(r)$. All of these functions were obtained in an identical manner, i.e. by Fourier transforming the corresponding reciprocal space functions after making a Harwell spline fit [115] to the data and applying a cosine window function between 18 and 23 Å$^{-1}$. The first peak in $\text{GeSe}_2 G(r)$ at $r_1 = 2.37(2) \text{ Å}$ has a majority contribution from the nearest neighbour Ge-Se correlations [192]. The peak is broadened and experiences a reduction in height with the addition of $\text{Ga}_2\text{Se}_3$ followed by $\text{La}_2\text{Se}_3$, although its position is maintained. The total pair distribution functions $\text{GeSe}_2 G(r)$ and $\text{GeGaSe} G(r)$ are also plotted in figure 6.12 but were this time obtained by Fourier transforming the corresponding spline fitted $F(Q)$ functions after applying a cosine window function between 30 and 40 Å$^{-1}$. It is evident by comparing figure 6.11 with figure 6.12 that Fourier transforming the $F(Q)$ functions at the higher $Q_{\text{max}} = 40 \text{ Å}^{-1}$ substantially improves the peak resolution in real space but no change is observed in the peak positions. Assuming that the number of homopolar bonds is negligible, a coordination number $\tilde{n}_{\text{Ge}}^{\text{Se}} = 4.0(1)$ was obtained from the first peak in the $\text{GeSe}_2 G(r)$ function by integrating over the range $2.21 \leq r \text{ (Å)} \leq 2.58$. The peak at $r_3 = 3.90(5) \text{ Å}$ is attributed to Se-Se correlations by comparison with the first major peak in the measured $g_{\text{SeSe}}(r)$ partial pair distribution function [192]. A shoulder is also apparent on this peak at $r \approx 3.6 \text{ Å}$ and is attributed to the Ge-Ge correlations for corner shared $\text{GeSe}_4$ tetrahedra by comparison with the first major peak in the measured $g_{\text{GeGe}}(r)$ partial pair distribution function [192].
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Figure 6.10: The total structure factors (a) $^{\text{GeSe}_2} F(Q)$ for the GeSe$_2$ glass measured using the GEM instrument [229], (b) $^{\text{GeGaSe}} F(Q)$ for the (GeSe$_2$)$_{0.87}$Ge$_{0.13}$ glass measured using the GEM instrument, and (c) $^{\text{La}} F(Q)$ for the (La$_2$Se$_3$)$_{0.07}$Ge$_{0.33}$Ge$_{0.60}$ glass measured using the GLAD instrument (taken from figure 6.4). The bars represent the statistical errors and the solid (red) curves are the Fourier back-transforms of the corresponding $G(r)$ functions plotted in figure 6.11 after the low-$r$ oscillations are set to the theoretical $r = 0$ limit (see table 6.1). The solid (blue) curve in (c) shows the total minus weighted difference function $\Delta F^{(1)}(Q)$ taken from figure 6.8.
Figure 6.11: The total pair distribution functions (a) $^{\text{GeSe}_2}G(r)$ for glassy GeSe$_2$, (b) $^{\text{GeGaSe}}G(r)$ for glassy $(\text{GeSe}_2)_{0.87}(\text{Ga}_2\text{Se}_3)_{0.13}$ and (c) $^{\text{La}}G(r)$ for glassy $(\text{La}_2\text{Se}_3)_{0.07}(\text{GeSe}_2)_{0.60}(\text{Ga}_2\text{Se}_3)_{0.33}$ (taken from figure 6.5) as obtained by Fourier transforming the corresponding $F(Q)$ functions in figure 6.10 after making a Harwell spline fit [115] to the data and applying a cosine window function between 18 and 23 Å$^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations. The solid (blue) curve in (c) shows the total minus weighted difference function $\Delta G^{(1)}(r)$ taken from figure 6.9.
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Figure 6.12: The total pair distribution functions (a) $^{\text{GeSe}_2}G(r)$ for glassy GeSe$_2$ and (b) $^{\text{GeGaSe}}G(r)$ for glassy (GeSe)$_{0.87}$(Ga$_2$Se$_3$)$_{0.13}$ as obtained by Fourier transforming the corresponding $F(Q)$ functions in figure 6.10 after making a Harwell spline fit [115] to the data and applying a cosine window function between 30 and 40 Å$^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
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As for the R-Ge-Ga-Se glasses, the first peak at $r_1 = 2.37(2)$ Å in the
GeGaSe $G(r)$ function is attributed to a superposition of Ge-Se and Ga-Se correlations. A coordination number of $n_{\text{Ge}}^{\text{Se}} = 3.7(1)$ was obtained from the first peak in the GeGaSe $G(r)$ function by integrating over the range $2.21 \leq r$ (Å) $\leq 2.88$ and, as for the La $G(r)$ function, subtracting the contribution from the Ga-Se correlations for which it was assumed that $n_{\text{Ga}}^{\text{Se}} = 4$. By comparison with GeSe$_2$ [192] and crystalline Ga$_2$Se$_3$ [234, 235] the peak at $r_3 = 3.90(5)$ Å is attributed to a superposition of Se-Se and Ga-Ga correlations. The shoulder at $r \simeq 3.6$ Å is attributed to Ge-Ge correlations for corner shared GeSe$_4$ tetrahedra [192]. Also, although no peak is apparent, there is a finite intensity at $r \simeq 3.05$ Å which may arise from other matrix-matrix atom correlations, for example the Ge-Ge nearest neighbour distance $r_{\text{GeGe}} = 3.02(2)$ Å for edge sharing GeSe$_4$ tetrahedra [192]. A shoulder is also present at $r \simeq 2.55$ Å on the first peak in the GeGaSe $G(r)$ function by comparison with GeSe$_2$ $G(r)$, which can help to explain the broadening of the first peak in the La $G(r)$, Ce $G(r)$ and $\Delta G^{(1)}(r)$ functions. The nearest neighbour Ge-Se and Ga-Se distances in crystalline systems containing $R$, Ge and Se [236–241] and $R$, Ga and Se [242], where $R$ denotes a large rare earth element, are comparable to the distances reported for GeSe$_2$ [233] and Ga$_2$Se$_3$ [234, 235] and hence this shoulder cannot be attributed to these correlations. However, it may indicate the existence of Ga-Ga homopolar bonds by comparison with the range of nearest neighbour Ga-Ga bond distances $2.44 \leq r_{\text{GaGa}}$ Å $\leq 2.82$ reported for liquid Ga [213–218] and $r_{\text{GaGa}} = 2.48$ Å reported for crystalline Ga [219].

6.5 Discussion

As for the sulphide system (see chapter 5) few structural studies have been performed on the glassy R-Ge-Ga-Se system and crystal structures of this system are not reported in the literature. Some information on the nearest neighbour coordination environment of the rare earth ions can nevertheless be gained from other systems containing $R$, Ge and Se or $R$, Ga and Se (see table 6.4).
Table 6.4: The $R$-Se nearest neighbour distance $r_{RSe}$, average coordination number $\bar{n}^{Se}_R$ and the minimum nearest neighbour $R$-$R$ distance $r_{RR}$ (min) for crystal structures containing $R$-Ge-Se or $R$-Ga-Se, where $R$ represents a rare earth element La, Ce, Pr, Nd or Eu.

\[
\begin{array}{cccccc}
\text{Crystal} & r_{RSe} (\text{Å}) & \bar{n}^{Se}_R & r_{RGe} (\text{Å}) & r_{RGa} (\text{Å}) & r_{RR} (\text{min}) (\text{Å}) & \text{Ref.} \\
\hline
\text{La}_3\text{CuGeSe}_7 & 2.99-3.22 & 8 & 3.88 & - & 4.54 & [236] \\
\text{LaKGeSe}_4 & 3.02-3.21 & 8 & 3.62-4.30 & - & 4.64 & [237] \\
\text{Ce}_3\text{CuGeSe}_7 & 2.97-3.19 & 8 & 3.86 & - & 4.51 & [238] \\
\text{CeKGeSe}_4 & 3.01-3.20 & 7 & 3.60-4.30 & - & 4.63 & [239] \\
\text{Pr}_3\text{CuGeSe}_7 & 2.94-3.18 & 8 & 3.83 & - & 4.48 & [238] \\
\text{Nd}_3\text{CuGeSe}_7 & 2.93-3.17 & 8 & 3.82 & - & 4.47 & [238] \\
\text{EuGa}_2\text{Se}_4 & 3.18-3.23 & 8 & - & 3.98-4.08 & 5.44 & [242] \\
\text{EuGe}_2\text{Se}_4 & 3.10-3.31 & 7 & 3.70-4.32 & - & 4.20 & [241] \\
\end{array}
\]

The first peak in the $\text{GeSe}_2G(r)$ function at $r_1 = 2.37(2) \text{ Å}$ for $\text{GeSe}_2$ glass is attributed to nearest neighbour Ge-Se correlations and gives a coordination number $\bar{n}^{Se}_{\text{Ge}} = 4.0(1)$. The first peak in the $G(r)$ functions for the $R$-Ge-Ga-Se glasses at $r_1 = 2.38(2) \text{ Å}$ is attributed to a superposition of Ge-Se and Ga-Se correlations and also gives a coordination number $\bar{n}^{Se}_{\text{Ge}} = 4.0(1)$ if we assume that $\bar{n}^{Se}_{\text{Ga}} = 4$. These results should not, however, be taken to be an indication of complete chemical ordering. For example, in the case of glassy $\text{GeSe}_2$ a substantial number of structural defects in the form of Ge-Ge and Se-Se homopolar bonds are known to exist [192] giving rise to correlations at $r_{\text{GeGe}} = 2.42 \text{ Å}$ and $r_{\text{SeSe}} = 2.32(2) \text{ Å}$. Also, the measured $G(r)$ functions for the glasses containing Ga$_2$Se$_3$ exhibit a shoulder in the first peak at $r \simeq 2.55 \text{ Å}$. The shoulder may be attributed to nearest neighbour Ga-Ga correlations by comparison with typical Ga-Ga bond distances [213–219]. All of these homopolar bond distances are within the integration range used to calculate $\bar{n}^{Se}_{\text{Ge}}$. However, if we consider the case for $\text{GeSe}_2$, the coherent neutron scattering lengths for Ge and Se of natural isotopic abundance are comparable and hence the $G(r)$ function for $\text{GeSe}_2$ measured by neutron diffraction is effectively equivalent to the Bhatia Thornton [243] number-number partial pair distribution function.
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g_{NN}(r) which makes no distinction between the chemical species occupying the
scattering sites. The mean coordination number irrespective of species type is
given by [244]

\[
\bar{n} = 4\pi n_0 \int_{r_1}^{r_2} r^2 g_{NN}(r) dr
= c_{\text{Ge}}(\bar{n}^{\text{Ge}}_{\text{Ge}} + \bar{n}^{\text{Se}}_{\text{Ge}}) + c_{\text{Se}}(\bar{n}^{\text{Se}}_{\text{Se}} + \bar{n}^{\text{Se}}_{\text{Se}}).
\] (6.9)

There are two contrasting models for chemical ordering in Ge-Se networks,
namely the random covalent network (RCN) model and the chemically ordered
network (CON) model [244]. In the RCN model, the distribution of Ge-Ge,
Se-Se and Ge-Se bonds is purely statistical and the coordination numbers
\( \bar{n}^{\text{Ge}}_{\text{Ge}} = 8c_{\text{Ge}}/(1+c_{\text{Ge}}) \), \( \bar{n}^{\text{Se}}_{\text{Se}} = 2(1-c_{\text{Ge}})/(1+c_{\text{Ge}}) \) and \( \bar{n}^{\text{Se}}_{\text{Ge}} = 4(1-c_{\text{Ge}})/(1+c_{\text{Ge}}) \). In the CON model and at the stoichiometric composition, i.e. \( c_{\text{Ge}} = 1/3 \),
only Ge-Se bonds are permitted and the network is completely ordered giving
coordination numbers of \( \bar{n}^{\text{Ge}}_{\text{Ge}} = 0 \), \( \bar{n}^{\text{Se}}_{\text{Se}} = 0 \) and \( \bar{n}^{\text{Se}}_{\text{Ge}} = 4 \). However, both
the RCN and CON models give the same mean coordination number \( \bar{n} = 2(\bar{n}^{\text{Ge}}_{\text{Ge}} + 1) \) provided the \( z=8-n \) rule (see § 5.1.3) is satisfied, i.e. Ge is four-
fold coordinated and Se is two-fold coordinated. Hence for GeSe₂ the mean
coordination number \( \bar{n} = 2.67 \) regardless of whether or not homopolar bonds
exist.\(^1\) A mean coordination number \( \bar{n} = 2.7(1) \) is obtained by integrating
over the first peak in the measured \( \text{GeSe}_2 G(r) \) function which is consistent with
the calculated value. Similarly, the mean matrix atom coordination number
for the Ge-Ga-Se and \( R-\text{Ge-Ga-Se} \) glasses is given by

\[
\bar{n} = c_{\text{Ge}}(\bar{n}^{\text{Ge}}_{\text{Ge}} + \bar{n}^{\text{Ga}}_{\text{Ge}} + \bar{n}^{\text{Se}}_{\text{Ge}}) + c_{\text{Ga}}(\bar{n}^{\text{Ge}}_{\text{Ga}} + \bar{n}^{\text{Ga}}_{\text{Ga}} + \bar{n}^{\text{Se}}_{\text{Ga}}) + c_{\text{Se}}(\bar{n}^{\text{Se}}_{\text{Se}} + \bar{n}^{\text{Ga}}_{\text{Se}} + \bar{n}^{\text{Se}}_{\text{Se}}).
\] (6.10)

If we assume the CON model the mean coordination number is calculated using

\[
\bar{n} = 4c_{\text{Ge}} + 4c_{\text{Ga}} + 2c_{\text{Se}}
\] (6.11)

\(^1\)This result does not apply for \( \text{Ge-S} \) networks, as studied in chapter 5, since the total
structure factor measured by neutron diffraction does not directly yield \( g_{NN}(r) \) due to the
large contrast between the coherent neutron scattering lengths of Ge and S.
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giving $\bar{n} = 2.70$ for glassy $(\text{GeSe}_2)_{0.87}(\text{Ga}_2\text{Se}_3)_{0.13}$ and $\bar{n} = 2.59$ for glassy $(\text{R}_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}$. As given in table 6.3 the experimental values for $\bar{n}$ are similar to the calculated values, although some discrepancy is expected due to the difference in the coherent neutron scattering lengths $b_{\text{Ga}} = 7.288(2)$ fm cf. $b_{\text{Ge}} = 8.185(20)$ fm and $b_{\text{Se}} = 7.970(9)$ fm [30].

The nearest neighbour $R$-Se bond length $r_{\text{RSe}} = 3.05(3)$ Å and coordination number $\bar{n}^\text{Se}_R = 8.0(2)$, obtained from the first order difference function $\Delta F_R^{(1)}(Q)$, are in agreement with the local coordination environment for large rare earth elements reported for crystalline materials containing $R$, Ge and Se or $R$, Ga, Se (see table 6.4). The $R$-Se peak is more prominent than the $R$-S peak in $G(r)$ for the sulphide glass (see chapter 5) which is consistent with the greater coherent neutron scattering length of selenium, i.e. $b_{\text{Se}} = 7.970(9)$ fm cf. $b_{\text{S}} = 2.84(1)$ fm [30].

6.6 Conclusions

The method of isomorphic substitution in neutron diffraction was used to study the structure of $(\text{R}_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}$ glasses, where $R$ denotes La or Ce. The structure of this material is based on a network of GeSe$_4$ and GaSe$_4$ tetrahedra. The first order difference function $\Delta G_R^{(1)}(Q)$ gives a nearest neighbour $R$-Se bond length $r_{\text{RSe}} = 3.05(3)$ Å and coordination number $\bar{n}^\text{Se}_R = 8.0(2)$. 
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7. Structure of Y/Ho-Ge-Ga-Se glasses by the method of isomorphic substitution in x-ray diffraction

7.1 Introduction

The aim of this experiment is to use the method of isomorphic substitution in high energy x-ray diffraction to measure the structure of a R-Ge-Ga-Se glass, where R represents Ho or Y. The \((R_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}\) glass was chosen for investigation to match the composition of the sulphide and selenide glasses studied in chapters 5 and 6. The rare earth ions Ho\(^{3+}\) and Y\(^{3+}\) are suitable x-ray isomorphs since they have identical ionic radii (0.901 cf. 0.900 Å) [121] and comparable structural chemistry as indicated by their Pettifor chemical parameters (0.6825 cf. 0.66) [147]. The x-ray form factors of these elements are, however, substantially different where the atomic numbers are \(Z(\text{Ho}) = 67\) and \(Z(\text{Y}) = 39\).

7.2 Theory

As given in equation 2.17, the coherent scattered intensity measured in an x-ray diffraction experiment on a R-Ge-Ga-Se glass is represented by the total
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The x-ray structure factor

\[ F_X(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha} c_{\beta} f_{\alpha}(Q) f_{\beta}(Q) [S_{\alpha\beta}(Q) - 1], \]  

(7.1)

where \( n = 4 \) is the total number of chemical species denoted by \( \alpha \) or \( \beta \), \( c_{\alpha} \) and \( f_{\alpha}(Q) \) represent the atomic fraction and atomic form factor of chemical species \( \alpha \), respectively, \( S_{\alpha\beta}(Q) \) is a Faber-Ziman partial structure factor and \( Q \) is the scattering vector. This intensity is often written in terms of the total x-ray structure factor \( S_X(Q) \) which oscillates about unity at large \( Q \) values and is given by

\[ S_X(Q) = \frac{F_X(Q)}{\left( \sum_{\alpha=1}^{n} c_{\alpha} f_{\alpha}(Q) \right)^2 + 1}. \]  

(7.2)

Expanding \( F_X(Q) \) in terms of the partial structure factors \( S_{\mu\mu'}(Q) \), that involve only the matrix species (Ge, Ga, Se), and the partial structure factors \( S_{RR}(Q) \) or \( S_{RR}(Q) \), that involve only the rare earth species \( R \), we can write

\[ F_X(Q) = c_R^2 f_R(Q)^2 [S_{RR}(Q) - 1] + 2c_R c_{\text{Se}} f_R(Q) f_{\text{Se}}(Q) [S_{\text{Se}}(Q) - 1] \]
\[ + 2c_R c_{\text{Ge}} f_R(Q) f_{\text{Ge}}(Q) [S_{\text{Ge}}(Q) - 1] \]
\[ + 2c_R c_{\text{Ga}} f_R(Q) f_{\text{Ga}}(Q) [S_{\text{Ga}}(Q) - 1] \]
\[ + \sum_{\mu\mu'} c_\mu c_{\mu'} f_\mu(Q) f_{\mu'}(Q) [S_{\mu\mu'}(Q) - 1], \]  

(7.3)

where \( m = 3 \) is the total number of matrix atom species denoted by \( \mu \) or \( \mu' \). By measuring the \( F_X(Q) \) function for samples containing the rare earth ions Ho\(^{3+} \) or Y\(^{3+} \), where the atomic form factor \( f_{\text{Ho}}(Q) > f_{\text{Y}}(Q) \), the difference function methods described in § 2.4 can be employed. The \( S_{\mu\mu'}(Q) \) partial structure factors may be eliminated by subtracting the two \( F_X(Q) \) functions to give the x-ray first order difference function

\[ \Delta_X F_X^{(1)}(Q) = \text{Ho} F_X(Q) - \text{Y} F_X(Q) \]
\[ = \Delta_{R\mu}(Q) + c_R^2 \left( f_{\text{Ho}}(Q)^2 - f_{\text{Y}}(Q)^2 \right) [S_{RR}(Q) - 1], \]  

(7.4)
where the rare earth to matrix atom difference function is given by

\[
\Delta_{R\alpha}^{(1)}(Q) = 2c_{RC}c_{Se}f_{Se}(Q) \left( f_{Ho}(Q) - f_Y(Q) \right) [S_{RSe}(Q) - 1] \\
+ 2c_{RC}c_{Ge}f_{Ge}(Q) \left( f_{Ho}(Q) - f_Y(Q) \right) [S_{RGe}(Q) - 1] \\
+ 2c_{RC}c_{Ga}f_{Ga}(Q) \left( f_{Ho}(Q) - f_Y(Q) \right) [S_{RGa}(Q) - 1].
\] (7.5)

The normalised x-ray first order difference function is obtained by dividing by the sum of the weighting factors of the correlations such that

\[
\Delta_{X}S_{R}^{(1)}(Q) = \frac{\Delta_{X}F_{R}^{(1)}(Q)}{w_{R}^{(1)}(Q)} + 1,
\] (7.6)

where

\[
w_{R}^{(1)}(Q) = c_{R}^{2} \left[ f_{Ho}(Q)^2 - f_Y(Q)^2 \right] + 2c_{RC}c_{Ge}f_{Ge}(Q) \left[ f_{Ho}(Q) - f_Y(Q) \right] \\
+ 2c_{RC}c_{Ga}f_{Ga}(Q) \left[ f_{Ho}(Q) - f_Y(Q) \right] + 2c_{RC}c_{Se}f_{Se}(Q) \left[ f_{Ho}(Q) - f_Y(Q) \right] .
\] (7.7)

The \( S_{R\mu}(Q) \) partial structure factors may be eliminated by subtracting a suitably weighted \( \Delta_{X}F_{R}^{(1)}(Q) \) function from the \( ^{15}HoF_{X}(Q) \) function to give the so called “x-ray total minus weighted difference function” given by

\[
\Delta_{X}F^{(1)}(Q) = ^{15}HoF_{X}(Q) - \frac{f_{Ho}(Q)}{f_{Ho}(Q) - f_Y(Q)} \Delta_{X}F_{R}^{(1)}(Q) \\
= \frac{f_{Ho}(Q)}{f_{Ho}(Q) - f_Y(Q)} ^{15}HoF_{X}(Q) \\
= \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_{\mu}c_{\mu'} f_{\mu}(Q) f_{\mu'}(Q) \left[ S_{\mu\mu'}(Q) - 1 \right] \\
- c_{R}^{2}f_{Ho}(Q)f_{Y}(Q) [S_{RR}(Q) - 1].
\] (7.8)

The normalised x-ray total minus weighted difference function is obtained by dividing by the sum of the weighting factors of the correlations such that

\[
\Delta_{X}S^{(1)}(Q) = \frac{\Delta_{X}F^{(1)}(Q)}{w^{(1)}(Q)} + 1,
\] (7.9)
where

\[ w^{(1)}(Q) = \sum_{\mu=1}^{m} \sum_{\mu'=1}^{m} c_{\mu} c_{\mu'} f_{\mu}(Q) f_{\mu'}(Q) - c_{R}^{2} f_{\text{Ho}}(Q) f_{\text{Y}}(Q). \]  

(7.10)

The real space functions \( G_{X}(r) \), \( \Delta_{X} G^{(1)}_{R}(r) \) and \( \Delta_{X} G^{(1)}(r) \) are obtained by Fourier transforming the corresponding reciprocal space functions using the relations

\[ G_{X}(r) = \frac{1}{2\pi^{2} r n_{0}} \int_{0}^{\infty} Q S_{X}(Q) \sin(Qr) dQ, \]

(7.11)

\[ \Delta_{X} G^{(1)}_{R}(r) = \frac{1}{2\pi^{2} r n_{0}} \int_{0}^{\infty} Q \Delta_{X} S^{(1)}_{R}(Q) \sin(Qr) dQ, \]

(7.12)

\[ \Delta_{X} G^{(1)}(r) = \frac{1}{2\pi^{2} r n_{0}} \int_{0}^{\infty} Q \Delta_{X} S^{(1)}(Q) \sin(Qr) dQ, \]

(7.13)

where \( n_{0} \) is the atomic number density of the glass and \( r \) is a distance in real space. The relevant equations for \( G_{X}(r) \), \( \Delta_{X} G^{(1)}_{R}(r) \) and \( \Delta_{X} G^{(1)}(r) \) are obtained by replacing each \( S_{\alpha \beta}(Q) \) by the corresponding partial pair distribution function \( g_{\alpha \beta}(r) \) in the equations given for \( F_{X}(Q) \), \( \Delta_{X} F^{(1)}_{R}(Q) \) and \( \Delta_{X} F^{(1)}(Q) \), respectively. Because the partial structure factors are weighted by \( Q \)-dependant form factors, the \( g_{\alpha \beta}(r) \) correlations are convoluted by the Fourier transform of the form factors in real space. The coordination number \( \bar{n}_{\alpha \beta} \) cannot therefore be calculated by directly integrating over the relevant peaks in real space. Instead, if there is a clearly defined peak in \( G_{X}(r) \) that can be assigned to a particular \( g_{\alpha \beta}(r) \), the \( F_{X}(Q) \) function is divided by the weighting factor for the relevant \( S_{\alpha \beta}(Q) \) function such that in the Fourier transform the \( r \)-dependent weighting factor is removed from the \( g_{\alpha \beta}(r) \) function of interest [191].
7.3 Experimental procedure

7.3.1 Glass preparation

The $R$-Ge-Ga-Se glasses were prepared by weighing the high purity starting constituents Ge (Aldrich, $\geq 3$ mm chips, 99.999 %), Ga (Aldrich, 99.9999 %), Se (Aldrich, $\simeq 2$ mm pellets, 99.999 + %), Y (Aldrich, pieces 99.9 %) and Ho (Aldrich, pieces 99.9 %) in the correct proportions within a dry Argon filled glove box with levels of $H_2O \leq 6$ ppm and $O_2 \leq 30$ ppm. The Ge and Se elements were powdered using a stainless steel and an agate pestle and mortar, respectively, and the Ga was melted on a hotplate. Following the procedure outlined in § 5.4.1, the samples were sealed in evacuated silica ampoules and heated in a rocking furnace at a rate of $1 \, ^\circ C \, min^{-1}$, holding for 4 hours at 221 and 685 $^\circ C$, corresponding to the melting and boiling temperatures of Se, respectively, and at 937 $^\circ C$, corresponding to the melting temperature of Ge. Once the final synthesis temperature of 1100 $^\circ C$ had been reached and held for $\geq 24$ hours, the furnace was rotated vertically and held for a further $\geq 12$ hours before quenching the glass in ice water. Photographs of the prepared glasses in their silica ampoules are shown in figure 7.1. Since x-ray diffraction experiments require small samples only one 3 g batch of each glass was made. On breaking open the ampoules, the samples came away cleanly from the silica surface. The mean atomic fractions averaged over the samples are $c_R = 0.037(1)$, $c_{Ge} = 0.156(1)$, $c_{Ga} = 0.174(1)$ and $c_{Se} = 0.633(1)$, forming the required molar composition $(R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}$.

7.3.2 Sample characterisation

The density of the samples was measured at the ISIS facility using a Quantachrome helium gas pycnometer and the values are listed in table 6.2. The glass transition temperature $T_g$, crystallisation temperature $T_c$ and change in heat capacity $\Delta C_p$ of the samples were measured by modulated differential scanning calorimetry (MDSC) using a TA Instruments DSC Q100 ma-
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\[(Y_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.6}\]

\[(\text{Ho}_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.6}\]

Figure 7.1: The as quenched R-Ge-Ga-Se glasses contained within silica ampoules.

Table 7.1: Properties of the \((R_2\text{Se}_3)_{0.07}(\text{Ga}_2\text{Se}_3)_{0.33}(\text{GeSe}_2)_{0.60}\) glasses where \(R\) represents Ho or Y. The mass density \(\rho\) and number density \(n_0\) are listed together with the glass transition temperature \(T_g\), crystallisation temperature \(T_c\), and change in heat capacity \(\Delta C_P\) at \(T_g\) as measured by modulated differential scanning calorimetry.

<table>
<thead>
<tr>
<th>(R)</th>
<th>(\rho) (g cm(^{-3}))</th>
<th>(n_0) (Å(^{-3}))</th>
<th>(\Delta C_P) (J g(^{-1}) °C(^{-1}))</th>
<th>(T_g) (°C)</th>
<th>(T_c) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho</td>
<td>4.81(1)</td>
<td>0.0370(8)</td>
<td>0.16(2)</td>
<td>405(2)</td>
<td>475.23(1)</td>
</tr>
<tr>
<td>Y</td>
<td>4.78(1)</td>
<td>0.0377(8)</td>
<td>0.17(2)</td>
<td>405(2)</td>
<td>475.76(1)</td>
</tr>
</tbody>
</table>

chine. The finely powdered samples of mass \(\approx 30\) mg were contained in crimped aluminium pans and heated over the temperature range \(300 \leq T\) (°C) \(\leq 550\) at a rate of \(3.00\) °C min\(^{-1}\) with a temperature modulation of \(\pm 1.00\) °C min\(^{-1}\). Nitrogen gas (BOC, Oxygen free), flowing at \(25\) ml min\(^{-1}\), was used to purge the instrument of moisture and oxygen and to provide efficient heat transfer between the sample pans and the DSC cell contacts. The reversible and non-reversible components of the heat flow and heat capacity \(C_P\) were recorded every 0.2 s and are plotted in figure 7.2. The mid-point glass transition temperature \(T_g\) was obtained by drawing a tangent line to the data in the transition region of the reversible heat flow to find the point of inflection. The change in heat capacity \(\Delta C_P\) through \(T_g\) was obtained from the observed step in the reversible heat capacity curve. The crystallisation temperature \(T_c\) is given by
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Figure 7.2: Modulated differential scanning calorimetry (MDSC) scans for the \((R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}\) glasses where (a) \(R = Ho\) and (b) \(R = Y\). The blue curves denote the reversible heat flow, the red curves denote the non-reversible heat flow and the black curves denote the reversible heat capacity \(C_p\) signal. For clarity, the reversible heat flow and heat capacity signals are truncated before the crystallisation peak.
the position of the exothermic peak in the non-reversible heat flow curve. The values of $\Delta C_P$, $T_g$ and $T_c$ are listed in table 7.1.

7.3.3 The 11-ID-C x-ray diffraction experiments

High energy x-ray diffraction experiments were performed on the $R$-Ge-Ga-Se glasses by Benmore and Qiang [245] using the 11-ID-C beamline at the APS, described in § 3.5.1, using a single element Ge solid state detector with an incident beam of energy 115 keV. The finely powdered samples were held in a washer and sealed each side with kapton 77-80 tape to give an approximate slab geometry with a sample thickness of 1.5 mm. Diffraction patterns were taken at ambient temperature ($\approx 25 ^\circ C$) for the samples in the kapton container, the empty kapton container, the empty instrument and a lead slab of comparable geometry to the sample. Using the ISOMERX program [246], the data sets were normalised to the incident monitor counts and corrected for detector deadtime and deviation of the vertical scanning path taken by the detector from a circle centred at the sample position. Following the procedure detailed in § 3.7 the data sets were corrected for background scattering and attenuation effects and scaled to fit the sum of the Compton scattering cross section (given in Ref. [200]) and self scattering $\sum_c f_a(Q)^2$ contributions at high $Q$ values, where the neutral atom form factors $f_a(Q)$ were taken from Ref. [201]. The fit is plotted in figure 7.3 and was performed over the region $4 \leq Q(\text{Å}^{-1}) \leq 25$. The Compton scattering contribution was subtracted to obtain the Rayleigh-Thomson differential scattering cross-section from which the total x-ray structure factor $S_X(Q)$ was obtained. Self consistency checks were performed on the data sets to ensure that the low-$r$ features in $G(r)$ oscillate about the theoretical $G_X(0) = 0$ limit and that the Fourier backtransform of $G_X(r)$, after the low-$r$ oscillations are set to the theoretical $G_X(0) = 0$ limit, are in good overall agreement with the original $S_X(Q)$ function.
Figure 7.3: Contributions to the total x-ray scattered intensity for the \((R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}\) glasses, where (a) \(R = Ho\) and (b) \(R = Y\), as measured on the 11-ID-C beamline at the APS. The dashed (blue) curves show the self scattering, the chained (green) curves show the Compton scattering, the solid (red) curves show the sum of the self scattering and Compton scattering and the solid (black) curves show the x-ray diffraction data that have been normalised by fitting to the sum of the self scattering and Compton scattering intensities.
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7.4 Results

The total x-ray structure factors $^\text{Ho}S_X(Q)$ and $^Y S_X(Q)$ for the $R$-Ge-Ga-Se glasses, as measured by x-ray diffraction on the 11-ID-C beamline at the APS, are plotted in figure 7.4. The total x-ray pair distribution functions $^\text{Ho}G_X(r)$ and $^Y G_X(r)$ are plotted in figure 7.5 and were obtained by Fourier transforming the corresponding $S_X(Q)$ functions after making a Harwell spline fit [115] to the data and applying a cosine window function between 20 and 22 Å$^{-1}$. The positions of the leading peaks in the $S_X(Q)$, $G_X(r)$ and corresponding difference functions are listed in table 7.2 together with the coordination numbers $\bar{n}_{\text{Ge}}$ and $\bar{n}_{\text{R}}$ as obtained from the real space functions using the methods detailed below.

The $S_X(Q)$ functions exhibit a first sharp diffraction peak (FSDP), indicative of ordering on an intermediate length scale [116], at $q_1 \approx 0.95(2)$ Å$^{-1}$. The first peak at $r_1 = 2.39(2)$ Å in the $G_X(r)$ functions is attributed to a superposition of the nearest neighbour Ge-Se and Ga-Se correlations by comparison with the nearest neighbour distances $2.34 \leq r_{\text{GeSe}}$ (Å) $\leq 2.37$ reported for crystalline GeSe$_2$ [233] and $2.32 \leq r_{\text{GaSe}}$ (Å) $\leq 2.48$ reported for crystalline Ga$_2$Se$_3$ [234, 235]. Since the x-ray atomic form factors for Ge and Ga are very similar, the $r$-dependent weighting factors were removed from the $g_{\text{GeSe}}(r)$ and $g_{\text{GaSe}}(r)$ partial pair distribution functions by Fourier transforming the function $F_X(Q)/2c_{\text{Se}}f_{\text{Se}}(Q)f_{\text{Ge}}(Q)$. Hence, a coordination number $\bar{n}_{\text{Ge}} = 3.9(1)$ was calculated from the first peak in the resulting real space function by integrating over the range $2.15 \leq r$ (Å) $\leq 2.64$ and assuming a contribution to the peak area from Ga-Se correlations, where $\bar{n}_{\text{Ga}} = 4$. The second smaller peak in the $G_X(r)$ functions at a mean distance $r_2 = 2.99(3)$ Å is less prominent in the glass containing Y. This is consistent with the peak having a contribution from correlations involving the rare earth ions since $f_\text{Ho}(Q) > f_Y(Q)$. The most likely contribution is from the nearest neighbour $R$-Se correlations by comparison with the range of bond distances $2.80 \leq r_{\text{RSe}}$ (Å) $\leq 3.31$ reported in crystalline systems containing $R$, Ge and Se or $R$, Ga and Se, where $R$ denotes a small rare earth element (see table 7.3). The $r$-dependent weight-
Table 7.2: Leading peak positions \( q_1 \), \( q_2 \), and \( q_3 \) for the reciprocal space functions for the (R₂Se₃)₀₉(Ga₂Se₃)₀₁ glasses, where \( R \) denotes Ho or Y, as measured by x-ray diffraction on the 11-ID-C beamline at the APS. The leading peak positions \( r_1 \), \( r_2 \), \( r_3 \), and \( r_4 \) for the corresponding real space functions are also given together with the coordination numbers \( \bar{n}_{\text{Ge}} \) and \( \bar{n}_R \).

\[
\begin{array}{ccccccc}
q_1 (\text{Å}^{-1}) & q_2 (\text{Å}^{-1}) & q_3 (\text{Å}^{-1}) & \bar{n}_{\text{Se}} & \bar{n}_{\text{Ge}} & \bar{n}_R & \bar{n}_{\text{R}} \\
\hline
\text{Y₀.₉₅}(Q) & 0.96(2) & 2.04(2) & 2.39(2) & 0.98(2) & 2.02(2) & 3.89(5) \\
\text{Y₀.₉₀}(Q) & 0.96(2) & 2.04(2) & 2.39(2) & 0.98(2) & 2.02(2) & 3.89(5) \\
\text{Ho₀.₉₅}(Q) & 0.95(2) & 2.04(2) & 2.39(2) & 0.98(2) & 2.02(2) & 3.89(5) \\
\text{Ho₀.₉₀}(Q) & 0.95(2) & 2.04(2) & 2.39(2) & 0.98(2) & 2.02(2) & 3.89(5) \\
\end{array}
\]

7.4. RESULTS
Figure 7.4: The total x-ray structure factors (a) $^{Ho}S_X(Q)$ and (b) $^YS_X(Q)$ for the $(R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}$ glasses as measured by x-ray diffraction on the 11-ID-C beamline at the APS. The bars represent the statistical errors and the solid (red) curves are the Fourier back-transforms of the corresponding $G_X(r)$ functions given in figure 7.5 after the un-physical low-$r$ oscillations are set to the theoretical $G_X(0) = 0$ limit.
Figure 7.5: Total x-ray pair distribution functions (a) $^{Ho}G_X(r)$ and (b) $^YG_X(r)$ for the $(R_2Se_3)_{0.07}(Ga_2Se_3)_{0.33}(GeSe_2)_{0.60}$ glasses, obtained by Fourier transforming the corresponding $S_X(Q)$ functions shown in figure 7.4 after making a Harwell spline fit [115] to the data and applying a cosine window function between 20 and 22 Å$^{-1}$. The dashed (red) curves denote the extent of the un-physical low-$r$ oscillations.
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Figure 7.6: The x-ray first order difference function $\Delta_X S_R^{(1)}(Q)$. The bars represent the statistical errors and the solid (red) curve is the Fourier back-transform of the $\Delta_X G_R^{(1)}(r)$ function shown in figure 7.7, after the un-physical low-$r$ oscillations are set to the theoretical $\Delta_X G_R^{(1)}(0) = 0$ limit.

ing factor was removed from the $g_{RSe}(r)$ partial pair distribution function by Fourier transforming the function $F_X(Q)/2c_{RSe} f_R(Q) f_{Se}(Q)$. Hence, the coordination number $\bar{n}_{RSe}^{Se}$ was obtained from the peak at $r \simeq 2.99$ Å in the resulting real space functions by integrating over the range $2.64 \leq r$ (Å) $\leq 3.19$. Different values of $\bar{n}_{RSe}^{Se}$ were obtained for the Ho and Y samples (see table 7.2) which indicates that other correlations involving matrix atoms also contribute to the peak. On closer inspection of the $^{Ho}G(r)$ and $^{Y}G(r)$ functions it is possible to see that there are in fact two peaks at $r \simeq 2.80$ Å and $r \simeq 3.05$ Å. This is most apparent for $^{Y}G(r)$ in which the $R$-Se correlations are less strongly weighted.
The x-ray first order difference function $\Delta_X G_R^{(1)}(r)$ is plotted in figure 7.6 and shows a clear contrast between the measured $S_X(Q)$ functions. The real space difference function $\Delta_X G_R^{(1)}(Q)$ is plotted in figure 7.7 and was obtained by Fourier transforming the $\Delta_X S_R^{(1)}(Q)$ function after making a Harwell spline fit [115] to the data and applying a cosine window function between 10 and 15 Å$^{-1}$. By comparison with the bond distances reported for small rare earth elements in crystalline systems containing $R$, Ge and Se or $R$, Ga and Se (see table 7.3) the prominent first peak in $\Delta_X G_R^{(1)}(r)$ at $r_2 = 2.93(3)$ Å is attributed to the nearest neighbour $R$-Se correlations. The second peak
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Figure 7.8: The x-ray total minus weighted difference function $\Delta_x S^{(1)}(Q)$. The bars represent the statistical errors and the solid (red) curve is the Fourier back-transform of the corresponding $\Delta_x G^{(1)}(r)$ function, shown by the black curve in figure 7.9 after the un-physical low-$r$ oscillations are set to the theoretical $\Delta_x G^{(1)}(0) = 0$ limit.

at $r_3 = 3.70(5) \, \text{Å}$ is attributed to a superposition of $R$-Ge and $R$-Ga correlations and the shoulder at $r_4 = 4.40(5) \, \text{Å}$ is consistent with the nearest neighbour $R$-$R$ distance. The $r$-dependent weighting factor was removed from the $g_{RSe}(r)$ partial pair distribution function by Fourier transforming the function $\Delta_x F^{(1)}_R(Q)/2c_{RSe}f_{Se}(Q) \left[ f_{Ho}(Q) - f_Y(Q) \right]$. Hence, a coordination number $\bar{n}^{Se}_R = 5.0(2)$ was obtained from the $R$-Se peak in the resulting real space function by integrating over the range $2.64 \leq r \, (\text{Å}) \leq 3.31$.

The x-ray total minus weighted difference function $\Delta_x S^{(1)}(Q)$ is plotted in figure 7.8 and exhibits an FSDP at $q_1 = 0.98(2) \, \text{Å}^{-1}$. The $\Delta_x G^{(1)}(r)$
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Figure 7.9: The x-ray total minus weighted difference function $\Delta_X G^{(1)}(r)$ obtained by Fourier transforming the $\Delta_X S^{(1)}(Q)$ function shown in figure 7.8 after making a Harwell spline fit [115] to the data and applying a cosine window function between 20 and 22 Å$^{-1}$, where the dashed (red) curve indicates the extent of the un-physical low-$r$ oscillations. The $\Delta_X G^{(1)}(r)$ function obtained by Fourier transforming the spline fitted $\Delta_X S^{(1)}(Q)$ function truncated at a maximum scattering vector $Q_{\text{max}} = 22$ Å$^{-1}$ using a Lorch [33] modification function is also shown (solid blue curve), where the dashed (blue) curve indicates the extent of the un-physical low-$r$ oscillations.
function is plotted in figure 7.9 and was obtained by Fourier transforming the $\Delta_X S^{(1)}(Q)$ function after making a Harwell spline fit [115] to the data and applying a cosine window function between 20 and 22 Å$^{-1}$. The first peak at $r_1 = 2.39(2)$ Å is attributed to a superposition of Ge-Se and Ga-Se correlations and, as for the $G_X(r)$ functions, a coordination number of $\bar{n}_\text{Ge} = 4.1(1)$ was obtained from the first peak in the Fourier transform of the function $\Delta_X F^{(1)}(Q)/2c_{\text{Se}} f_{\text{Se}}(Q) f_{\text{Ge}}(Q)$ by integrating over the range $2.15 \leq r$ (Å) $\leq 2.64$ and assuming a contribution to the peak area from Ga-Se correlations, where $\bar{n}_\text{Ga} = 4$.

The prominent peak at $r = 2.99(3)$ Å that was observed in the $G_X(r)$ functions and attributed largely to the R-Se correlations is not present in $\Delta_X G^{(1)}(r)$. However, although no peak is apparent, there is a finite intensity at $r \simeq 3.05$ Å which remains even after the data was smoothed by applying a Lorch [33] modification function to $\Delta_X S^{(1)}(Q)$ in order to reduce the appearance of the Fourier transform truncation artifacts (see figure 7.9). The finite intensity may therefore arise from other matrix-matrix atom correlations, for example the Ge-Ge nearest neighbour distance $r_{\text{GeGe}} = 3.02(2)$ Å for edge sharing GeSe$_4$ tetrahedra [192].

### 7.5 Discussion

Table 7.3: The R-Se nearest neighbour distance $r_{R\text{Se}}$, average coordination number $\bar{n}_R^{\text{Se}}$ and the minimum nearest neighbour R-R distance $r_{RR}$ (min) for crystal structures containing R, Ge and Se or R, Ga and Se, where $R$ represents a rare earth element Eu, Gd, Tb, Dy or Y.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>$r_{R\text{Se}}$ (Å)</th>
<th>$\bar{n}_R^{\text{Se}}$</th>
<th>$r_{R\text{Ge}}$ (Å)</th>
<th>$r_{R\text{Ga}}$ (Å)</th>
<th>$r_{RR}$ (min) (Å)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EuG$_2$GeSe$_4$</td>
<td>3.18-3.23</td>
<td>8</td>
<td>–</td>
<td>3.98-4.08</td>
<td>5.44</td>
<td>[242]</td>
</tr>
<tr>
<td>Eu$_2$GeSe$_4$</td>
<td>3.10-3.31</td>
<td>7</td>
<td>3.70-4.32</td>
<td>–</td>
<td>4.20</td>
<td>[241]</td>
</tr>
<tr>
<td>Gd$_3$CuGeSe$_7$</td>
<td>2.95-3.11</td>
<td>8</td>
<td>3.78-4.48</td>
<td>–</td>
<td>4.44</td>
<td>[238]</td>
</tr>
<tr>
<td>Tb$_3$CuGeSe$_7$</td>
<td>2.91-3.16</td>
<td>8</td>
<td>3.78-4.47</td>
<td>–</td>
<td>4.41</td>
<td>[238]</td>
</tr>
<tr>
<td>Dy$_3$CuGeSe$_7$</td>
<td>2.85-3.15</td>
<td>8</td>
<td>3.75-4.50</td>
<td>–</td>
<td>4.39</td>
<td>[247]</td>
</tr>
<tr>
<td>Y$_3$CuGeSe$_7$</td>
<td>2.80-3.10</td>
<td>8</td>
<td>3.75-4.50</td>
<td>–</td>
<td>4.41</td>
<td>[248]</td>
</tr>
</tbody>
</table>
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7.6. CONCLUSIONS

Few structural studies have been performed on the glassy R-Ge-Ga-Se system and crystal structures of this system are not reported in the literature. Some information on the nearest neighbour coordination environment of the rare earth ions can nevertheless be gained from other systems containing R, Ge and Se or R, Ga and Se, as listed in table 6.4. Coordination numbers reported for other systems containing small rare earth ions include, e.g. \( \bar{n}_{R}^{O} = 6 \) in crystalline \( RP_{3}O_{9} \) [228], \( \bar{n}_{R}^{Cl} = 6 \) in molten \( YCl_{3} \) [249] and \( \bar{n}_{R}^{I} = 5 \) in molten \( ScI_{3} \) [250]. A coordination number \( \bar{n}_{Yb}^{S} = 5 \) has also been reported for \( (Yb_{2}S_{3})_{0.10}(La_{2}S_{3})_{0.20}(Ga_{2}S_{3})_{0.50}(GeS_{2})_{0.20} \) glass using EXAFS [186]. However, the coordination number \( \bar{n}_{R}^{Se} = 5.0(2) \) obtained from the first order difference function \( \Delta_{X}G_{R}^{(1)}(r) \) in the present study is not expected as it is inconsistent with the values of \( \bar{n}_{R}^{Se} \approx 8 \) reported for the crystalline systems in table 6.4.

7.6 Conclusions

The method of isomorphic substitution in x-ray diffraction was used to study the structure of \( (R_{2}Se_{3})_{0.07}(Ga_{2}Se_{3})_{0.33}(GeSe_{2})_{0.60} \) glasses, where \( R \) denotes Ho or Y. The structure of this material is based on a network of GeSe\(_{4}\) and GaSe\(_{4}\) tetrahedra. The first order difference function \( \Delta_{X}G_{R}^{(1)}(r) \) gives a nearest neighbour R-Se bond length \( r_{RSe} = 2.93(3) \) Å but gives an unexpectedly small coordination number of \( \bar{n}_{R}^{Se} = 5.0(2) \). An estimate for the minimum \( R-R \) separation at a distance \( r_{RR} = 4.40(5) \) Å was also obtained from the \( \Delta_{X}G_{R}^{(1)}(r) \) function.
8. Structure of GeO$_2$ glass at high pressure I

The work presented in this chapter is also reported in Refs. [191] and [251].

8.1 Introduction

Under the extreme pressures and temperatures experienced deep inside planetary interiors, crystalline materials can undergo large structural and physical changes and form distinct polymorphic structures [252–256]. Similar changes may also be observed in liquids and amorphous solids, forming distinct polyamorphic phases of the same stoichiometry but different local structure and density [13, 14]. In order to investigate the structural transformations and properties of materials at such extreme conditions, in situ diffraction and spectroscopy methods are typically employed using diamond anvil cells which are capable of pressures of up to $\approx 400$ GPa [46–48]. However, diamond anvil cells prohibit the application of neutron diffraction methods due to the small sample size. Instead, the larger volume Paris-Edinburgh cell, described in § 3.3, can be employed up to pressures of 30 GPa [49, 50].

Silica, SiO$_2$, is the most abundant compound present within the crust and upper mantle of the Earth and terrestrial planets [258–261]. The structural transformations of crystalline and amorphous silicate minerals and melts and the associated changes of physical properties, e.g. compressibility, thermal expansivity and viscosity, govern some major geophysical principles. These in-
Figure 8.1: Cross section of the Earth’s interior with a plot of depth vs. pressure data from the Preliminary Reference Earth Model (PREM) of Dziewonski and Anderson [257] overlaid.
clude deep-earthquake faulting which results from the interaction of the subducted solid state lithosphere and mantle [262, 263], the differentiation and evolution of the composition of planetary interiors [264–267], and the response of the Earth’s crust and mantle to meteorite impacts [267–269]. At ambient pressure the most common polymorph of SiO$_2$ is $\alpha$-quartz in which the Si atoms are 4-fold coordinated by oxygen [270–272]. At elevated pressure and temperature $\alpha$-quartz transforms to Stishovite, in which the Si atoms are 6-fold coordinated [261, 273, 274]. A similar transformation from 4-fold to 6-fold coordinated Si has been observed in silica glass at pressures up to 50 GPa [265, 275–280]. As illustrated in figure 8.1, this pressure corresponds to depths within the Earth’s crust and mantle of greater than 1000 km. Due to the challenging nature of high pressure experiments and the inherent structural disorder of silica glass, the pressure induced structural transformation mechanism of silica glass is not yet fully understood [278].

Germania (GeO$_2$) is in many respects a structural analogue of silica [281] and serves as a model compound to study the polyamorphic structures of these binary network glass forming systems. For example, a variety of spectroscopic [282–284] and diffraction [285–287] studies have shown that high pressure structural transformations take place in glassy GeO$_2$, that are analogous to those in glassy SiO$_2$, with 6-fold coordinated Ge being reported from in situ x-ray diffraction measurements [285] at the much lower and more experimentally accessible pressure of 15 GPa. The previously reported neutron diffraction data sets are, however, limited to a maximum pressure of 5 GPa and have large statistical uncertainties [285].

The aim of this investigation is, therefore, to develop in situ high pressure neutron diffraction methods to obtain high quality measurements of the total structure factor of GeO$_2$ glass, improving upon the neutron diffraction measurements previously obtained [285] and opening up a new realm of experimental possibility for measuring the structure of glasses at high pressure. This includes making isotopic substitution experiments feasible, the results of which would help to elucidate the mechanisms by which high pressure structural transformations occur in glasses.
8.2 Theory

As derived in § 2.2, the coherent scattered intensity measured in a neutron diffraction experiment on a multicomponent glass system is represented by the total structure factor \( F(Q) \), defined as

\[
F(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1],
\]

(8.1)

where \( n \) denotes the total number of chemical species \( \alpha \) or \( \beta \), \( c_\alpha \) and \( b_\alpha \) represent the atomic fraction and coherent neutron scattering length of chemical species \( \alpha \), respectively, \( S_{\alpha\beta}(Q) \) is a Faber-Ziman partial structure factor and \( Q \) is the scattering vector. The coherent neutron scattering lengths for GeO\(_2\) glass are \( b_{\text{Ge}} = 8.185(20) \text{ fm} \) and \( b_{\text{O}} = 5.803(4) \text{ fm} \) [30]. The total structure factor can therefore be written as

\[
F(Q) = A[S_{\text{GeGe}}(Q) - 1] + B[S_{\text{OO}}(Q) - 1] + C[S_{\text{GeO}}(Q) - 1],
\]

(8.2)

where \( A = c_{\text{Ge}}^2 b_{\text{Ge}}^2 = 0.0744(4) \text{ barn} \), \( B = c_{\text{O}}^2 b_{\text{O}}^2 = 0.1497(5) \text{ barn} \) and \( C = 2c_{\text{Ge}}c_{\text{O}}b_{\text{Ge}}b_{\text{O}} = 0.2111(5) \text{ barn} \). The corresponding real space information is given by the total pair distribution function \( G(r) \) which is obtained by the Fourier transform

\[
G(r) = \frac{1}{2\pi^2 r n_0} \int_0^{\infty} Q F(Q) \sin(Qr) dQ
\]

\[
= \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [g_{\alpha\beta}(r) - 1]
\]

\[
= A[g_{\text{GeGe}}(r) - 1] + B[g_{\text{OO}}(r) - 1] + C[g_{\text{GeO}}(r) - 1],
\]

(8.3)

where \( n_0 \) denotes the atomic number density, \( g_{\alpha\beta}(r) \) is a partial pair distribution function and \( r \) is a distance in real space. As defined in equation 2.12, the coordination number \( \bar{n}^O_{\text{Ge}} \) is determined by integrating over the nearest neighbour peak in \( G(r) \), for which it is assumed that only the \( g_{\text{GeO}}(r) \) correlations
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contribute. The theoretical $G(0)$ limit is defined by

$$G(0) = -\sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta.$$

(8.4)

For GeO$_2$ glass $G(0) = -0.4352(9)$ barn.

In an x-ray diffraction experiment, the scattered intensity is conventionally denoted by the total x-ray structure factor $S_X(Q)$ which, within the independent atom approximation, is given by

$$S_X(Q) - 1 = \frac{F_X(Q)}{[\sum_\alpha c_\alpha f_\alpha(Q)]^2} = \frac{1}{[\sum_\alpha c_\alpha f_\alpha(Q)]^2} \sum_\alpha^{N} \sum_\beta^{N} c_\alpha f_\alpha(Q) c_\beta f_\beta(Q) [S_{\alpha\beta}(Q) - 1],$$

(8.5)

where $f_\alpha(Q)$ represents the $Q$ dependent neutral atom form factor for atomic species $\alpha$. The total x-ray pair distribution function $G_X(r)$ is obtained by Fourier transforming the $S_X(Q)$ function. However, because the partial structure factors are weighted by $Q$-dependant form factors, the $g_{\alpha\beta}(r)$ correlations are convoluted by the Fourier transform of the form factors in real space. The coordination number cannot therefore be calculated by integrating over the first peak in $G_X(r)$. Instead, provided the nearest neighbour peak in the $G_X(r)$ function arises solely from the Ge-O correlations, the $F_X(Q)$ function is divided by the weighting factor for the $S_{\text{GeO}}(Q)$ function, i.e. $2c_{\text{Ge}} f_\text{Ge}(Q) c_\text{O} f_\text{O}(Q)$, such that in the Fourier transform the $r$-dependent weighting factor is removed from the $g_{\text{GeO}}(r)$ partial pair distribution function [191].

8.3 Neutron diffraction study A

The structural transformations that occur in GeO$_2$ glass at high pressures are not retained upon decompression [286]. Therefore, high pressure diffraction experiments must be performed in situ. The objective of this experiment was to assess the operation of a Paris-Edinburgh press installed for the first time
on the D4C instrument at the ILL, France, described in § 3.2.1, to measure accurate diffraction patterns for GeO$_2$ glass at high pressures. The VX5 variant Paris-Edinburgh press was used since it has only two support pillars and therefore avoids unwanted scattering and attenuation effects. By mounting the press in transmission geometry a large range of scattering angles 2θ is accessible to the D4C detector array. An incident neutron wavelength of $\approx 0.7$ Å provides an optimum incident neutron flux and enables the use of cadmium (Cd), an excellent neutron absorber at this wavelength, as an effective shielding material to reduce background scattering from the Paris-Edinburgh cell assembly and anvils. The high incident neutron flux and very high counting stability of the D4C instrument are vital in order to obtain accurate diffraction patterns from the very small sample volume ($< 0.05 \text{ cm}^3$) which is limited by the geometry of the cell.

### 8.3.1 Experimental procedure

**Glass preparation**

The GeO$_2$ glass was made by heating $\approx 3$ g of powdered Germanium (IV) Oxide (Alfa Aesar, 99.9999%) contained in a 10% Rhodium Platinum crucible in air at 1600°C. After $\approx 30$ min the crucible was removed from the furnace and placed onto a nitrogen cooled brass block where liquid nitrogen was poured over the melt to increase the quench rate. The resulting transparent, colourless sample was annealed at a temperature of 600°C [288]. Unfortunately this temperature is 20 °C above the highest reported $T_g$ of GeO$_2$ [289] and hence the sample experienced some re-crystallisation during annealing. Since GeO$_2$ is hygroscopic, the glass sample was stored in a desiccator containing silica gel (BDH, granules) until immediately prior to the experiment. For the *in situ* neutron diffraction experiments, a pre-compressed pellet was formed to ensure a large sample packing fraction thus reducing the number of voids in the powder and improving the pressure response of the cell to the applied force. The pellet was formed by Klotz [290] at the Pierre & Marie Curie University,
Paris using finely powdered GeO$_2$ glass which was compressed using a powder press die of identical geometry to the single toroid sample cell (see figure 3.9). The resulting pellet was extremely fragile and, after removing from the powder press, the middle section disintegrated. Additional fine powder was therefore added to bulk out the sample for the diffraction experiment giving a total sample mass of $\approx 0.2$ g.

**Modulated Differential Scanning Calorimetry**

![Graph showing Modulated differential scanning calorimetry (MDSC) scans for GeO$_2$ glass.](figure)

Figure 8.2: Modulated differential scanning calorimetry (MDSC) scans for GeO$_2$ glass, where the blue curve denotes the reversible heat flow, the red curve denotes the non-reversible heat flow and the black curve denotes the reversible heat capacity $C_p$ signal.

The glass transition temperature $T_g$ and change in heat capacity $\Delta C_p$ for the GeO$_2$ glass was measured by modulated differential scanning calorimetry (MDSC) using a TA Instruments DSC Q100 machine. The $T_g$ for GeO$_2$ has been previously reported at several temperatures namely 476 [291], 550 [292],
560 [293] and 580 °C [289]. Since the upper limit of the operating temperature of the standard TA Refrigerated Cooling System (RCS) is only 550 °C, a TA Finned Air Cooling System (FACS) was installed to enable temperature modulation up to 725 °C. The sample and reference pans were constructed from gold (0.025 mm thick foil, Aldrich, 99.99%) with a flat circular base of 5 mm diameter and walls of 2 mm height. The sample and reference pans had identical masses (within ± 0.5 mg) and were both annealed in a furnace at 750 °C for 3 hours prior to the experiment to relieve any residual internal stress in the gold structure that could lead to fluctuations in the MDSC baseline.

A finely powdered sample of GeO\textsubscript{2} glass of mass 17.18 mg was loaded into the annealed gold sample pan. An annealed gold lid was placed on top of the powder and crimped with the walls of the pan to ensure good thermal contact over the entire sample. The sample was first equilibrated at 150 °C for 2 hours to remove any adsorbed H\textsubscript{2}O and then heated over the temperature range 400 ≤ T °C ≤ 700 at a rate of 3.00 °C min\textsuperscript{−1} with a temperature modulation of ± 0.5 °C every 100 s. Nitrogen gas (BOC, Oxygen free), flowing at 50 ml min\textsuperscript{−1}, was used to purge the instrument of moisture and oxygen and to provide efficient heat transfer between the sample pans and the DSC cell contacts. A nitrogen gas line was also used to provide cooling gas for the FACS and a desktop fan was used to cool the bell jar assembly of the MDSC head to assist heat dissipation. The reversible and non-reversible components of the heat flow and heat capacity C\textsubscript{p} were recorded every 0.2 s and are plotted in figure 8.2. Unlike the standard RCS, the FACS is not designed for routine MDSC experiments and hence the temperature modulation was not so precisely defined. The results were therefore extremely difficult to obtain as large fluctuations were observed in the baseline of the DSC signals. Nevertheless an endothermic step is observed in the reversible heat flow signal in the expected region for the glass transition. A mid-point glass transition temperature of \( T_g = 566(2) \) °C was obtained by drawing a tangent line to the data in the transition region of the reversible heat flow to find the point of inflection. A change in heat capacity through \( T_g \) of \( \Delta C_p = 0.018(5) \) Jg\textsuperscript{−1} °C\textsuperscript{−1} was obtained from the observed step in the reversible heat capacity curve. The small \( \Delta C_p \) is
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typical of open network systems and the mean value of $C_p \approx 0.65(1) \ J{\text{g}^{-1}}{{\text{°C}^{-1}}}$ is comparable to a value of $C_p \approx 0.7 \ J{\text{g}^{-1}}{{\text{°C}^{-1}}}$ reported by Angell [8].

The neutron diffraction experiment

The VX5 variant Paris Edinburgh press used for the \textit{in situ} high pressure neutron diffraction experiments is shown in figure 8.3. The monochromatic neutron beam, with an incident wavelength of 0.69566(7) Å and beam width of 11 mm, was collimated using boron carbide ($^{10}\text{B}_4\text{C}$) flags set to give a beam height of 4 mm centered on the $\text{GeO}_2$ glass pellet encapsulated between the single toroid cubic boron nitride (BN) anvils by a null scattering Ti-Zr gasket, denoted gasket 1. The neutron beam, incident on the edge of the gasket, was further collimated to the separation $h$ of the BN anvils, determined by the thickness of the Ti-Zr gasket, defining a cylindrical sample geometry for the incident and scattered beam (see figure 8.4). At ambient pressure the sample height and diameter were 1.6 mm and 6 mm, respectively. The relatively large height of the incident neutron beam, by comparison with the sample height, was chosen to account for the vertical displacement of the compression anvil upon the application of pressure and to ensure the sample remained fully illuminated by the neutron beam.

The pressure was applied using a hydraulic pump. The force $F$ on the compression anvil is given by

$$F = pA = Lg,$$

where $p$ denotes the oil pressure, $A = 66.5 \ \text{cm}^2$ is the piston cross section for the VX5 variant Paris-Edinburgh press, $L$ is the applied load and $g = 9.80665 \ \text{m s}^{-2}$ is the standard acceleration due to gravity. A nominal load of 1.0 tonne was first applied, to ensure the sample and gasket took the shape of the anvils, before performing an ambient pressure diffraction experiment on the $\text{GeO}_2$ glass. Further high pressure experiments were performed, applying loads at $\approx 20 \ \text{tonne}$ intervals up to 101.7 tonne. To obtain reasonable counting
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Figure 8.3: The VX5 variant Paris-Edinburgh press assembly mounted in transmission geometry prior to installation on the D4C instrument for study A, orientated such that the compression anvil is on top. The neutron beam is incident from the left hand side and is collimated by the $^{10}$B$_4$C flags shown, which define a beam height of 4 mm centered on the sample position at ambient pressure.

Figure 8.4: A cross section of the single toroid pressure cell used at D4C. In transmission geometry, the neutron beam, as shown by the arrows, is incident on the edge of the null scattering Ti-Zr gasket, which encapsulates the sample between the boron nitride anvils, and scatters from the sample and gasket into the D4C detectors.
Figure 8.5: The dimensions of the sample and null scattering Ti-Zr gasket from study A at (a) ambient pressure and (b) recovered from 101.7 tonne. The green arrows indicate the width of the incident neutron beam. Equation 8.9 was used to calculate the maximum pressure $P_0 = 8.6(5)$ GPa on the sample from the outer radius of the recovered gasket $r_g = 8.625$ mm (see figure 8.7).

statistics, neutrons were counted for 4.0 hr in the ambient pressure measurement and for up to 8.5 hr in the higher pressure experiments (see table 8.1). On recovery back to ambient pressure the GeO$_2$ sample had compacted into a transparent solid. The recovered gasket was deformed, as shown in figure 8.5, by comparison to the dimensions of the gasket at ambient pressure.

To characterise the gasket scattering, ambient pressure diffraction patterns were measured for an uncompressed empty Ti-Zr gasket, denoted gasket 2, and the empty Ti-Zr gasket recovered from the 101.7 tonne experiment, denoted gasket 3. To assist in the data normalisation at different pressures, ambient pressure diffraction patterns were measured for large (V pellet 1) and small (V pellet 2) vanadium pellets in gaskets 2 and 3, respectively (see table 8.1). The vanadium pellets were machined from a vanadium rod (Alfa Aesar, 99.5 %) to the single toroid anvil profile with the height of the cylindrical section measuring 1.6 mm for V pellet 1 and 1.2 mm for V pellet 2. A diffraction pattern was also measured with the anvils separated by 1.5 mm to assist in estimating the background scattering and, to examine the effect of sample self-
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Table 8.1: Details of the experimental runs. The load $L$ on the piston was determined using equation 8.6 at the corresponding oil pressure $p$. The separation $h$ of the anvils was determined by the thickness of the gaskets and was either measured or, for the in situ pressure measurements marked by †, was estimated by using a linear extrapolation procedure (see § 8.3.2). Note, the anvil separation at the highest pressure is smaller than the thickness of the recovered gasket, due to relaxation of the gasket on recovery. The neutron counting time $t$ is also listed.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Gasket</th>
<th>$h$ (mm)</th>
<th>$p$ (bar)</th>
<th>$L$ (tonne)</th>
<th>$t$ (hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeO₂ glass 1</td>
<td>1</td>
<td>1.6</td>
<td>15</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>GeO₂ glass 1</td>
<td>1</td>
<td>1.2 †</td>
<td>300</td>
<td>20.3</td>
<td>4.5</td>
</tr>
<tr>
<td>GeO₂ glass 1</td>
<td>1</td>
<td>0.9 †</td>
<td>600</td>
<td>40.7</td>
<td>6.5</td>
</tr>
<tr>
<td>GeO₂ glass 1</td>
<td>1</td>
<td>0.7 †</td>
<td>900</td>
<td>61.0</td>
<td>8.5</td>
</tr>
<tr>
<td>GeO₂ glass 1</td>
<td>1</td>
<td>0.5 †</td>
<td>1200</td>
<td>81.4</td>
<td>8.0</td>
</tr>
<tr>
<td>GeO₂ glass 1</td>
<td>1</td>
<td>0.4 †</td>
<td>1500</td>
<td>101.7</td>
<td>7.0</td>
</tr>
<tr>
<td>Empty uncompress gasket</td>
<td>2</td>
<td>1.6</td>
<td>15</td>
<td>1.0</td>
<td>6.5</td>
</tr>
<tr>
<td>Empty recovered gasket</td>
<td>3</td>
<td>0.52</td>
<td>15</td>
<td>1.0</td>
<td>6.0</td>
</tr>
<tr>
<td>V pellet 1</td>
<td>2</td>
<td>1.6</td>
<td>15</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>V pellet 2</td>
<td>3</td>
<td>0.52</td>
<td>15</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Cd pellet 1</td>
<td>2</td>
<td>1.6</td>
<td>15</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Cd pellet 2</td>
<td>3</td>
<td>0.52</td>
<td>15</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Empty anvils</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

Gasket 1: used to encapsulate the sample
Gasket 2: uncompressed gasket
Gasket 3: gasket 1 recovered from 101.5 tonne

shielding on the background count rate at small scattering angles, diffraction patterns were measured for large (Cd pellet 1) and small (Cd pellet 2) cadmium pellets in gaskets 2 and 3, respectively (see table 8.1). The cadmium pellets were formed from Cd foil compacted in a press to the single toroid anvil profile with the height of the cylindrical section measuring 1.6 mm for Cd pellet 1 and 1.0 mm for Cd pellet 2. For these background and calibration runs, a nominal load of 1.0 tonne was applied to ensure the gasket was seated tightly in the anvils, giving an effective sample height equal to the thickness of the gasket used.

184
8.3. NEUTRON DIFFRACTION STUDY A

Figure 8.6: An illustration of the pressure gradient across the sample and gasket assembly during a high pressure experiment. The pressure $P$ at radius $r$ can be expressed by the function $P(r) = -ar^2 + P_0$, where $P_0$ is the pressure at the sample position and $a$ is a constant.

During the high pressure experiments, there is a large pressure gradient across the sample and gasket assembly. As illustrated in figure 8.6, the pressure $P$ at a specified radius $r$ from the centre of the sample and gasket assembly can be approximated by the function [45]

$$P(r) = -ar^2 + P_0,$$

where $P_0$ is the maximum pressure at the sample position. The boundary conditions are $P(r = 0) = P_0$ and $P(r_g) = P_0 - ar_g^2 = 0$, where $r_g$ is the outer radius of the gasket, giving $a = \frac{P_0}{r_g^2}$. The total force $F$ applied to the sample and gasket assembly is determined by

$$F = \int_0^{r_g} 2\pi rdrP(r).$$
Table 8.2: The pressure $P_0$ at each load $L$ together, with the corresponding number density $n_0$ and sum rule $S$, given by equation 2.11, for GeO$_2$ glass and the number density $n_0$(Ti-Zr) for the null scattering Ti-Zr gasket, measured using the archimedes method at ambient pressure and estimated using equation 8.17 at pressure $P_g$ (given by equation 8.10) experienced across the gasket.

<table>
<thead>
<tr>
<th>$L$ (tonne)</th>
<th>$P_0$ (GPa)</th>
<th>$n_0$ (Å$^{-3}$)</th>
<th>$S$ (barn Å$^{-3}$)</th>
<th>$P_g$ (GPa)</th>
<th>$n_0$(Ti-Zr) (Å$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0</td>
<td>0.0629(3)</td>
<td>-0.540(8)</td>
<td>0</td>
<td>0.0511(9)</td>
</tr>
<tr>
<td>20.3</td>
<td>1.2(5)</td>
<td>0.0664(9)</td>
<td>-0.570(8)</td>
<td>0.5(5)</td>
<td>0.0513(9)</td>
</tr>
<tr>
<td>40.7</td>
<td>3.1(5)</td>
<td>0.0719(9)</td>
<td>-0.618(8)</td>
<td>1.4(5)</td>
<td>0.0517(9)</td>
</tr>
<tr>
<td>61.0</td>
<td>4.9(5)</td>
<td>0.0774(9)</td>
<td>-0.665(8)</td>
<td>2.3(5)</td>
<td>0.0522(9)</td>
</tr>
<tr>
<td>81.4</td>
<td>6.8(5)</td>
<td>0.0845(9)</td>
<td>-0.726(8)</td>
<td>3.1(5)</td>
<td>0.0525(9)</td>
</tr>
<tr>
<td>101.7</td>
<td>8.6(5)</td>
<td>0.0872(9)</td>
<td>-0.749(8)</td>
<td>4.0(5)</td>
<td>0.0529(9)</td>
</tr>
</tbody>
</table>

Solving this equation gives

$$P_0 = \frac{2F}{\pi r_g^2} = \frac{2g}{\pi r_g^2} L.$$  \hspace{1cm} (8.9)

The maximum sample pressure of $P_0 = 8.6(5)$ GPa attained in the experiment was determined from equation 8.9, where the radius of the gasket was $r_g = 8.625$ mm after recovery from $L = F/g = 101.7$ tonne (see figure 8.5). The pressure on the sample during each experiment, given in table 8.2, was estimated from figure 8.7 by assuming a linear relationship between load and pressure (see equation 8.9), after application of an initial load of $\geq 7$ tonne. Before this load the gasket deforms to the shape of the anvils but pressure is not applied to the sample.

Estimated values for the average pressure $P_g$ experienced across the gasket for each pressure $P_0$ are listed in table 8.2 and were calculated using

$$P_g = \frac{P(r_g) - P(r_g')}{2},$$ \hspace{1cm} (8.10)

where $r_g'$ denotes the inner radius of the gasket and the pressure $P(r_g')$ was calculated from equation 8.7. This is, however, a crude method as the pressure does not vary linearly with $r$. At radius $r_g'$ the total force applied to the gasket
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Figure 8.7: Load $L$ applied to the VX5 variant Paris-Edinburgh cell piston versus pressure $P_0$ at the sample position from measurements of powdered samples at 300 K [294] (open blue diamonds), LiCl-doped ice at 85 K [294] (solid green squares), GeO$_2$ glass after applying equation 8.9 using the radius of the recovered gasket from $L = 101.7$ tonne (solid red circle) and by using the radius of recovered gaskets from subsequent measurements of GeO$_2$ glass in study B (crossed black circle) (see §8.5) and GeS$_2$ glass [191] (open black triangle). The other data points (open red circles) were obtained after assuming a linear relationship between load and pressure between an initial load of $\geq 7$ tonne (before which $P_0 = 0$ GPa) and the load of 101.7 tonne (see the text).
and sample assembly is given by

\[ F = \int_{r_0}^{r_g} 2\pi r dr P(r) \quad (8.11) \]

which can be solved to give

\[ F(r'_g) = \pi P_0 \left[ r'^2_g - \frac{P_0 r'^4_g}{2 r'^2_g} \right]. \quad (8.12) \]

As given in equation 8.9, the total force applied at radius \( r_g \) is given by

\[ F(r_g) = \frac{1}{2} \pi r^2_g P_0. \quad (8.13) \]

The force applied across the gasket only is therefore given by

\[ F_g = F(r_g) - F(r'_g) = \pi P_0 r^2_g \left[ \frac{1}{2} - \left( \frac{r'_g}{r_g} \right)^2 + \frac{1}{2} \left( \frac{r'_g}{r_g} \right)^4 \right]. \quad (8.14) \]

Since the area of the gasket

\[ A_g = \pi r^2_g - \pi r'^2_g \quad (8.15) \]

the pressure across the gasket can be calculated using

\[ P_g = \frac{P_0 r^2_g}{(r^2_g - r'^2_g)} \left[ \frac{1}{2} - \left( \frac{r'_g}{r_g} \right)^2 + \frac{1}{2} \left( \frac{r'_g}{r_g} \right)^4 \right]. \quad (8.16) \]

In the current study, the two methods of calculating \( P_g \) represented by equations 8.10 and 8.16 give comparable values within \( \approx 3 \% \).

The number density of GeO\(_2\) glass at each pressure is listed in table 8.2. These values were obtained by interpolating between the measured density values of Hong et al. [287] (see figure 8.8), which are in good agreement with the equation of state (EOS) for GeO\(_2\) glass given by Tsiok et al. [297].

The density of the gasket is also required to correctly determine the atten-
8.3. NEUTRON DIFFRACTION STUDY A

Figure 8.8: The mass density $\rho$ and corresponding number density $n_0$ for GeO$_2$ glass from \textit{in situ} measurements by Hong \textit{et al.} [287] (solid black squares), Smith \textit{et al.} [295] (open red circles) and Suitio \textit{et al.} [296] (green crosses), together with the equation of state given by Tsiok \textit{et al.} [297] (dashed black curve). The values for samples recovered to ambient conditions from high pressure by Stone \textit{et al.} [298] (open black triangles) and for a sample recovered from 9.0 GPa as measured \textit{in situ} using the PEARL instrument (blue star), as detailed in chapter 9, are also plotted.

Evaluation coefficients and to make accurate data corrections, as detailed in the following section. However, the EOS for the null scattering Ti-Zr alloy has not previously been determined, although the high pressure crystal structures of Ti [299, 302], Zr [300] and the equiatomic TiZr alloy [301, 303] have been studied. At room temperature, the equiatomic alloy exists in the $\alpha$-phase and transforms to the denser $\omega$-phase at $\approx$ 12 GPa [301]. According to Vegard’s law the density $\rho$ of a simple metallic alloy such as TiZr, in which the components Ti and Zr are completely soluble [303], can be deduced from a linear combination of the density of the individual components, i.e. $\rho(\text{Ti-Zr}) = c_{\text{Ti}}\rho(\text{Ti}) + c_{\text{Zr}}\rho(\text{Zr})$, 189
Figure 8.9: The number density as a function of pressure at room temperature for α-Ti [299] (short dashed black curve), α-Zr [300] (chained black curve), equiatomic α-TiZr [301] (solid black curve), equiatomic ω-TiZr [301] (dotted blue curve), an equiatomic linear combination of α-Ti and α-Zr (red crosses) and a null scattering linear combination of α-Ti and α-Zr, i.e. Ti$_{0.676}$Zr$_{0.324}$ (open circles).

where $c_{\text{Ti}}$ and $c_{\text{Zr}}$ denote the atomic fraction of Ti and Zr, respectively. Combining the room temperature EOS for α-Ti [299] and α-Zr [300] with equal weighting reproduces the EOS for equiatomic α-TiZr [301] within 2% (see figure 8.9).

The coherent neutron scattering lengths for Ti and Zr are $-3.438(2)$ and $7.16(3)$ fm, respectively [30]. Therefore, the null scattering composition is Ti$_{0.676}$Zr$_{0.324}$. The ambient pressure number density $n_0(\text{Ti-Zr}) = 0.0511(5)$ Å$^{-3}$ was measured for a null scattering Ti-Zr gasket using the Archimedes method. This value is in agreement with that previously measured by Howells [304]. Combining the room temperature EOS for α-Ti [299] and α-Zr [300] using the
atomic fractions for the null scattering alloy reproduces the measured value within 2% (see figure 8.9). Since the EOS for the null scattering Ti-Zr alloy has not previously been determined, experimentally or otherwise, Vegard’s law was employed to estimate the density of the null scattering Ti-Zr alloy at pressures greater than ambient using the pressure dependance of the number density of Ti and Zr such that

\[ n_0(\text{Ti-Zr}) = 0.676n_0(\text{Ti}) + 0.324n_0(\text{Zr}). \]  

(8.17)

The values for the number density for the null scattering Ti-Zr at each pressure \( P_g \) experienced by the gasket are given in table 8.2.

### 8.3.2 Data analysis procedure

The measured diffraction patterns are plotted in figure 8.10. The scattered intensity from the Ti-Zr gasket constitutes a large proportion of the total scattering at each pressure with a comparable level of intensity arising from empty Ti-Zr gasket 2 as from the measurement of GeO\(_2\) glass at ambient pressure. The scattered intensity from the anvils is relatively small at low scattering angles but leads to significant steps in the measured diffraction patterns at higher scattering angles. By comparison with the empty Ti-Zr gasket measurements, the cadmium measurements show a small reduction in the scattered intensity at low scattering angles. In practice, the self-shielding correction using the cadmium measurements was not performed. Despite the large contributions to the GeO\(_2\) diffraction patterns from the gasket and anvils, the total structure factors \( F(Q) \) were successfully extracted from the measured intensities using the following analysis procedure, which proved to be essential for correcting the data sets and was developed to account for the pressure dependent sample and gasket geometry and associated background and attenuation factors.

In the high pressure diffraction experiments, neutrons were incident on the edge of the null scattering Ti-Zr gasket which encapsulates the sample (see figure 8.4). The scattering from the Ti-Zr gasket and anvils is large and must be suitably corrected for. However, the background scattering and ge-
Figure 8.10: The measured in situ neutron diffraction patterns. (a) GeO$_2$ glass contained within Ti-Zr gasket 1 at ambient pressure (black), 1.2 GPa (red), 3.1 GPa (orange), 4.9 GPa (green), 6.8 GPa (blue) and 8.6 GPa (cyan). (b) V pellet 1 within Ti-Zr gasket 2 (black), empty Ti-Zr gasket 2 (red), V pellet 2 in recovered Ti-Zr gasket 3 (orange), Cd pellet 1 in Ti-Zr gasket 2 (green), empty recovered Ti-Zr gasket 3 (gasket 1 recovered from 8.6 GPa) (blue), Cd pellet 2 in recovered Ti-Zr gasket 3 (cyan), and empty anvils separated by 1.5 mm (magenta).
ometry of the sample and gasket are not explicitly known as a function of pressure. A linear combination of the ambient pressure diffraction patterns for an uncompressed empty gasket (i.e. gasket 2), denoted $I^E_C(\theta)$, and an empty gasket recovered from the pressure experiment (i.e. gasket 3), denoted $I^E_{C'}(\theta)$, is therefore made to approximate the contribution from the gasket to the total scattering at each pressure. The contribution to the total scattering from the instrument and pressure cell can be quantified by using the scattered intensity from the anvils with no sample or gasket present, denoted $I^B_{SC}(\theta)$. The measured sample intensity $I^E_{SC}(\theta)$, corrected for pressure cell background and gasket scattering, is given by

$$I'_{SC}(\theta) = (I^E_{SC}(\theta) - I^B_{SC}(\theta)) - \frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)} \left[ x(I^E_C(\theta) - I^B_{SC}(\theta)) + (1 - x)(I^E_{C'}(\theta) - I^B_{SC}(\theta)) \right]$$

$$= I^E_{SC}(\theta) - A_1(\theta)I^E_C(\theta) - A_2(\theta)I^E_{C'}(\theta) - A_3(\theta)I^B_{SC}(\theta), \quad (8.18)$$

where $0 \leq x \leq 1$. The values of the coefficients $A_1(\theta)$, $A_2(\theta)$ and $A_3(\theta)$ are given by

$$A_1(\theta) = x \frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)}, \quad (8.19)$$

$$A_2(\theta) = (1 - x) \frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)}, \quad (8.20)$$

$$A_3(\theta) = 1 - \frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)}. \quad (8.21)$$

The attenuation factors $A_{i,j}(\theta)$, calculated for the sample and gasket geometry at ambient pressure, are plotted in figure 8.11. In practice, the $\theta$ dependence of the attenuation factor $\frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)}$ was neglected and the exact values for $A_1(\theta)$, $A_2(\theta)$ and $A_3(\theta)$ were allowed to vary from their theoretical values to ensure that the contributions from the gasket and anvil scattering were eliminated.
i.e. the coefficients $A_1(\theta)$, $A_2(\theta)$ and $A_3(\theta)$ did not necessarily sum to unity.

As shown by equation 3.27, the differential scattering cross section for a sample in a container is given by

$$\left[ \frac{d\sigma}{d\Omega} \right]_s = \frac{1}{N_S A_{S,SC}(\theta)} \left[ \left( \frac{I_{SC}(\theta)}{a(\theta)} - M_{SC}(\theta) \right) - \frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)} \left( \frac{I_{C}^{*}(\theta)}{a(\theta)} - M_C(\theta) \right) \right]$$

(8.22)

where $N_S$ denotes the number of sample nuclei in the neutron beam, $M_{SC}(\theta)$ and $M_C(\theta)$ denote the multiple scattering cross sections for the sample and the container, respectively, and $I_{SC}^{*}(\theta)$ and $I_C^{*}(\theta)$ denote the background corrected...
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Intensities measured for the sample and container, respectively. In equation 8.18, the container and background scattering has already been corrected for and hence

$$I'_{SC}(\theta) = I_{SC}(\theta) - \frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)} I_C^*(\theta).$$

(8.23)

Equation 8.22 can therefore be re-written in terms of $I'_{SC}(\theta)$ where

$$\left[ \frac{d\sigma}{d\Omega}(\theta) \right]_S = \frac{1}{N_S A_{S,SC}(\theta)} \left[ \frac{I'_{SC}(\theta)}{a(\theta)} - \left( M_{SC}(\theta) - \frac{A_{C,SC}(\theta)}{A_{C,C}(\theta)} M_C(\theta) \right) \right].$$

(8.24)

When a vanadium pellet is used as the sample, equation 8.24 is written as

$$\left[ \frac{d\sigma}{d\Omega}(\theta) \right]_V = \frac{1}{N_V A_{V,VC}(\theta)} \left[ \frac{I'_{VC}(\theta)}{a(\theta)} - \left( M_{VC}(\theta) - \frac{A_{C,VC}(\theta)}{A_{C,C}(\theta)} M_C(\theta) \right) \right].$$

(8.25)

where $N_V$ is the total number of vanadium nuclei in the neutron beam and the measured intensity $I'_{VC}(\theta)$ for the vanadium pellet, corrected for background and gasket scattering, is given by

$$I'_{VC}(\theta) = I_{VC}(\theta) - \frac{A_{C,VC}(\theta)}{A_{C,C}(\theta)} I_C^*(\theta).$$

(8.26)

From equation 3.12

$$\left[ \frac{d\sigma}{d\Omega}(\theta) \right]_V = b_{inc,V}^2 (1 + P_V(\theta)).$$

(8.27)

where $b_{inc,V}$ is the bound incoherent scattering length of vanadium and $P_V(Q)$ is the vanadium Placzek [31] inelasticity correction term. By using equations 8.25 and 8.27, the normalisation factor $a(\theta)$ is then obtained from the relation

$$a(\theta) = \frac{I'_{VC}(\theta)}{N_V A_{V,VC}(\theta)b_{inc,V}^2 (1 + P_V(\theta)) + M_{VC}(\theta) - \frac{A_{C,VC}(\theta)}{A_{C,C}(\theta)} M_C(\theta)}. \quad (8.28)$$

Since the sample geometry is not explicitly known as a function of pressure, the vanadium diffraction intensity at each intermediate pressure point was approximated by a linear combination of the ambient pressure diffraction
patterns taken for a piece of vanadium matching the ambient pressure cell geometry (i.e. V pellet 1) and a piece of vanadium that approximates the sample geometry at higher pressures (i.e. V pellet 2). A linear fit was made to the resultant vanadium intensity to ensure smooth overlap between the individual detector groups following the vanadium normalisation.

The total number of nuclei in the beam \( N_S \) or \( N_V \), the attenuation factors \( A_{S,SC}(\theta) \), \( A_{C,SC}(\theta) \), \( A_{C,C}(\theta) \) and \( A_{V,VC}(\theta) \), and the multiple scattering cross sections \( M_{SC}(\theta) \), \( M_{VC}(\theta) \) and \( M_{C}(\theta) \), are all dependent upon the sample and gasket geometry. The radii of the sample and gasket at each intermediate pressure were determined by interpolating between the dimensions of the gasket at ambient pressure and the dimensions of the gasket recovered from 8.6(5) GPa (see figure 8.5). The values for the thickness of the gasket and hence the anvil separation at each pressure are listed in table 8.1 and were also determined by assuming a linear relationship with increasing pressure. However, the Ti-Zr gaskets relax on recovery from high pressure and hence the thickness of the recovered gasket is not the same as the \textit{in situ} thickness at the highest pressure. The measured thickness of the recovered gasket \( h = 0.52 \text{ mm} \) was therefore estimated as corresponding to the gasket thickness at \( \approx 6 \text{ GPa} \). A linear fit to the gasket thickness between 0 and 6 GPa was thus extrapolated to find \( h \) at the highest pressure points. In the specific experimental geometry used, the incident neutron beam width was smaller than the outer diameter of the gasket and the attenuation coefficients for this geometry were calculated using the GUDRUN program [111]. The CYLMULTOF program was used to calculate the multiple scattering cross sections defined by Soper and Egelstaff [55].

As shown by equation 2.5, the total structure factor \( F(Q) \) is extracted from the measured differential scattering cross-section by using the relation

\[
\frac{1}{N_S} \left[ \frac{d\sigma}{d\Omega}(Q) \right]_S = F(Q) + \sum_{\alpha} c_\alpha (b^2_{\text{coh},\alpha} + b^2_{\text{inc},\alpha})(1 + P_{\alpha}(Q)) \tag{8.29}
\]

where \( c_\alpha \) denotes the atomic fraction of each chemical species \( \alpha \) in the system,


\( \bar{b}_{\text{coh},\alpha} \) and \( \bar{b}_{\text{inc},\alpha} \) are the coherent and incoherent neutron scattering lengths for chemical species \( \alpha \), respectively, and \( P_\alpha(Q) \) is the Placzek [31] (inelasticity) correction for species \( \alpha \). The approximations made in calculating the sample geometry and vanadium diffraction intensities at each pressure point and the uncertainty of \( \pm 0.5 \) GPa in the pressure necessitate the application of an additional scaling factor to ensure correct data normalisation. Self consistency checks were performed on the data sets thus obtained to ensure that (i) each measured \( F(Q) \) obeys the sum-rule relation (see equation 2.11), the values of which are given in table 8.2, (ii) the low-\( r \) features in \( G(r) \) oscillate about the theoretical \( G(0) = -0.4352(9) \) barn limit and (iii) the Fourier backtransform of \( G(r) \) after the low-\( r \) oscillations are set to the theoretical \( G(0) \) limit are in good overall agreement with the original \( F(Q) \) function [113].

8.4 Results

Table 8.3: The leading peak positions \( q_1 \), \( q_2 \) and \( q_3 \) in the measured \( F(Q) \) functions for GeO\(_2\) glass at pressure \( P_0 \), together with the leading peak positions \( r_1 \), \( r_2 \), \( r_3 \) and coordination number \( n_{\text{Ge}}^Q \) for the corresponding \( G(r) \) functions.

<table>
<thead>
<tr>
<th>( P_0 ) (GPa)</th>
<th>( F(Q) ) ( q_1 ) (Å(^{-1}))</th>
<th>( q_2 ) (Å(^{-1}))</th>
<th>( q_3 ) (Å(^{-1}))</th>
<th>( G(r) ) ( n_{\text{Ge}}^Q )</th>
<th>( r_1 ) (Å)</th>
<th>( r_2 ) (Å)</th>
<th>( r_3 ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.55(2)</td>
<td>2.65(2)</td>
<td>4.48(5)</td>
<td>4.0(1)</td>
<td>1.72(2)</td>
<td>2.85(3)</td>
<td>4.41(5)</td>
</tr>
<tr>
<td>1.2(5)</td>
<td>1.52(2)</td>
<td>2.42(2)</td>
<td>4.57(5)</td>
<td>4.0(1)</td>
<td>1.73(2)</td>
<td>2.98(3)</td>
<td>4.34(5)</td>
</tr>
<tr>
<td>3.1(5)</td>
<td>1.62(2)</td>
<td>2.52(2)</td>
<td>4.52(5)</td>
<td>4.1(1)</td>
<td>1.73(2)</td>
<td>3.01(3)</td>
<td>4.34(5)</td>
</tr>
<tr>
<td>4.9(5)</td>
<td>1.81(2)</td>
<td>2.72(2)</td>
<td>4.61(5)</td>
<td>4.1(1)</td>
<td>1.73(2)</td>
<td>2.85(3)</td>
<td>4.35(5)</td>
</tr>
<tr>
<td>6.8(5)</td>
<td>1.92(2)</td>
<td>2.78(2)</td>
<td>4.69(5)</td>
<td>4.5(1)</td>
<td>1.75(2)</td>
<td>2.93(3)</td>
<td>4.26(5)</td>
</tr>
<tr>
<td>8.6(5)</td>
<td>2.09(2)</td>
<td>2.77(2)</td>
<td>4.54(5)</td>
<td>4.9(1)</td>
<td>1.77(2)</td>
<td>2.90(3)</td>
<td>4.21(5)</td>
</tr>
</tbody>
</table>

The total structure factors \( F(Q) \) for GeO\(_2\) glass measured by in situ neutron diffraction using the Paris-Edinburgh cell at various pressures up to 8.6(5) GPa are plotted in figure 8.12. The \( F(Q) \) functions have good counting statistics although the data sets at the highest pressures, specifically 6.8(5) and 8.6(5) GPa, display distinct steps and sharp anomalies which show that the
Figure 8.12: Total structure factors $F(Q)$ for GeO$_2$ glass at (a) ambient pressure, (b) 1.2(5) GPa, (c) 3.1(5) GPa, (d) 4.9(5) GPa, (e) 6.8(5) GPa and (f) 8.6(5) GPa. The bars represent the statistical errors and the solid (red) curves are the Fourier back transforms of the $G(r)$ functions plotted in figure 8.13 after the un-physical low-$r$ oscillations are set to the $G(0) = -0.4352(9)$ barn limit. The dashed (blue) curve in (a) is the $F(Q)$ for GeO$_2$ glass measured at D4C using a conventional neutron diffraction set-up [305].
Figure 8.13: Total pair distribution functions $G(r)$ for GeO$_2$ glass at (a) ambient pressure, (b) 1.2(5) GPa, (c) 3.1(5) GPa, (d) 4.9(5) GPa, (e) 6.8(5) GPa and (f) 8.6(5) GPa, as obtained by Fourier transforming the corresponding $F(Q)$ functions plotted in figure 8.12 after making a Harwell spline fit [115] to the data with $Q_{\text{max}} = 15.45 \text{ Å}^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
Figure 8.14: Running coordination number $\bar{n}_{\text{Ge}}$ (red curves) obtained by integrating over the nearest neighbour peak of the total pair distribution function $G(r)$ given in figure 8.13 (black curves) for GeO$_2$ glass at (a) ambient pressure, (b) 1.2(5) GPa, (c) 3.1(5) GPa, (d) 4.9(5) GPa, (e) 6.8(5) GPa and (f) 8.6(5) GPa.
background correction is insufficient. The total pair distribution functions $G(r)$ at the various pressures are plotted in figure 8.13 and were obtained by Fourier transforming the corresponding $F(Q)$ functions after making a Harwell spline fit [115] to the data with $Q_{\text{max}} = 15.45$ Å$^{-1}$. The first peak in real space, at $r_1 = 1.72(2)$ Å in the ambient pressure $G(r)$, is attributed to the nearest neighbour Ge-O correlations [305]. The running coordination number $\tilde{n}_\text{Ge}^O$ at each pressure, obtained by integrating over the region of the first peak in the corresponding $G(r)$ function, are plotted in figure 8.14. The second peak in real space, at $r_2 = 2.85(3)$ Å in the ambient pressure $G(r)$, is attributed to O-O correlations by comparison with the measured partial pair distribution functions [305, 306] which give the nearest neighbour O-O distance at $r_{\text{OO}} = 2.83(1)$ Å. It is not possible to resolve the nearest neighbour Ge-Ge distance expected at $r_{\text{GeGe}} = 3.16(1)$ Å [306]. The positions of the leading peaks in the $F(Q)$ and $G(r)$ functions together with $\tilde{n}_\text{Ge}^O$, which was taken as the value of the running coordination number at the first minimum in $G(r)$ following the first peak, are listed in table 8.3.

As shown figure 8.12 (a), the measured in situ ambient pressure $F(Q)$ is in good agreement with the $F(Q)$ function for natGeO$_2$ glass previously obtained at D4C using a conventional neutron diffraction set-up with a much larger sample volume [305], with the exception of a sharp Bragg peak at 2.65(2) Å$^{-1}$ in the former which was due to a partial re-crystallisation of the sample during synthesis. The first sharp diffraction peak (FSDP) at 1.55(2) Å$^{-1}$ is a characteristic of intermediate range ordering in network glasses [306] and arises from cage-like structures that enclose open regions in the network of corner shared GeO$_4$ tetrahedral structural units [285, 286]. With increasing pressure the FSDP undergoes a clear reduction in intensity and shifts towards higher $Q$ values.

In real space, the Ge-O peak at 1.72(2) Å yields a coordination number $\tilde{n}_\text{Ge}^O = 4.0(1)$ at ambient pressure. There is no change in the $\tilde{n}_\text{Ge}^O$ coordination number until the pressure is increased beyond $\approx$ 5 GPa. At 8.6 GPa $\tilde{n}_\text{Ge}^O = 4.9(1)$ which suggests the coexistence of GeO$_4$ tetrahedra with either
GeO₅ pentahedra, GeO₆ octahedra or even a mixture of all three structural units. The observed increase in $\bar{n}_\text{Ge}$ is accompanied by an increase in the nearest neighbour Ge-O bond distance $r_{\text{GeO}}$ from 1.72(2) Å at ambient pressure to 1.77(2) Å at 8.6(5) GPa. This distance is within the range of bond distances for GeO₅ pentahedra of $1.82 \leq r_{\text{GeO}}$ (Å) $\leq 1.93$ in germanate glasses [307, 308] and $1.77 \leq r_{\text{GeO}}$ (Å) $\leq 1.97$ in crystalline K₂Ge₈O₁₇ [309].

8.4.1 Discussion

Despite the small size of the sample in the PE cell ($< 0.05$ cm³) the statistical errors are relatively small and the data could be corrected for background scattering. However, the data correction procedure is more difficult at higher pressures due to background scattering from the anvil and press assembly. Nevertheless, notable structural changes were observed with increasing pressure, specifically in the position and intensity of the FSDP and in the coordination number and nearest neighbour bond distance. A reduction of the background scattering, and hence an improvement in the quality of the measured diffraction patterns, is the subject of a further study which is presented in the next section.
8.5 Neutron diffraction study B

The previous study showed that the measurement of accurate \textit{in situ} high pressure neutron diffraction patterns for GeO$_2$ glass is possible using the Paris-Edinburgh press mounted on the D4C diffractometer. However, although successful at low pressures, the data correction procedure is more difficult at higher pressures due to the large background scattering intensity from the anvil and press assembly by comparison to the inherently diffuse scattering from the glass sample. The objective of this investigation is to reduce the background scattering from the anvil and press assembly by improving the neutron shielding and to thus obtain high quality diffraction patterns at high pressures, of suitable caliber for future application of the method of isotopic substitution in neutron diffraction to measure the partial structure factors of liquid and glassy materials.

8.5.1 Experimental procedure

Glass preparation

The GeO$_2$ glass was made by heating $\approx 1.35$ g of powdered Germanium (IV) Oxide (99.9999\%) contained in a platinum crucible (supported by an alumina crucible) in air at 1400°C. After $\approx 2$ hr, the crucible was removed from the furnace and placed on a copper block to cool to room temperature. Neutron diffraction experiments were previously performed on this glass [305, 306] and the coarsely powdered sample was stored under dry conditions for a period of $\approx 2$ yr. To avoid excessive exposure to atmospheric H$_2$O, the following pelleting process was performed immediately prior to the experiment. A piece of the GeO$_2$ glass was powdered using an agate pestle and mortar and pre-compact into a pellet, matching the geometry of the single toroid anvils, using the tungsten carbide die illustrated in figure 8.15. The finely powdered GeO$_2$ glass was filled into the die and compressed using a powder press at the ILL facility with an applied load of 3 tonne for $\approx 30$ min. The pressure $p$
applied to the powder is related to the load \( l \) according to the relation

\[
\varrho = \frac{l g}{A}
\]

(8.30)

where \( A \) is the area of the die and \( g = 9.80665 \text{ ms}^{-2} \) is the standard acceleration due to gravity. The die has a diameter of 6 mm and therefore the pre-compaction process applied a pressure of \( \varrho \approx 1 \text{ GPa} \) to the sample. The distance \( D \) shown in figure 8.15 was measured before and after compression and additional powder added where appropriate until the difference between the measured values of \( D \) was equal to 1.6 mm, i.e. the thickness of the gasket. The pre-compacted pellet was extremely fragile and the middle section disintegrated after removing it from the powder press. Additional fine powder was therefore added to bulk out the sample for the diffraction experiment. The total mass of the pellet was \( \approx 0.3 \text{ g} \) which was larger than the mass of sample used in study A.

The neutron diffraction experiment

In situ high pressure neutron diffraction experiments were conducted on the glassy GeO\(_2\) pellet using the VX5 variant Paris-Edinburgh press mounted in transmission geometry on the D4C diffractometer at the ILL, France. In contrast to experiment A, the press was orientated such that the compression anvil was situated at the bottom of the press for improved accessibility during sample loading. The monochromatic neutron beam, of incident wavelength 0.69599(7) Å and width of 11 mm, was collimated using \(^{10}\text{B}_4\text{C}\) flags set to 4 mm centered on the GeO\(_2\) glass pellet encapsulated between the single toroid BN anvils by a null scattering Ti-Zr gasket, denoted gasket 4. As in study A, the neutron beam was incident on the edge of the gasket (see figure 8.4) and was further collimated to the separation \( h \) of the BN anvils, determined by the thickness of the Ti-Zr gasket, defining a cylindrical sample geometry for the incident and scattered beam with a height and diameter of 1.6 mm and 6 mm, respectively, at ambient pressure. Cadmium (Cd) foil of thickness 0.3 mm was
Table 8.4: Details of the experimental runs. The load $L$ on the piston was determined using equation 8.6 at the corresponding oil pressure $p$. The separation $h$ of the anvils was determined by the thickness of the gaskets and was either measured or, for the in situ pressure measurements marked by †, was estimated by using a linear extrapolation procedure (see § 8.3.2). Note, the anvil separation at the highest pressure is smaller than the thickness of the recovered gasket, due to relaxation of the gasket on recovery. The neutron counting time $t$ is also listed.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Gasket</th>
<th>$h$ (mm)</th>
<th>$p$ (bar)</th>
<th>$L$ (tonne)</th>
<th>$t$ (hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeO$_2$</td>
<td>4</td>
<td>1.6</td>
<td>100</td>
<td>6.8</td>
<td>5.5</td>
</tr>
<tr>
<td>GeO$_2$</td>
<td>4</td>
<td>1.0 †</td>
<td>450</td>
<td>30.5</td>
<td>8.5</td>
</tr>
<tr>
<td>GeO$_2$</td>
<td>4</td>
<td>0.8 †</td>
<td>750</td>
<td>50.9</td>
<td>7.5</td>
</tr>
<tr>
<td>GeO$_2$</td>
<td>4</td>
<td>0.7 †</td>
<td>900</td>
<td>61.0</td>
<td>7.0</td>
</tr>
<tr>
<td>GeO$_2$</td>
<td>4</td>
<td>0.6 †</td>
<td>1050</td>
<td>71.2</td>
<td>10.0</td>
</tr>
<tr>
<td>GeO$_2$</td>
<td>4</td>
<td>0.4 †</td>
<td>1400</td>
<td>94.9</td>
<td>10.0</td>
</tr>
<tr>
<td>Ordinary empty gasket</td>
<td>5</td>
<td>1.6</td>
<td>0</td>
<td>0</td>
<td>9.0</td>
</tr>
<tr>
<td>Empty recovered gasket</td>
<td>3</td>
<td>0.52</td>
<td>100</td>
<td>6.8</td>
<td>9.0</td>
</tr>
<tr>
<td>Empty recovered gasket</td>
<td>6</td>
<td>0.56</td>
<td>500</td>
<td>33.9</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>V pellet 1</td>
<td>5</td>
<td>1.6</td>
<td>100</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>V pellet 2</td>
<td>3</td>
<td>0.52</td>
<td>100</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>Cd pellet 1</td>
<td>5</td>
<td>1.6</td>
<td>15</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Cd pellet 2</td>
<td>5</td>
<td>0.52</td>
<td>15</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Closed anvils</td>
<td>–</td>
<td>0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>No anvils</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Gasket 3 : gasket 1 recovered from 101.5 tonne (see study A)
Gasket 4 : used to encapsulate the sample
Gasket 5 : uncompressed gasket
Gasket 6 : gasket 4 recovered from 94.9 tonne
used as shielding material on the anvils and further extensive Cd shielding was attached to the press assembly facing the incident beam, including the support pillars and collimation flags, as shown in figure 8.16, to reduce the background scattering. A Cd mask was used to shield the edges of the incident beam aperture to the instrument belljar.

A hydraulic pump was used to apply force to the compression anvil and compress the sample and gasket assembly. A nominal load of 6.8 tonne was first applied to ensure the sample and gasket were seated tightly between the anvils. An ambient pressure neutron diffraction experiment on the GeO$_2$
Figure 8.16: The VX5 Paris-Edinburgh press assembly mounted in transmission geometry prior to installation on the D4C instrument for study B. The press is orientated such that the compression anvil is at the bottom for improved accessibility during sample loading. Note the extensive use of Cd shielding on the anvils, press assembly and $^{10}\text{B}_4\text{C}$ incident beam collimation flags.
glass was performed and five further high pressure diffraction experiments were made on the GeO$_2$ glass up to a maximum load of 94.9 tonne. To obtain reasonable counting statistics, neutrons were counted for 6.0 hr in the ambient pressure measurement and up to 10.0 hr for the higher pressure experiments (see table 8.4). On recovery back to ambient pressure the GeO$_2$ sample had compacted into a transparent solid. The recovered gasket was deformed, as shown in figure 8.17, by comparison to the dimensions of the gasket at ambient pressure.

To assist the data correction procedures detailed in § 8.3.2, ambient pressure measurements were also made for an uncompressed empty Ti-Zr gasket, denoted gasket 5, the Ti-Zr gasket 3 recovered from the 101.7 tonne experiment in study A, and the closed empty anvils. In order to more accurately approximate the gasket scattering contribution to the diffraction pattern for GeO$_2$ glass at the highest pressure point, the Ti-Zr gasket recovered from the 94.9 tonne experiment in the present study B, denoted gasket 6, was also

---

Figure 8.17: The dimensions of the sample and null scattering Ti-Zr gasket from study B at (a) ambient pressure and (b) recovered from 94.9 tonne. The green arrows indicate the width of the incident neutron beam. Equation 8.9 was used to calculate the maximum pressure $P_0 = 8.0(5)$ GPa on the sample from the outer radius of the recovered gasket $r_g = 8.87$ mm (see figure 8.7).
8.5. NEUTRON DIFFRACTION STUDY B

Figure 8.18: The measured in situ neutron diffraction patterns. (a) GeO$_2$ glass contained within Ti-Zr gasket 4 at ambient pressure (black), 2.2 GPa (red), 4.0 GPa (orange), 4.9 GPa (green), 5.8 GPa (blue) and 8.0 GPa (cyan). (b) V pellet 1 in Ti-Zr gasket 5 (black), empty Ti-Zr gasket 5 (red), V pellet 2 in Ti-Zr gasket 3 (orange), Cd pellet 1 in Ti-Zr gasket 5 (green), empty Ti-Zr gasket 3 (recovered from 8.6 GPa in study A) (blue), Cd pellet 2 in recovered Ti-Zr gasket 3 (cyan), empty Ti-Zr gasket 6 (recovered from 8.0 GPa experiment in study B) (magenta), closed empty anvils (purple), and the background with the anvils removed (grey).
CHAPTER 8. STRUCTURE OF GeO$_2$ GLASS AT HIGH PRESSURE I

Table 8.5: The pressure $P_0$ at each load $L$ together, with the corresponding number density $n_0$ and sum rule $S$, given by equation 2.11, for GeO$_2$ glass and the number density $n_0$(Ti-Zr) for the null scattering Ti-Zr gasket, given by equation 8.17, at the corresponding pressure $P_g$, given by equation 8.10.

<table>
<thead>
<tr>
<th>$L$ (tonne)</th>
<th>$P_0$ (GPa)</th>
<th>$n_0$ (Å$^{-3}$)</th>
<th>$S$ (barn Å$^{-3}$)</th>
<th>$P_g$ (GPa)</th>
<th>$n_0$(Ti-Zr) (Å$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.8</td>
<td>0</td>
<td>0.0629(3)</td>
<td>-0.540(8)</td>
<td>0</td>
<td>0.0511(9)</td>
</tr>
<tr>
<td>30.5</td>
<td>2.2(5)</td>
<td>0.0684(9)</td>
<td>-0.588(8)</td>
<td>1.0(5)</td>
<td>0.0516(9)</td>
</tr>
<tr>
<td>50.9</td>
<td>4.0(5)</td>
<td>0.0726(9)</td>
<td>-0.624(8)</td>
<td>1.8(5)</td>
<td>0.0519(9)</td>
</tr>
<tr>
<td>61.0</td>
<td>4.9(5)</td>
<td>0.0774(9)</td>
<td>-0.665(8)</td>
<td>2.3(5)</td>
<td>0.0522(9)</td>
</tr>
<tr>
<td>71.2</td>
<td>5.8(5)</td>
<td>0.0816(9)</td>
<td>-0.701(8)</td>
<td>2.7(5)</td>
<td>0.0523(9)</td>
</tr>
<tr>
<td>94.9</td>
<td>8.0(5)</td>
<td>0.0866(9)</td>
<td>-0.744(8)</td>
<td>3.7(5)</td>
<td>0.0528(9)</td>
</tr>
</tbody>
</table>

measured with an additional applied load of 33.9 tonne. To assist in the data normalisation and to examine the effect of sample self-shielding on the background scattering, additional ambient pressure diffraction patterns were measured for the large and small vanadium and cadmium pellets, used in the previous study A, in the uncompressed Ti-Zr gasket 5 (large pellets) or the recovered Ti-Zr gasket 3 (small pellets) (see table 8.4).

The diffraction data were analysed according to the procedure outlined in § 8.3.2, where the maximum sample pressure $P_0 = 8.0(5)$ GPa and the intermediate pressure points listed in table 8.5 were obtained from the pressure-load curve plotted in figure 8.7. The measured diffraction patterns are plotted in figure 8.18 and show a significant reduction in the background scattering by comparison with the measured intensities in study A (see figure 8.10). The ambient pressure diffraction patterns for empty Ti-Zr gasket 5 and the empty recovered Ti-Zr gasket 3 have the same relative levels of intensity seen for empty gasket 2 and the same empty recovered gasket 3 measured in study A, respectively. However, the un-physical steps in the diffraction patterns observed in study A have now been virtually eliminated by the improved use of Cd shielding. The scattered intensity from the GeO$_2$ glass at 8.0(5) GPa has experienced an approximate 2-fold increase by comparison with the scattered intensity from the GeO$_2$ glass at 8.6(5) GPa in study A, resulting from
a greater number of scattering centers in the neutron beam owing to a greater quantity of GeO$_2$ powder being added to bulk out the powder pellet. The greatest contribution to the background in the sample measurements is due to scattering from the Ti-Zr gasket which, despite its null scattering composition, contains some small but sharp features. The remaining background, which is most significant at higher scattering angles, results largely from the anvils. This is clearly evident from the lack of intensity at higher scattering angles for the no anvils measurement. The cadmium measurements show a significant reduction in the scattered intensity from the Ti-Zr gaskets at all scattering angles. However, the self-shielding correction using the cadmium measurements was not performed.

The corresponding sum rule for GeO$_2$ glass, the GeO$_2$ number density, pressure on the gasket and null scattering Ti-Zr number density, are listed in table 8.5 and were obtained by the same methods given in §8.3.1.

X-ray diffraction experiment

High energy x-ray diffraction experiments were performed by Barnes [310] on an uncompressed piece of GeO$_2$ glass and the sample recovered from 8.0(5) GPa using the ID11 beamline at the ESRF, France, with an incident wavelength of 0.1220 Å and a charge-coupled device (CCD) detection system. Two dimensional diffraction patterns were taken for the samples and instrument background at two sample to detector distances of 160 and 300 mm with an acquisition time of 20 s per scan. The scattering vector $Q$ scale was calibrated with reference to the Bragg peaks in the diffraction pattern for crystalline Si. The FIT2D [199] analysis program was used to correct the data for geometrical effects, such as non-orthogonality of the detector relative to the incident beam, and polarisation of the incident beam before integrating over the two dimensional regions to produce a one dimensional diffraction pattern. The detector regions covered by the beam stop or bad pixels were masked off such that they did not influence the results of the integration. The data was corrected for background scattering and, following the procedure detailed in §3.7, fitted
to the sum of the Compton scattering cross section (given in Ref. [200]) and self scattering $\sum_{\alpha} c_{\alpha} f_{\alpha}(Q)^2$ contributions at high $Q$ values, where the neutral atom form factors $f_{\alpha}(Q)$ were taken from Ref. [201]. The Compton scattering contribution was subtracted to obtain the Rayleigh-Thomson differential scattering cross-section, from which the total x-ray structure factor $S_X(Q)$ was obtained. The number density of the uncompressed GeO$_2$ sample was taken to be 0.0629(3) Å$^{-3}$, as in the neutron diffraction experiments. The number density of the densified sample was estimated as 0.0773 Å$^{-3}$ from the mean value of the number density of samples recovered from 6 GPa (measured by Stone et al. [298]) and 9 GPa (as recovered from the study in the next chapter measured at the ISIS facility), shown in figure 8.8.

8.5.2 Results

Table 8.6: The leading peak positions $q_1$, $q_2$ and $q_3$ in the measured $F(Q)$ functions for GeO$_2$ glass at pressure $P_0$, together with the leading peak positions $r_1$, $r_2$, $r_3$ and coordination number $\bar{n}_{Ge}^0$ from the corresponding $G(r)$ functions.

<table>
<thead>
<tr>
<th>$P_0$ (GPa)</th>
<th>$F(Q)$</th>
<th>$G(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$q_1$ (Å$^{-1}$)</td>
<td>$q_2$ (Å$^{-1}$)</td>
</tr>
<tr>
<td>0</td>
<td>1.53(2)</td>
<td>2.80(2)</td>
</tr>
<tr>
<td>2.2(5)</td>
<td>1.60(2)</td>
<td>2.65(2)</td>
</tr>
<tr>
<td>4.0(5)</td>
<td>1.71(2)</td>
<td>2.71(2)</td>
</tr>
<tr>
<td>4.9(5)</td>
<td>1.80(2)</td>
<td>2.73(2)</td>
</tr>
<tr>
<td>5.8(5)</td>
<td>1.82(2)</td>
<td>2.72(2)</td>
</tr>
<tr>
<td>8.0(5)</td>
<td>1.96(2)</td>
<td>2.81(2)</td>
</tr>
</tbody>
</table>

The total structure factors $F(Q)$ for GeO$_2$ glass measured by in situ neutron diffraction using the Paris-Edinburgh cell at various pressures up to 8.0(5) GPa are plotted in figure 8.19 and the position and height of the FSDP is given in figure 8.20. The $F(Q)$ functions have excellent counting statistics and are suitably corrected for the background scattering even at the highest pressures. There is no evidence of the crystalline Bragg peak at 2.65(2) Å$^{-1}$ that was observed in study A. As shown in figure 8.19 (a), the measured in situ
Figure 8.19: Total structure factors $F(Q)$ for GeO$_2$ glass at (a) ambient pressure, (b) 2.2(5) GPa, (c) 4.0(5) GPa, (d) 4.9(5) GPa, (e) 5.8(5) GPa and (f) 8.0(5) GPa. The bars represent the statistical errors and the solid red curves are the Fourier back transforms of the corresponding $G(r)$ functions plotted in figure 8.21 after the un-physical low-$r$ oscillations are set to the $G(0) = -0.4352(9)$ barn limit. The dashed (blue) curve in (a) is the $F(Q)$ for GeO$_2$ glass measured at D4C using a conventional neutron diffraction set-up [305].
Figure 8.20: (a) Position and (b) height of the First Sharp Diffraction Peak (FSDP) as a function of pressure from the $F(Q)$ functions measured at D4C in study A (solid green squares) and study B (solid red circles). The open squares in (a) are the results taken from the x-ray diffraction study by Guthrie et al.\cite{285}.
Figure 8.21: Total pair distribution functions $G(r)$ for GeO$_2$ glass at (a) ambient pressure, (b) 2.2(5) GPa, (c) 4.0(5) GPa, (d) 4.9(5) GPa, (e) 5.8(5) GPa and (f) 8.0(5) GPa, as obtained by Fourier transforming the corresponding $F(Q)$ functions plotted in figure 8.19 after making a Harwell spline fit [115] to the data with $Q_{\text{max}} = 15.45$ Å$^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
Figure 8.22: Running coordination number $\bar{n}_{\text{Ge}}$ (red curves) obtained by integrating over the nearest neighbour peak of the total pair distribution function $G(r)$ given in figure 8.21 (black curves) for GeO$_2$ glass at (a) ambient pressure, (b) 2.2(5) GPa, (c) 4.0(5) GPa, (d) 4.9(5) GPa, (e) 5.8(5) GPa and (f) 8.0(5) GPa.
Figure 8.23: (a) Coordination number $\bar{n}_{\text{Ge}}^O$ and (b) nearest neighbour peak position $r_{\text{GeO}}$ as a function of pressure for GeO$_2$ glass as measured using D4C in study A (solid red circles) and study B (solid green squares). The open squares are the results taken from the x-ray diffraction study by Guthrie et al. [285].
ambient pressure $F(Q)$ is in good overall agreement with the $F(Q)$ function obtained for $^{nat}$GeO$_2$ glass [305] in a conventional neutron diffraction experiment using D4C which indicates that pre-compression of the powder pellet had little effect on the structure of the illuminated portion of the glass. The total pair distribution functions $G(r)$ at the various pressures are plotted in figure 8.21 and were obtained by Fourier transforming the corresponding $F(Q)$ functions after making a Harwell spline fit [115] to the data with $Q_{\text{max}} = 15.45$ Å$^{-1}$. The first peaks in the ambient pressure real space $G(r)$ function at $r_1 = 1.74(2)$ Å and $r_2 = 2.78(3)$ Å are attributed to the nearest neighbour Ge-O and O-O correlations, respectively [306]. The running coordination numbers $\bar{n}_{\text{Ge}}$ at each pressure, obtained by integrating over the region of the first peak in the corresponding $G(r)$ function, are plotted in figure 8.22. The positions of the leading peaks in the $F(Q)$ and $G(r)$ functions together with $\bar{n}_{\text{Ge}}$, which was taken to be the value of the running coordination number at the first minimum in $G(r)$ following the first peak, are listed in table 8.6.

Changes are observed in the position and height of the FSDP with increasing pressure (see figure 8.20). The FSDP at $1.53(2)$ Å$^{-1}$ in the ambient pressure $F(Q)$ is indicative of ordering on intermediate length scales and undergoes the same reduction in intensity and shift to higher $Q$ values with pressure that was observed in study A. The position of the FSDP as a function of pressure is also consistent with the x-ray diffraction measurements of Guthrie et al. [285]. A notable increase in intensity of the principle peak at $\approx 2.8$ Å$^{-1}$ is observed with increasing pressure, which was not as apparent in study A due to the crystalline Bragg peak that was present in this region. An increase is also observed in the height of the third peak with increasing pressure. As shown in figure 8.23, at pressures up to $\approx 5$ GPa the coordination number $\bar{n}_{\text{Ge}}$ remains at four. With a further increase of pressure, the coordination number increases to $\bar{n}_{\text{Ge}} = 4.5(1)$ at 8.0(5) GPa. The nearest neighbour Ge-O peak position $r_{\text{GeO}}$ in $G(r)$ experiences a small increase from 1.74(2) Å at ambient pressure to 1.75(2) Å at 8.0(5) GPa. This increase is consistent with the results obtained from study A which give $r_{\text{GeO}} = 1.77(2)$ Å at 8.6(2) GPa.
Figure 8.24: The total x-ray structure factors $S_X(Q)$ for (a) uncompressed GeO$_2$ glass and (b) the GeO$_2$ glass recovered from the 8.0(5) GPa neutron diffraction experiment. The solid (black) circles are the data points and the solid (red) curves are the Fourier backtransforms of the corresponding $G_X(r)$ functions in figure 8.25 after the un-physical low-$r$ oscillations have been set to the theoretical $G_X(0) = 0$ limit. The dashed (blue) curve in (a) is the $S_X(Q)$ function for ordinary GeO$_2$ glass measured by Sampath et al. [286].
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Figure 8.25: The total x-ray pair distribution functions $G_X(r)$ for (a) uncompressed GeO$_2$ glass and (b) the GeO$_2$ glass recovered from the 8.0(5) GPa neutron diffraction experiment, obtained by Fourier transforming the corresponding $S_X(Q)$ functions given in figure 8.24 after making a Harwell spline fit [115] to the data and applying a cosine window function between 21 and 23 Å$^{-1}$. The dotted (red) curves indicate the extent of the un-physical low-$r$ oscillations. The chained (blue) curve in (a) represents the $G_X(r)$ function obtained by Fourier transforming the $S_X(Q)$ function of Sampath et al. [286] after truncating at a maximum scattering vector $Q_{\text{max}} = 23$ Å$^{-1}$. 
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8.5. NEUTRON DIFFRACTION STUDY B

Table 8.7: The leading peak positions \( q_1, q_2 \) and \( q_3 \) in the measured \( S_X(Q) \) functions plotted in figure 8.24 for uncompressed GeO2 glass and the densified glass recovered from a pressure \( P_0 = 8.0(5) \) GPa from the neutron diffraction experiment. The leading real space peak positions \( r_1, r_2 \) and \( r_3 \) from the corresponding \( G_X(r) \) functions plotted in figure 8.25 and the coordination number \( n_{Ge}^{O} \) are also listed.

<table>
<thead>
<tr>
<th>( P_0 ) (GPa)</th>
<th>( S_X(Q) )</th>
<th>( q_1 (\AA^{-1}) )</th>
<th>( q_2 (\AA^{-1}) )</th>
<th>( q_3 (\AA^{-1}) )</th>
<th>( G_X(r) )</th>
<th>( \bar{n}_{Ge}^{O} )</th>
<th>( r_1 (\AA) )</th>
<th>( r_2 (\AA) )</th>
<th>( r_3 (\AA) )</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.54(2)</td>
<td>2.63(2)</td>
<td>4.42(3)</td>
<td>4.1(2)</td>
<td>1.73(2)</td>
<td>3.17(3)</td>
<td>4.42(5)</td>
<td>a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.0(5)</td>
<td>1.77(2)</td>
<td>2.68(2)</td>
<td>4.50(3)</td>
<td>4.4(2)</td>
<td>1.74(2)</td>
<td>3.15(3)</td>
<td>4.38(5)</td>
<td>a</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( a \) This study (ID11); \( b \) Sampath et al. [286]

The total x-ray structure factors \( S_X(Q) \) for the uncompressed GeO2 glass and the densified glass recovered from the 8.0(5) GPa neutron diffraction experiment are shown in figure 8.24. The total x-ray pair distribution functions \( G_X(r) \) are plotted in figure 8.25 and were obtained by Fourier transforming the corresponding \( S_X(Q) \) functions after making a Harwell spline fit [115] to the data and applying a cosine window function between 21 and 23 \( \AA^{-1} \). As for the neutron diffraction results, the first peak in the \( G(r) \) function of the uncompressed sample at \( r_1 = 1.73(2) \) \( \AA \) is attributed to the nearest neighbour Ge-O correlations. The second peak at \( r_2 = 3.17(3) \) \( \AA \) is, however, at a greater distance than \( r_2 = 2.78(3) \) \( \AA \) which was found using neutron diffraction and attributed to the nearest neighbour O-O correlations. This is because oxygen is much less strongly probed using x-rays and the peak is instead attributed to the nearest neighbour Ge-Ge correlations which have a reported distance of \( r_{GeGe} = 3.16(1) \) \( \AA \) [306]. The positions of the leading peaks in reciprocal and real space are listed in table 8.7 together with the coordination number \( n_{Ge}^{O} \).

The measured \( S_X(Q) \) for the uncompressed glass is in reasonable overall agreement with the \( S_X(Q) \) previously measured by Sampath et al. [286] (see figure 8.24 (a)) with the exception of the slightly sharper FSDP at 1.54(2) \( \AA^{-1} \) in the latter study. The position of the FSDP is shifted to 1.77(2) \( \AA^{-1} \) in the \( S_X(Q) \) for the sample recovered from 8.0(5) GPa and the peak experiences a
reduction in height. The principal peak has also shifted from 2.63(2) Å⁻¹ for the uncompressed sample to 2.68(2) Å⁻¹ for the recovered sample, accompanied by a large reduction in the peak height. A small increase in the height of the third reciprocal space peak is also observed for the recovered sample. The changes observed for all three reciprocal space peaks are consistent with previous x-ray and neutron diffraction measurements of pre-densified GeO₂ glass [286, 298]. Stone et al. [298] report the FSDP position at 1.796(2) Å⁻¹ for a sample recovered from 6 GPa.

The coordination number \( n^O_{\text{Ge}} \) experiences an increase from 4.1(2) for the uncompressed sample to 4.4(2) for the sample recovered from 8.0 GPa, which would indicate a similar local structure as in the in situ measurement at 8.0 GPa where \( n^O_{\text{Ge}} = 4.5(1) \). However, this is in disagreement with the value of \( n^O_{\text{Ge}} = 4 \) previously reported for GeO₂ glass recovered from 6 GPa [298] and 10 GPa [286] which suggest that any higher coordinated structural units present in situ at high pressure revert back to tetrahedral units on decompression. The discrepancy in \( n^O_{\text{Ge}} \) could be due to the finite maximum scattering vector \( Q_{\text{max}} = 23 \) Å⁻¹ which leads to a broadening of the nearest neighbour peak in real space after Fourier transformation and un-physical ‘truncation ripples’ in this region [4]. For example, Sampath et al. [286] measured the \( S_X(Q) \) for uncompressed GeO₂ glass to a maximum \( Q_{\text{max}} = 32.8 \) Å⁻¹. Fourier transforming their \( S_X(Q) \) using this extended \( Q_{\text{max}} \) value gives a coordination number \( n^O_{\text{Ge}} = 4.0(2) \). However, Fourier transforming the same \( S_X(Q) \) function after truncating at \( Q_{\text{max}} = 23 \) Å⁻¹, as shown in figures 8.24 (a) and 8.25 (a), leads to a coordination number \( n^O_{\text{Ge}} = 4.3(2) \) (see table 8.7). It is noted, however, that the ID11 diffraction experiments of the present work were performed on the recovered sample only \( \approx 2 \) hr following decompression. The measured coordination number \( n^O_{\text{Ge}} = 4.4(2) \) for GeO₂ glass recovered from 8.0 GPa may therefore indicate that the structure of this material takes some time to relax after decompression.
8.5.3 Discussion

The measured diffraction patterns for GeO₂ glass are of excellent quality and are a significant improvement on both the diffraction patterns taken for study A and on the previous in situ neutron diffraction work by Guthrie et al. [285] in which the final data sets are limited to a maximum pressure of 5 GPa and have large statistical uncertainties, as shown in figure 8.26. The results are consistent with the x-ray diffraction results of Guthrie et al. [285] in that the coordination number \( \bar{n}^O_{\text{Ge}} \), which is plotted as a function of pressure in figure 8.23, remains constant until \( \approx 5 \) GPa after which it increases, eventually reaching a value of \( \approx 4.9 \) in the vicinity of 9 GPa [285].

![Figure 8.26: The neutron total structure factors \( S_N(Q) \) as published by Guthrie et al. [285] at 0, 3 and 5 GPa. The authors applied a filter to exclude sharp features more than 3 standard deviations above neighboring data points. The authors also found a weak crystalline contamination, indicated by 
•, which was attributed to 2-3 % of the \( \alpha \)-phase of GeO₂.](image-url)
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The changes in the height and position of the FSDP in the measured $F(Q)$ functions with increasing pressure, shown in figure 8.20, suggest a substantial change in the way the structural motifs are connected with increasing pressure. The FSDP arises from the packing of the structural units on an intermediate range which has a periodicity given by $2\pi/q_1$. Hence, the observed reduction in intensity and increase in position of the FSDP with increasing pressure suggests a denser packing of the structural units accompanied by a reduction in the periodicity associated with the intermediate range ordering. The observed changes in the FSDP with initial application of pressure can therefore be understood in terms of a reduction in size and eventual collapse of the cage-like structures that enclose open regions of the network of corner shared GeO₄ structural units [285, 286]. The increase in coordination number $n_\text{Ge}^{O}$ from 4.0(2) to 4.9(2) with increasing pressure in the region between 5 GPa and 9 GPa shows that, following the collapse of the open network regions, a change in the nature of the basic structural motifs occurs as oxygen atoms are forced into close proximity to the GeO₄ tetrahedra. This results in the formation of structural units with higher coordination numbers. However, since the $G(r)$ functions only provide average values for the coordination number, it is not possible to tell whether the observed rise in coordination number results from the formation of GeO₅ pentahedra, GeO₆ octahedra or a mixture of the two. The formation of GeO₅ polyhedra is likely as they are known to exist in germanate glasses [307, 308, 311] and crystalline K₂Ge₈O₁₇ [309]. Further investigations using e.g. molecular dynamics simulations will help to resolve this issue.

The x-ray diffraction results of Guthrie et al. [285] suggest a further increase in the Ge-O coordination number, leading to the formation of GeO₆ octahedra at 15 GPa. A detailed examination of the structural transformations that take place in GeO₂ glass will be given in the next chapter, where the results of in situ high pressure diffraction experiments up to 14 GPa using the PEARL instrument at the ISIS facility, UK, are presented.
8.6 Conclusions

The results from studies A and B prove that high quality \textit{in situ} high pressure neutron diffraction patterns can be measured using the Paris-Edinburgh press on the D4C diffractometer. An analysis procedure was developed to account for the gasket and background scattering at each pressure point and improved neutron shielding has led to the extraction of neutron diffraction total structure factors $F(Q)$ at pressures up to 8 GPa that are of superior quality to previous diffraction measurements [285]. Additional improvements could be made to further reduce the contribution to the background scattering from the anvils by focussing a narrower neutron beam onto the sample position and allowing the entire press assembly to move vertically in order to maintain the sample position at the center of the incident neutron beam. The diffraction patterns measured for GeO$_2$ glass are of suitable calibre to enable future application of the method of isotopic substitution in neutron diffraction to measure the partial structure factors of liquid and glassy materials under high pressure.

In order to fully investigate the pressure induced structural transformations in GeO$_2$ glass that are expected to take place, measurements need to be taken at higher pressures than are attainable using single toroid cubic boron nitride anvils. Instead, sintered diamond and double toroid anvils can be employed, which have a greater pressure response with respect to the applied load. The use of sintered diamond anvils on the D4C instrument will be the subject of future studies. However, the results of high pressure experiments up to 14 GPa on GeO$_2$ glass using sintered diamond single and double toroid anvils on the PEARL instrument at ISIS are reported in the following chapter.
9. Structure of GeO$_2$ glass at high pressure II

9.1 Introduction

In chapter 8, the structure of GeO$_2$ glass was studied at high pressure using a reactor source diffractometer and showed distinct changes in the structure on an intermediate length scale and an increase in the local coordination number $n^O_{\text{Ge}}$ from 4 at ambient pressure to 4.9(1) at 8.6(5) GPa. A further structural transformation in GeO$_2$ to a 6-fold coordinated octahedral glass has been observed at 15 GPa using *in situ* diamond anvil cell x-ray diffraction measurements [285]. The objective of this investigation is to obtain neutron diffraction measurements of GeO$_2$ glass at a similar pressure. The experiments in chapter 8 were limited to a maximum pressure of 8.6(5) GPa by the performance of the cubic boron nitride single toroid anvils. Higher pressures are attainable using sintered diamond anvils and by using the double toroid anvil profile, as are typically employed on the PEARL instrument at the ISIS facility, UK, which is described in § 3.2.5. However, the PEARL instrument is optimised for crystallography, has limited accessibility to low scattering angles and high pressure experiments typically exhibit large contributions from the background and anvil scattering. This chapter presents the results obtained from significant improvements in the shielding, collimation and experimental methods used on PEARL to obtain, for the first time, high quality and correctly normalised *in situ* neutron total structure factors for an amorphous material.
CHAPTER 9. STRUCTURE OF GeO$_2$ GLASS AT HIGH PRESSURE II

9.2 Theory

As derived in § 2.2, the coherent scattered intensity measured in a neutron diffraction experiment on a multicomponent glass system is represented by the total structure factor $F(Q)$ defined as

$$F(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [S_{\alpha\beta}(Q) - 1],$$  \hspace{1cm} (9.1)

where $n$ is the total number of atomic species denoted by $\alpha$ or $\beta$, $c_\alpha$ and $b_\alpha$ represent the atomic fraction and coherent neutron scattering length of atomic species $\alpha$, respectively, $S_{\alpha\beta}(Q)$ is a Faber-Ziman partial structure factor and $Q$ is the scattering vector. The coherent neutron scattering lengths for GeO$_2$ glass are $b_{\text{Ge}} = 8.185(20)$ fm and $b_{\text{O}} = 5.803(4)$ fm [30]. The total structure factor can therefore be written as

$$F(Q) = A[S_{\text{GeGe}}(Q) - 1] + B[S_{\text{OO}}(Q) - 1] + C[S_{\text{GeO}}(Q) - 1],$$  \hspace{1cm} (9.2)

where $A = c^2_{\text{Ge}} b^2_{\text{Ge}} = 0.0744(4)$ barn, $B = c^2_{\text{O}} b^2_{\text{O}} = 0.1497(5)$ barn and $C = 2c_{\text{Ge}} c_{\text{O}} b_{\text{Ge}} b_{\text{O}} = 0.2111(5)$ barn. The corresponding real space information is given by the total pair distribution function $G(r)$ which is obtained by the Fourier transform

$$G(r) = \frac{1}{2\pi^2 r n_0} \int_0^\infty Q F(Q) \sin(Qr) dQ$$

$$= \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_\alpha c_\beta b_\alpha b_\beta [g_{\alpha\beta}(r) - 1]$$

$$= A[g_{\text{GeGe}}(r) - 1] + B[g_{\text{OO}}(r) - 1] + C[g_{\text{GeO}}(r) - 1],$$  \hspace{1cm} (9.3)

where $n_0$ denotes the atomic number density, $g_{\alpha\beta}(r)$ is a partial pair distribution function and $r$ is a distance in real space. As defined in equation 2.12, the coordination number $\bar{n}_{\text{Ge}}$ is determined by integrating over the nearest neighbour peak in $G(r)$, for which it is assumed that only the $g_{\text{GeO}}(r)$ correlations
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contribute. The theoretical $G(0)$ limit is given by

$$G(0) = -\sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha} c_{\beta} b_{\alpha} b_{\beta}.$$  \hfill (9.4)

For GeO$_2$ glass $G(0) = -0.4352(9)$ barn.

In x-ray diffraction experiments the scattering lengths are $Q$ dependent such that the partial structure factors have $Q$ dependent weighting factors and the total x-ray structure factor is given by

$$F_X(Q) = \sum_{\alpha=1}^{n} \sum_{\beta=1}^{n} c_{\alpha} f_{\alpha}(Q) c_{\beta} f_{\beta}(Q) [S_{\alpha\beta}(Q) - 1],$$  \hfill (9.5)

where $f_{Ge}(Q)$ and $f_{O}(Q)$ are the atomic form factors for Ge and O, respectively, and are tabulated in Ref. [201]. It is therefore convenient to define the normalised total neutron structure factor $S_N(Q)$ for GeO$_2$ glass as

$$S_N(Q) = \frac{F(Q) + \langle b \rangle^2}{\langle b \rangle^2},$$  \hfill (9.6)

where the average scattering length $\langle b \rangle = c_{Ge} b_{Ge} + c_{O} b_{O}$. Similarly, the normalised total x-ray structure factor $S_X(Q)$ for GeO$_2$ glass is defined by

$$S_X(Q) = \frac{F_X(Q) + \langle f(Q) \rangle^2}{\langle f(Q) \rangle^2},$$  \hfill (9.7)

where the average form factor $\langle f(Q) \rangle = c_{Ge} f_{Ge}(Q) + c_{O} f_{O}(Q)$.

### 9.3 Experimental procedure

#### 9.3.1 Sample preparation

The GeO$_2$ glass was prepared by heating $\approx 5$ g of powdered Germanium (IV) Oxide (Alfa Aesar, 99.9999%) contained in a platinum crucible, with a 10 % rhodium reinforced rim, in air at 1600 °C. After $\approx 20$ min the crucible
was removed from the furnace, placed onto a nitrogen cooled brass block and liquid nitrogen was poured over the melt. The crucible was warmed to room temperature using a heat gun to avoid condensation of atmospheric H\textsubscript{2}O on the hygroscopic GeO\textsubscript{2} glass. The clear glass was removed from the crucible in one piece and stored in a desiccator containing silica gel (BDH, granules).

Table 9.1: Properties of the pellets prepared for high pressure neutron diffraction measurements on the PEARL instrument using single toroid (ST) or double toroid (DT) sintered diamond anvils. The GeO\textsubscript{2} pellets were either formed from compressed powders or solid pieces ground to shape. The vanadium (V) pellets were either formed from compressed powders or foils. The powder and foil pellets were pre-compressed in dies of suitable geometry at the listed applied load in a powder press.

<table>
<thead>
<tr>
<th>Pellet</th>
<th>Sample</th>
<th>Type</th>
<th>Geometry</th>
<th>Load (tonne)</th>
<th>Mass (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GeO\textsubscript{2}</td>
<td>powder</td>
<td>ST</td>
<td>8</td>
<td>0.22(1)</td>
</tr>
<tr>
<td>2</td>
<td>GeO\textsubscript{2}</td>
<td>solid</td>
<td>ST</td>
<td>–</td>
<td>0.24(1)</td>
</tr>
<tr>
<td>3</td>
<td>GeO\textsubscript{2}</td>
<td>solid</td>
<td>DT</td>
<td>–</td>
<td>0.12269(5)</td>
</tr>
<tr>
<td>4</td>
<td>GeO\textsubscript{2}</td>
<td>solid</td>
<td>DT</td>
<td>–</td>
<td>0.12146(5)</td>
</tr>
<tr>
<td>A</td>
<td>V</td>
<td>powder</td>
<td>ST</td>
<td>1</td>
<td>0.390(1)</td>
</tr>
<tr>
<td>B</td>
<td>V</td>
<td>powder</td>
<td>ST</td>
<td>1</td>
<td>0.390(1)</td>
</tr>
<tr>
<td>C</td>
<td>V</td>
<td>powder</td>
<td>ST</td>
<td>1</td>
<td>0.390(1)</td>
</tr>
<tr>
<td>D</td>
<td>V</td>
<td>foil</td>
<td>DT</td>
<td>0.75</td>
<td>0.2053(5)</td>
</tr>
<tr>
<td>E</td>
<td>V</td>
<td>foil</td>
<td>DT</td>
<td>0.75</td>
<td>0.2061(5)</td>
</tr>
</tbody>
</table>

Several pellets of GeO\textsubscript{2} glass and vanadium, matching the geometry of the single toroid or double toroid anvils, were formed as listed in table 9.1. The pre-compressed GeO\textsubscript{2} pellet 1 and vanadium pellets A, B and C, made for the single toroid anvil experiments, were formed using powdered GeO\textsubscript{2} glass and V powder following the method outlined in § 8.5.1 using a SPECAC powder press at the ISIS facility. The GeO\textsubscript{2} powder pellet 1 was extremely fragile and, after removing from the powder press, the middle section disintegrated. Additional fine powder was therefore added to bulk out the sample for the diffraction experiment. For the double toroid anvil experiments, the vanadium pellets D and E were formed from pieces of V foil which were tightly rolled and compressed in the powder press using a die made from hardened steel.
\[
V_{\text{cap}} = \frac{1}{6} \pi b (3a^2 + b^2)
\]

\[
V_{\text{cyl}} = \pi a^2 h
\]

Figure 9.1: Defining the geometry and dimensions of the samples used in the single toroid and double toroid anvil experiments.
The solid GeO$_2$ glass pellets 2, 3 and 4, matching the geometry of the single or double toroid anvils, were formed by grinding a large solid piece of glass into a cylinder of either 6 mm or 4 mm diameter, as appropriate, using a dremmel with a rotary grinding stone attachment. To form the required pellet profile, the ends of the cylindrical pieces of GeO$_2$ glass were polished, using diamond paste, against faulty anvils of the correct geometry rotating on a polishing wheel. The precise pellet mass required for the anvil geometries was calculated from the sample density and the combined volume of the two spherical caps and the cylindrical middle sections of the pellets. This is illustrated in figure 9.1, where the volume of a spherical cap $V_{\text{cap}}$ and the volume of a cylinder $V_{\text{cyl}}$ are given by

$$V_{\text{cap}} = \frac{1}{6} \pi b (3a^2 + b^2),$$  

(9.8) and

$$V_{\text{cyl}} = \pi a^2 h,$$  

(9.9)

where $a$ denotes the radius of the cylinder cross-section and cap base, $b$ denotes the height of the cap and $h$ denotes the height of the cylinder. The precise sample volume for the single toroid anvil was therefore determined as 91.1847 mm$^3$ using $a = 3.0$ mm, $b = 1.5$ mm and $h = 1.6$ mm. Similarly, the precise sample volume for the double toroid anvil was determined as 33.7198 mm$^3$ using $a = 2.0$ mm, $b = 1.0$ mm and $h = 1.6$ mm. These values were confirmed by making three-dimensional Solidworks models of the pellets. Taking the density of GeO$_2$ glass as 3.643 g cm$^{-3}$ [306] and vanadium as 6.110g cm$^{-3}$, the ideal mass of the GeO$_2$ glass pellets was calculated as 0.33218 g for use in the single toroid anvils and 0.12284 g for use in the double toroid anvils. The ideal mass of the vanadium pellets was calculated as 0.55714 g for use in the single toroid anvils and 0.20603 g for use in the double toroid anvils. The mass of the pellets for the double toroid anvil experiments were matched, within 2 $\%$, to the theoretically ideal sample mass.
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9.3.2 The single toroid anvil neutron diffraction experiments

Figure 9.2: Single toroid anvil cross-section in the PEARL transverse geometry. The incident and scattered neutron beam directions are indicated by the blue arrows.

In situ high pressure neutron diffraction experiments were conducted on GeO$_2$ glass using a V4 variant Paris-Edinburgh press mounted in transverse geometry on the PEARL instrument at the ISIS facility, UK, with Los Alamos type single toroid sintered diamond anvils. In this set-up the incident neutrons are directed through one of the anvils along the compression axis of the cell and the sample is encapsulated by a null scattering Ti-Zr gasket assembly, as shown in figure 9.2. A semi-automated hydraulic pump system was used to apply force to the compression anvil and compress the sample and gasket assembly. In order to ensure the anvils were centered at the same position in the incident beam at each pressure, a remotely controlled motorised system was used to move the press assembly and centre the anvils on fixed cross hairs, as monitored by a live feed from a video camera (see figure 9.3).
Figure 9.3: *In situ* images of the pressure cell set up at (a) ambient pressure and (b) 9.0(5) GPa.
Figure 9.4: V3 variant Paris-Edinburgh cell with Los Alamos type single toroid anvils [45]. A V4 variant cell was used in the single toroid anvil experiment, however the geometry of the cell assemblies are identical. The boron nitride collimator is marked by the green regions, the Gd collimation and shielding is marked by the blue regions, and the cadmium shielding is marked by the red regions.
Figure 9.5: Cross sections for Gd and Cd, of naturally occurring isotopic abundance, as a function of the energy of incident neutrons at the PEARL instrument (ISIS). Values were obtained from the Nuclear Data Evaluation Lab [312] using the Evaluated Nuclear Data File (ENDF) [313]. The solid and dashed red curves are the absorption and total cross sections for Cd, respectively. The solid and dashed black curves are the absorption and total cross sections for Gd, respectively.

A significant contribution to the background intensity arises from Bragg scattering from the sintered diamond anvils. These diamond Bragg features are pressure dependent and it is therefore difficult to accurately extract the diffuse scattering of an amorphous sample. Improved shielding and incident neutron beam collimation, as detailed below and illustrated in figure 9.4, were incorporated into the press assembly in order to significantly reduce the background scattering contributions. The cross sections for Gadolinium (Gd) and Cadmium (Cd), in their naturally occurring isotopic abundance, are plotted in figure 9.5. Both elements exhibit very large absorption cross sections over
the energy range of incident neutrons used at the PEARL instrument. The absorption cross section is, however, much higher for Gd at low neutron energies and higher for Cd at high neutron energies. A combination of foils of both elements was therefore used as shielding material. The incident neutron beam was collimated by a 3.5 mm diameter aperture through a cylindrical block of sintered hexagonal boron nitride. A Gd tube of 3.5 mm outer diameter and 3.44 mm inner diameter was used to further collimate the incident neutrons near the sample position. In order to reduce the neutron scattering paths directly from the diamond anvils to the detectors, 0.03 mm Gd foils were incorporated between the Ti-Zr gasket assembly and anvils and 0.25 mm Cd foils were attached to the anvil binding rings. The neutrons diffracted by the sample exit the cell through the Ti-Zr gasket and impinge on detector banks set at 90° to the incident beam. To further reduce the contribution from anvil scattering, an effective scattered beam collimation was achieved by summing only those detector pixels encompassing a narrow 2θ range of 90 ± 3.5 °. The resulting Q-range is hence limited to 1.55 ≤ Q(Å−1) ≤ 19.6. A comparison between measurements of a Ti-Zr gasket in the pressure cell with and without the Gd collimation and shielding is shown in figure 9.6 and clearly illustrates the effectiveness of the Gd in reducing the intensity of the diamond Bragg peaks and other more broad background features.

Diffraction patterns were taken for the GeO₂ glass pellets 1 and 2 at ambient pressure and three loads up to 125 tonnes, as listed in table 9.2. Additional measurements were made for an empty Ti-Zr gasket at ambient pressure and the vanadium pellets A, B and C at various applied loads for data correction and normalisation purposes, as described in § 9.4. The intensities for each detector group were saved at regular intervals (every 170 µAhr) and no deviation between each scan was observed outside the statistical variation, verifying the diffractometer stability [197]. In order to attain acceptable counting statistics, considering the small size of the sample in the neutron beam, a total run time equivalent to ≈ 2700 µAhr per sample was made, which at an average ISIS beam current of 170 µA equates to ≈ 16 hours of neutron counting time for
the sample at each pressure.

The measured diffraction patterns were focussed i.e. the raw time of flight data sets for each run were first normalised to the incident neutron flux and corrected for the relative efficiency of each detector pixel. This was obtained from the diffraction pattern measured for a vanadium sphere, normalised to the incident flux, which should be a constant with respect to $2\theta$ for each incident neutron energy provided each detector pixel is at the same distance from the sphere and subtends the same solid angle. The data sets were then summed to give a single diffraction pattern as a function of $Q$. The total structure factor
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Figure 9.7: The pressure at each experimental load using the single toroid sintered diamond anvils as obtained by making a Rietveld refinement to the diamond anvil Bragg peaks and calibrated to the known equation of state for crystalline ice VII [314]. The refined data points correspond to GeO$_2$ pellet 1 (open black circles), vanadium pellet A (solid red squares), vanadium pellet B (solid red triangles), vanadium pellet without Gd collimation from Wilding [315] (open blue diamonds), vanadium pellet with Gd collimation from Wilding [315] (open blue squares) and SiO$_2$ glass from Wilding [315] (blue star). The GeO$_2$ pellet 2 (solid black circle) and vanadium pellet C (solid red diamond) data points were obtained after making a linear fit to the refined data points as shown by the solid black line for GeO$_2$ and the dashed red line for vanadium.
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$F(Q)$ for the GeO$_2$ glass at each pressure was then obtained using the data correction and normalisation procedures detailed in § 9.4.

The pressure $P_0$ on the GeO$_2$ and vanadium pellets at each applied load $L$ is plotted in figure 9.7. The calibration curves were calculated by making a Rietveld refinement to the diamond anvil Bragg peaks in the focused data sets which gave the diamond unit cell volume [314]. This was compared with the volume of crystalline ice VII compressed in the same type of single toroid anvil cell and, since ice VII has a known equation of state [316], the diamond unit cell volume was determined as a function of pressure. A linear fit was made to the GeO$_2$ and vanadium data in figure 9.7 to obtain the pressure on GeO$_2$ pellet 2 and vanadium pellet C measured at the highest applied loads. As in the preceding chapter, the number density of the GeO$_2$ glass at each pressure was determined from the experimental data taken by Hong et al. [287] and is listed in table 9.2.

Table 9.2: Applied load $L$ and pressure $P_0$ on the GeO$_2$ glass pellets 1, 2 or 4 using sintered diamond anvils with single toroid (ST) or double toroid (DT) geometry, listed together with the atomic number density $n_0$ of the pressurised GeO$_2$ glass.

<table>
<thead>
<tr>
<th>$L$ (tonne)</th>
<th>$P_0$ (GPa)</th>
<th>geometry</th>
<th>pellet</th>
<th>$n_0$ ($\AA^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Ambient</td>
<td>ST</td>
<td>1</td>
<td>0.0629(3)</td>
</tr>
<tr>
<td>50</td>
<td>5.0(5)</td>
<td>ST</td>
<td>1</td>
<td>0.0774(9)</td>
</tr>
<tr>
<td>100</td>
<td>9.0(5)</td>
<td>ST</td>
<td>1</td>
<td>0.0876(9)</td>
</tr>
<tr>
<td>125</td>
<td>11.5(5)</td>
<td>ST</td>
<td>2</td>
<td>0.0946(9)</td>
</tr>
<tr>
<td>120</td>
<td>14(1)</td>
<td>DT</td>
<td>4</td>
<td>0.0988(9)</td>
</tr>
</tbody>
</table>

9.3.3 The double toroid anvil neutron diffraction experiment

In situ neutron diffraction experiments were conducted on GeO$_2$ glass using a V3 variant Paris-Edinburgh press mounted in transverse geometry on the PEARL instrument at the ISIS facility, UK, with double toroid sintered dia-
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Figure 9.8: Double toroid anvil cross-section in the PEARL transverse geometry. The incident and scattered neutron beam directions are indicated by the blue arrows.

mond anvils. The GeO$_2$ glass sample was encapsulated in the cell by a null scattering Ti-Zr gasket assembly, as shown in figure 9.8. Diffraction patterns were taken for GeO$_2$ pellet 3 and vanadium pellet D at loads of 115 tonne and 120 tonne, respectively, with the same collimation and shielding used in the single toroid anvil experiments shown in figure 9.4. Further diffraction patterns were taken for GeO$_2$ pellet 4 and vanadium pellet E at loads of 120 tonne and 85 tonne, respectively, with the Gd foils removed from between the anvil and gasket assembly in order to increase the scattered signal from the sample. Additional diffraction patterns were taken for an empty Ti-Zr gasket at ambient pressure.

The pressure calibration plot for the double toroid sintered diamond anvils is given in figure 9.9 and was obtained from previous measurements by the Edinburgh High Pressure research group [317]. From these measurements, the sample pressure at the applied load of 120 tonne was estimated to be
Figure 9.9: Pressure versus load calibration plot for the double toroid De Beers sintered diamond anvils [317]. The five separate curves indicate different loadings of ice. The estimated pressure of 14(1) GPa for the 120 tonne applied load is indicated by the star and was chosen to approximately correspond to the average of the calibration points.

14(1) GPa. A total of $\approx 3300 \, \mu\text{Ahr}$ was collected on the sample at 14(1) GPa, equating to $\approx 20$ hours of neutron counting time, owing to the very small size of the sample. As in the single toroid anvil experiments, the data sets were checked for detector stability and focussed. The total structure factor $F(Q)$ for the GeO$_2$ glass at 14(1) GPa was then extracted using the data correction and normalisation procedures detailed in § 9.4. The number density of the GeO$_2$ glass at 14(1) GPa is listed in table 9.2.
9.4 Data analysis procedure

Figure 9.10: Defining the PEARL geometry. The neutron beam with radius $R_B$ and intensity $I_0$ is incident along the $z$-axis. The neutrons scatter from the sample of radius $R_S$ through the Ti-Zr gasket of radius $R_C$ into the detector along the $x$-axis at $90^\circ$ to the incident beam.

In a neutron diffraction experiment using a Paris-Edinburgh press in transverse geometry, neutrons are incident through the compression axis of the anvil and scatter from the sample through the null scattering Ti-Zr gasket. This defines a cylindrical sample geometry for the scattered beam with a height given by the separation of the anvils (see figure 9.10). On PEARL the data sets are collected in a small angular range at $2\theta \simeq 90^\circ$. The $Q$-dependence of the scattered intensity is thus obtained by varying the incident wavelength $\lambda$ where $Q = (4\pi/\lambda) \sin(\theta)$. For the sample, the differential scattering cross section per atom at a fixed incident neutron wavelength is given by

$$
\left[ \frac{d\sigma}{d\Omega} (Q) \right]_S = \frac{1}{N_S A_S S_C(Q)} \left[ \frac{I_{SC}(Q)}{a(Q)} - M_{SC}(Q) \right],
$$

(9.10)
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where \( I_{Sc}^{\prime} (\theta) \) denotes the measured scattered intensity from the sample in a Ti-Zr gasket corrected for background (e.g. anvil) scattering, \( a(Q) \) is the calibration factor, \( N_S \) denotes the number of sample nuclei in the incident neutron beam, \( M_{Sc}(Q) \) denotes the multiple scattering cross-section for the sample in the Ti-Zr gasket, and \( A_{S,Sc}(Q) \) denotes the attenuation coefficient for the incident neutron beam scattered by the sample and attenuated by the sample and gasket. For the PEARL geometry \( A_{S,Sc}(Q) \) is given by [318]

\[
A_{S,Sc}(Q) = \frac{4}{\pi R_B h} \frac{1}{\mu_S^2} \int_{0}^{\pi/2} d\theta \sin(\theta) [\chi], \quad (9.11)
\]

where

\[
\chi = e^{-(\mu_S-\mu_C)(R_S^2-R_B^2\cos^2\theta)^{1/2}} e^{-\mu_C(R_S^2-R_B^2\cos^2\theta)^{1/2}} \sinh(\mu_S R_B \sin \theta), \quad (9.12)
\]

\( \mu_S \) and \( \mu_C \) are the attenuation coefficients of the sample and the Ti-Zr gasket, respectively, \( R_B \) is the radius of the incident neutron beam, \( R_S \) is the radius of the sample and \( R_C \) is the radius of the gasket (see figure 9.10).

Similarly, the differential scattering cross section per atom for a vanadium pellet contained in a Ti-Zr gasket is given by

\[
\left[ \frac{d\sigma}{d\Omega} (Q) \right]_V = \frac{1}{N_V A_{V,VC}(Q)} \left[ \frac{I_{VC}^{\prime}(Q)}{a(Q)} - M_{VC}(Q) \right], \quad (9.13)
\]

where the subscript \( V \) denotes vanadium. The calibration factor \( a(Q) \) can be defined in terms of the vanadium differential scattering cross section according to

\[
a(Q) = \frac{1}{[N_V A_{V,VC}(Q) \left[ \frac{d\sigma}{d\Omega} (Q) \right]_V + M_{VC}(Q)]} I_{VC}^{\prime}(Q). \quad (9.14)
\]

Since the coherent scattering from vanadium is negligible, the differential scattering cross section for vanadium depends only upon the incoherent scattering length \( b_{inc, V} \). Equation 9.14 can therefore be re-written as

\[
a(Q) = \frac{1}{[N_V A_{V,VC}(Q) b_{inc, V}^2 (1 + P_V(Q)) + M_{VC}(Q)]} I_{VC}^{\prime}(Q), \quad (9.15)
\]
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where $P_V(Q)$ is the Placzek [31] (inelasticity) correction for vanadium. By substituting equation 9.15 into equation 9.10 and using equation 2.5 it follows that

$$
\left[ \frac{d\sigma}{d\Omega} (Q) \right]_S = F(Q) + \sum_{\alpha} c_{\alpha} (b_{\text{coh},\alpha}^2 + b_{\text{inc},\alpha}^2)(1 + P_{\alpha}(Q))
= \frac{I_{SC}^{I}(Q)}{I_{VC}^{I}(Q)} \frac{[N_V A_{V,V,C}(Q) b_{\text{inc},V}^2 [1 + P_V(Q)] + M_{V,C}(Q)] - M_{SC}(Q)}{N_S A_{S,SC}(Q)}
$$

(9.16)

where $c_{\alpha}$ denotes the atomic fraction, $b_{\text{coh},\alpha}$ and $b_{\text{inc},\alpha}$ are the coherent and incoherent neutron scattering lengths, respectively, and $P_{\alpha}(Q)$ is the Placzek [31] (inelasticity) correction, for each chemical species $\alpha$ in the system.

The attenuation coefficients $A_{i,j}(Q)$ for the sample and vanadium are plotted in figure 9.11 and were calculated using equation 9.11 for the transverse geometry used on PEARL [318] for the sample and gasket assembly in the single toroid anvil geometry at ambient pressure for a fixed scattering angle $2\theta = 90^\circ$ and the PEARL incident neutron wavelength range of $0.45 \leq \lambda_n(\text{Å}) \leq 5.73$. The PLATOM routine in the ATLAS suite of programs [319] was used to calculate the inelasticity correction for the sample and vanadium for the same scattering angle and incident neutron wavelength range, the results of which are also plotted in figure 9.11. The attenuation coefficients $A_{i,j}(Q)$ exhibit a relatively large dependency on $Q$. However, as shown in figure 9.11, the coefficient $[A_{V,V,C}(Q)/A_{S,SC}(Q)]b_{\text{inc},V}^2[1 + P_V(Q)]$ used in equation 9.16 exhibits a significantly smaller $Q$ dependency.

The sample geometry and background intensity is not explicitly known as a function of pressure. The background scattering at each pressure was therefore estimated from the measured scattered intensity $I_{SC}^{E}(Q)$ for an empty Ti-Zr gasket at ambient pressure such that

$$
I_{SC}^{I}(Q) = I_{SC}^{E}(Q) - mI_{C}^{E}(Q), \quad (9.17)
$$

$$
I_{VC}^{I}(Q) = I_{VC}^{E}(Q) - nI_{C}^{E}(Q), \quad (9.18)
$$
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Figure 9.11: The attenuation coefficients $A_{S,SC}(Q)$ (black) and $A_{V,VC}(Q)$ (red), the Placzek [31] corrections $\sum_{\alpha} c_{\alpha} (b_{coh,\alpha}^2 + b_{inc,\alpha}^2)[1 + P_{\alpha}(Q)]$ for GeO₂ (green) and $b_{inc,V}^2 [1 + P_V(Q)]$ for vanadium (blue), and the coefficient $[A_{V,VC}(Q)/A_{S,SC}(Q)] b_{inc,V}^2[1 + P_V(Q)]$ (magenta). The attenuation coefficients were calculated using equation 9.11 for the transverse geometry used on PEARL for the sample and vanadium encapsulated in a Ti-Zr gasket in the single toroid anvil geometry at ambient pressure for a scattering angle $2\theta = 90^\circ$ and an incident neutron wavelength range of $0.45 \leq \lambda_n (\text{Å}) \leq 5.73$. The Placzek [31] corrections were calculated using the PLATOM routine [319].
where \( m \) and \( n \) are scaling factors chosen to ensure that the diamond Bragg peak contributions to the intensities \( I_{SC}^E(Q) \) and \( I_{VC}^E(Q) \) are either eliminated or minimised. When using a Paris-Edinburgh press it is important to match the geometry of the sample and vanadium in the Ti-Zr gasket at each pressure point so that the correct calibration factor \( a(Q) \) can be found from the vanadium measurement. In practice, the load applied to the vanadium was therefore varied until the ratio

\[
\frac{I_{SC}^E(Q)}{I_{VC}^E(Q)} = \frac{I_{SC}^E(Q) - mI_{C}^E(Q)}{I_{VC}^E(Q) - nI_{C}^E(Q)}
\]

(9.19)

had a minimal slope at large \( Q \) values. This is illustrated in figure 9.12 where the data set for glassy GeO\(_2\) at 9.0(5) GPa is normalised using (a) the vanadium data at 1.5(5) GPa and (b) the vanadium data at 11.5(5) GPa. The data sets were then analysed using equation 9.16 which can be re-written as

\[
F(Q) = W(Q)\left(\frac{I_{SC}^E(Q) - mI_{C}^E(Q)}{I_{VC}^E(Q) - nI_{C}^E(Q)}\right) - Z(Q),
\]

(9.20)

where

\[
W(Q) = \frac{NVA_{V,VC}(Q)b_{inc,V}^2(1 + P_V(Q)) + MV_C(Q)}{NSA_{S,SC}(Q)}
\]

(9.21)

and

\[
Z(Q) = \frac{M_{SC}(Q)}{NSA_{S,SC}(Q)} - \sum_\alpha \frac{e_\alpha(b_{coh,\alpha}^2 + b_{inc,\alpha}^2)(1 + P_\alpha(Q))}{N_{S}A_{S,SC}(Q)}
\]

(9.22)

In view of the empirical approach used to find the calibration factor \( a(Q) \), as a first approximation the factors \( W(Q) \) and \( Z(Q) \) in equation 9.20 were assumed to be \( Q \)-independent. The constant \( Z \) in equation 9.20 therefore displaces the data to ensure \( F(Q) \) oscillates about zero at high \( Q \) values and the constant \( W \) is an overall scaling factor to ensure correct data normalisation, i.e. the low-\( r \) features in \( G(r) \) should oscillate about the theoretical \( G(0) \) limit and the Fourier backtransform of \( G(r) \), after the low-\( r \) features are set to the theoretical \( G(0) \) limit, should be in good overall agreement with the original \( F(Q) \).
Figure 9.12: The data set for glassy GeO$_2$ at 9.0(5) GPa normalised according to equation 9.19 using (a) the vanadium data at 1.5(5) GPa where $m = 0.3$ and $n = 0.7$, and (b) the vanadium data at 11.5(5) GPa where $m = 0.3$ and $n = 0.2$. Despite adjusting the values of $m$ and $n$ it did not prove possible to eliminate the diamond Bragg peaks in (a) using the incorrect vanadium normalisation standard.
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As mentioned above, a procedure was adopted in the diffraction experiments whereby the vanadium pellet was pressurised until the normalised data set for the sample given by equation 9.19 oscillated about a constant level at high $Q$ values. At ambient pressure and temperature, the bulk modulus for vanadium $B(V) = 157.12$ GPa [320] and for GeO$_2$ glass $B(\text{GeO}_2) = 23.81$ GPa [295]. Hence vanadium is less compressible than GeO$_2$ glass. So a greater load is required on the vanadium by comparison with the sample in order to reproduce the same scattering geometry, assuming that the GeO$_2$ and vanadium pellets have the same starting volume. This was observed in the single toroid anvil measurements in which a greater load was required on the vanadium pellet in order to give normalised sample data sets with no slope. However, the opposite effect was observed in the double toroid anvil measurement where the load required on the vanadium to eliminate the slope on the normalised sample data sets was significantly smaller than the load on the sample. The reason for this is at present unsure.

The measured diffraction intensities for the empty Ti-Zr gasket, GeO$_2$ glass and vanadium pellets at the various pressures using the single toroid anvils are plotted in figures 9.13 to 9.16 together with the background corrected intensities $I'_{SC}(Q) = I_{SC}^E(Q) - mI_{C}^E(Q)$ and $I'_{VC}(Q) = I_{VC}^E(Q) - nI_{C}^E(Q)$ and the preliminary normalised data sets $[I_{SC}^E(Q) - mI_{C}^E(Q)] / [I_{VC}^E(Q) - nI_{C}^E(Q)]$, where, as noted above, the scaling factors $m$ and $n$ were chosen to eliminate or minimise the contribution to the diffraction patterns from the diamond anvil Bragg peaks.

The raw data sets obtained from the high pressure experiments using double toroid anvils with and without the Gd foils in place are plotted in figures 9.17 (a) and (c), respectively. Very little structure is present above the background scattering in the diffraction pattern taken for GeO$_2$ glass with the Gd foil in place and there is a large residual slope on the data when normalised using the scattering from a vanadium pellet measured in the same set up (see figure 9.17 (b)). Upon removing the Gd foil between the anvil and gasket assembly, the sample scattering is more apparent above the background scattering.
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Figure 9.13: (a) The background corrected intensity $I_{SC}(Q) = I_{SC}^E(Q) - 0.93I_{SC}^E(Q)$ for GeO$_2$ glass at ambient pressure (black curve) compared with the measured intensities $I_{SC}^E(Q) - 2$ for the sample (red curve) and $I_{SC}^E(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (b) The background corrected intensity $I_{VC}(Q) = I_{VC}^E(Q) - 0.70I_{VC}^E(Q)$ for vanadium at 1.5(5) GPa (black curve) compared with the measured intensities $I_{VC}^E(Q) - 2$ for the vanadium (red curve) and $I_{VC}^E(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (c) The preliminary normalised data set $[I_{SC}^E(Q) - 0.93I_{SC}^E(Q)] / [I_{VC}^E(Q) - 0.70I_{VC}^E(Q)]$. 
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Figure 9.14: (a) The background corrected intensity \( I_{SC}(Q) = I_{SC}^E(Q) - 0.56I_{C}^E(Q) \) for GeO\(_2\) glass at 5.0(5) GPa (black curve) compared with the measured intensities \( I_{SC}^E(Q) - 2 \) for the sample (red curve) and \( I_{C}^E(Q) - 3 \) for the empty Ti-Zr gasket (blue curve). (b) The background corrected intensity \( I_{VC}(Q) = I_{VC}^E(Q) - 0.45I_{C}^E(Q) \) for vanadium at 7.0(5) GPa (black curve) compared with the measured intensities \( I_{VC}^E(Q) - 2 \) for the vanadium (red curve) and \( I_{C}^E(Q) - 3 \) for the empty Ti-Zr gasket (blue curve). (c) The preliminary normalised data set \( [I_{SC}^E(Q) - 0.56I_{C}^E(Q)] / [I_{VC}^E(Q) - 0.45I_{C}^E(Q)] \).
Figure 9.15: (a) The background corrected intensity $I'_{SC}(Q) = I'^E_{SC}(Q) - 0.30I'^E_{SC}(Q)$ for GeO$_2$ glass at 9.0(5) GPa (black curve) compared with the measured intensities $I'^E_{SC}(Q) - 2$ for the sample (red curve) and $I'^E_{SC}(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (b) The background corrected intensity $I'_{VC}(Q) = I'^E_{VC}(Q) - 0.20I'^E_{VC}(Q)$ for vanadium at 11.5(5) GPa (black curve) compared with the measured intensities $I'^E_{VC}(Q) - 2$ for the vanadium (red curve) and $I'^E_{VC}(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (c) The preliminary normalised data set $\left[ I'^E_{SC}(Q) - 0.30I'^E_{SC}(Q) \right] \div \left[ I'^E_{VC}(Q) - 0.20I'^E_{VC}(Q) \right]$.
Figure 9.16: (a) The background corrected intensity $I_{SC}(Q) = I_{E}^{E}(Q) - 0.25I_{C}^{E}(Q)$ for GeO$_2$ glass at 11.5(5) GPa (black curve) compared with the measured intensities $I_{SC}^{E}(Q) - 2$ for the sample (red curve) and $I_{C}^{E}(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (b) The background corrected intensity $I_{VC}(Q) = I_{V}^{E}(Q) - 0.15I_{C}^{E}(Q)$ for vanadium at 15.0(5) GPa (black curve) compared with the measured intensities $I_{VC}^{E}(Q) - 2$ for the vanadium (red curve) and $I_{C}^{E}(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (c) The preliminary normalised data set $\left[ I_{SC}^{E}(Q) - 0.25I_{C}^{E}(Q) \right] / \left[ I_{VC}^{E}(Q) - 0.15I_{C}^{E}(Q) \right]$. 
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Figure 9.17: The double toroid anvil high pressure data sets. (a) The scattered intensities for \( \text{GeO}_2 \) glass at 14(1) GPa (black curve) with the corresponding vanadium (blue curve) and empty Ti-Zr gasket (red curve) data sets displaced by -1 and -2, respectively, with the Gd foils in place. (b) The normalised sample scattering from (a) using the method detailed in § 9.4. (c) The scattered intensities for \( \text{GeO}_2 \) glass at 14(1) GPa (black curve) with the corresponding vanadium (blue curve) and empty Ti-Zr gasket (red curve) data sets displaced by -1 and -2, respectively, with the Gd foils removed. (d) The normalised sample scattering from (c) using the method detailed in § 9.4.
9.4. DATA ANALYSIS PROCEDURE

Figure 9.18: (a) The background corrected intensity $I'_{SC}(Q) = I_{SC}^E(Q) - 0.20I_{C}^E(Q)$ for GeO$_2$ glass at 14(1) GPa (black curve) compared with the measured intensities $I_{SC}^E(Q) - 2$ for the sample (red curve) and $I_{C}^E(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (b) The background corrected intensity $I'_{VC}(Q) = I_{VC}^E(Q) - 0.30I_{C}^E(Q)$ for vanadium at 9.0(5) GPa (black curve) compared with the measured intensities $I_{VC}^E(Q) - 2$ for the vanadium (red curve) and $I_{C}^E(Q) - 3$ for the empty Ti-Zr gasket (blue curve). (c) The preliminary normalised data set $\left[I_{SC}^E(Q) - 0.20I_{C}^E(Q)\right] / \left[I_{VC}^E(Q) - 0.30I_{C}^E(Q)\right]$. 
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There is, however, an increase in the Bragg scattering from the diamond anvils although this effect is small due to the close proximity of the anvils to each other which increases the effectiveness of the Cd shielding in preventing scattering paths from the sintered diamond anvils to the detectors. This data set can be adequately corrected and normalised to the scattering from a vanadium pellet measured in the same set up (see figure 9.17 (d)). For completeness, the final background corrected intensities and the preliminary normalised data set for the double toroid anvil experiment are plotted in figure 9.18.

It is not easy to obtain the scaling factor $W$ in equation 9.20. The reason for this is the limited accessible $Q$ range of the PEARL instrument which leads to a truncation of the diffraction patterns at a relatively large minimum $Q$ value of 1.55 Å$^{-1}$. Therefore, the Fourier transform of the reciprocal space data sets will be affected by the method used to extrapolate this data to low $Q$. Also, this is the same region of $Q$ that is most sensitive to problems with the data normalisation. Several methods were therefore employed to extrapolate the data sets to low $Q$ values, and their effectiveness was examined.

Method (i) involved setting the $F(Q)$ functions for $0 \leq Q \leq 1.55$ Å$^{-1}$ to the $F(0)$ limiting value. This was obtained by making a linear fit to the low-$Q$ region of the $F(Q)$ function for GeO$_2$ glass measured under ambient conditions in a conventional neutron diffraction experiment [305] (see figure 9.19) for which a value for $F(0) = -0.387$ barn is obtained. The $F(0)$ limit may also be estimated by adopting the Bhatia Thornton [243] formalism in which the total structure factor is defined by

$$F(Q) = (b)^2 S_{NN}(Q) + (b_{Ge} - b_{O})^2 S_{CC}(Q) + 2(b)(b_{Ge} - b_{O})S_{NC}(Q) - (c_{Ge}b_{Ge}^2 + c_{O}b_{O}^2),$$

where $S_{NN}(Q)$, $S_{CC}(Q)$ and $S_{NC}(Q)$ denote the number-number, concentration-concentration and number-concentration partial structure factors, respectively.

Assuming that GeO$_2$ is an ionic material, then $S_{CC}(0) = S_{NC}(0) = 0$ and $S_{NN}(0) = n_0k_BT\chi_T$, where $n_0$ is the number density, $k_B$ is the Boltzmann constant, $T$ is the absolute temperature and $\chi_T = 0.042$ GPa$^{-1}$ is the isother-
Figure 9.19: Linear fit to the $F(Q)$ function for GeO$_2$ glass at ambient pressure as measured by Salmon et al. [305]. The solid (black) curve shows the $F(Q)$ and the dashed (red) curve shows the linear fit at low-$Q$ which gives $F(0) = -0.387$ barn.

...mal compressibility at ambient pressure [295]. The theoretical $F(0)$ value is then calculated to be

$$F(0) = \langle b \rangle^2 n_0 k_B T \chi_T - (c_{Ge}b_{Ge}^2 + c_Ob_O^2) = -0.4478 \text{ barn}. \quad (9.24)$$

This value deviates from the experimental value but is comparable in magnitude. This discrepancy may be due to the ionic approximation, since GeO$_2$ is a covalent material, or could be due to experimental uncertainty in the low $Q$ region of the measured $F(Q)$ function. The isothermal compressibility $\chi_T$ is
pressure dependent [295] but this makes no significant change to the theoretical value of \( F(0) \) at the pressures obtained in the present study.

Method (ii) involved taking the data for \( 0 \leq Q \leq 1.55 \text{ Å}^{-1} \) from the \( F(Q) \) function for GeO\(_2\) glass measured under ambient conditions in a conventional neutron diffraction experiment [305] after scaling this data such that the First Sharp Diffraction Peak (FSDP) fits the visible part of the FSDP in a PEARL data set.

Method (iii) used the data for \( 0 \leq Q \leq 1.55 \text{ Å}^{-1} \) from the \( F(Q) \) functions measured at comparable pressures using the D4C instrument, as given in chapter 8, after scaling this data such that the First Sharp Diffraction Peak (FSDP) fits the visible part of the FSDP in a PEARL data set.

The final method (iv) involved simply setting the \( F(Q) \) functions to zero for \( Q \) values up to \( 0 \leq Q \leq 1.55 \text{ Å}^{-1} \).

The total structure factors \( F(Q) \) for GeO\(_2\) glass at the various pressures, each normalised by applying the four distinct low-\( Q \) extrapolation methods, are plotted in figures 9.20 to 9.24. The nearest neighbour region of the corresponding total pair distribution functions \( G(r) \), obtained by Fourier transforming the \( F(Q) \) functions after making a Harwell spline fit [115], are also plotted together with the running coordination number. It is clear that setting the low-\( Q \) data to zero leads to a severe over-scaling of \( F(Q) \) in order to ensure agreement between \( F(Q) \) and the Fourier backtransform. Method (i) was eventually adopted to produce the final data sets, i.e. the low-\( Q \) data points were set equal to the \( F(0) = -0.387 \text{ barn limit} \) as extrapolated from the published ambient pressure \( F(Q) \) [305], since the coordination number \( \bar{n}_{Ge}^O \) obtained is in better agreement with the measurements of chapter 8. However, it is noted that the other methods (ii) and (iii) give results that are within the experimental error of the data obtained using method (i) and are thus equally valid methods of extrapolating the low-\( Q \) data.
Figure 9.20: The total structure factor $F(Q)$, total pair distribution function $G(r)$ and running coordination number for GeO$_2$ glass at ambient pressure obtained using various methods of low-$Q$ extrapolation. The extrapolated data at low-$Q$ is shown by the chained (red) curve where the functions in (a1) and (a2) have been obtained using method (i), the functions in (b1) and (b2) have been obtained using method (ii), the functions in (c1) and (c2) have been obtained using method (iii) and the functions in (d1) and (d2) have been obtained using method (iv). The bars in (a1) to (d1) represent the statistical errors and the solid (blue) curves are the Fourier back-transforms of the corresponding $G(r)$ functions in (a2) to (d2) after the un-physical low-$r$ oscillations are set to the theoretical $G(0)$ limit. The solid black curve in (a2) to (d2) shows the first peak in the $G(r)$ functions obtained by Fourier transforming the corresponding $F(Q)$ functions in (a1) to (d1) after making a Harwell spline fit [115] to the data. The solid (red) curves show the running coordination number over the region of the first peak in $G(r)$. 
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Figure 9.21: The total structure factor $F(Q)$, total pair distribution function $G(r)$ and running coordination number for GeO$_2$ glass at 5.0(5) GPa obtained using various methods of low-$Q$ extrapolation. The extrapolated data at low-$Q$ is shown by the chained (red) curve where the functions in (a1) and (a2) have been obtained using method (i), the functions in (b1) and (b2) have been obtained using method (ii), the functions in (c1) and (c2) have been obtained using method (iii) and the functions in (d1) and (d2) have been obtained using method (iv). The bars in (a1) to (d1) represent the statistical errors and the solid (blue) curves are the Fourier back-transforms of the corresponding $G(r)$ functions in (a2) to (d2) after the un-physical low-$r$ oscillations are set to the theoretical $G(0)$ limit. The solid black curve in (a2) to (d2) shows the first peak in the $G(r)$ functions obtained by Fourier transforming the corresponding $F(Q)$ functions in (a1) to (d1) after making a Harwell spline fit [115] to the data. The solid (red) curves show the running coordination number over the region of the first peak in $G(r)$. 
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Figure 9.22: The total structure factor $F(Q)$, total pair distribution function $G(r)$ and running coordination number for GeO$_2$ glass at 9.0(5) GPa obtained using various methods of low-$Q$ extrapolation. The extrapolated data at low-$Q$ is shown by the chained (red) curve where the functions in (a1) and (a2) have been obtained using method (i), the functions in (b1) and (b2) have been obtained using method (ii), the functions in (c1) and (c2) have been obtained using method (iii) and the functions in (d1) and (d2) have been obtained using method (iv). The bars in (a1) to (d1) represent the statistical errors and the solid (blue) curves are the Fourier back-transforms of the corresponding $G(r)$ functions in (a2) to (d2) after the un-physical low-$r$ oscillations are set to the theoretical $G(0)$ limit. The solid black curve in (a2) to (d2) shows the first peak in the $G(r)$ functions obtained by Fourier transforming the corresponding $F(Q)$ functions in (a1) to (d1) after making a Harwell spline fit [115] to the data. The solid (red) curves show the running coordination number over the region of the first peak in $G(r)$.  
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Figure 9.23: The total structure factor $F(Q)$, total pair distribution function $G(r)$ and running coordination number for GeO$_2$ glass at 11.5(5) GPa obtained using various methods of low-$Q$ extrapolation. The extrapolated data at low-$Q$ is shown by the chained (red) curve where the functions in (a1) and (a2) have been obtained using method (i), the functions in (b1) and (b2) have been obtained using method (ii), the functions in (c1) and (c2) have been obtained using method (iii) and the functions in (d1) and (d2) have been obtained using method (iv). The bars in (a1) to (d1) represent the statistical errors and the solid (blue) curves are the Fourier back-transforms of the corresponding $G(r)$ functions in (a2) to (d2) after the un-physical low-$r$ oscillations are set to the theoretical $G(0)$ limit. The solid black curve in (a2) to (d2) shows the first peak in the $G(r)$ functions obtained by Fourier transforming the corresponding $F(Q)$ functions in (a1) to (d1) after making a Harwell spline fit [115] to the data. The solid (red) curves show the running coordination number over the region of the first peak in $G(r)$.  
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Figure 9.24: The total structure factor $F(Q)$, total pair distribution function $G(r)$ and running coordination number for GeO$_2$ glass at 14(1) GPa obtained using various methods of low-$Q$ extrapolation. The extrapolated data at low-$Q$ is shown by the chained (red) curve where the functions in (a1) and (a2) have been obtained using method (i), the functions in (b1) and (b2) have been obtained using method (ii), the functions in (c1) and (c2) have been obtained using method (iii) and the functions in (d1) and (d2) have been obtained using method (iv). The bars in (a1) to (d1) represent the statistical errors and the solid (blue) curves are the Fourier back-transforms of the corresponding $G(r)$ functions in (a2) to (d2) after the un-physical low-$r$ oscillations are set to the theoretical $G(0)$ limit. The solid black curve in (a2) to (d2) shows the first peak in the $G(r)$ functions obtained by Fourier transforming the corresponding $F(Q)$ functions in (a1) to (d1) after making a Harwell spline fit [115] to the data. The solid (red) curves show the running coordination number over the region of the first peak in $G(r)$. 
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9.5 Results

Table 9.3: The leading peak positions \( q_1, q_2 \) and \( q_3 \) in the measured \( F(Q) \) for GeO\(_2\) glass at pressure \( P \), together with the leading peak positions \( r_1, r_2, r_3 \) and coordination number \( n_{\text{Ge}}^{O} \) for the corresponding \( G(r) \) functions.

<table>
<thead>
<tr>
<th>( P ) (GPa)</th>
<th>( q_1 ) (Å(^{-1}))</th>
<th>( q_2 ) (Å(^{-1}))</th>
<th>( q_3 ) (Å(^{-1}))</th>
<th>( n_{\text{Ge}}^{O} )</th>
<th>( r_1 ) (Å)</th>
<th>( r_2 ) (Å)</th>
<th>( r_3 ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.59(5)</td>
<td>2.58(5)</td>
<td>4.64(5)</td>
<td>3.8(1)</td>
<td>1.73(2)</td>
<td>2.83(3)</td>
<td>4.40(5)</td>
</tr>
<tr>
<td>5.0(5)</td>
<td>1.81(5)</td>
<td>2.64(5)</td>
<td>4.52(5)</td>
<td>4.4(1)</td>
<td>1.74(2)</td>
<td>2.90(3)</td>
<td>4.14(5)</td>
</tr>
<tr>
<td>9.0(5)</td>
<td>1.99(5)</td>
<td>2.77(5)</td>
<td>4.67(5)</td>
<td>4.9(1)</td>
<td>1.76(2)</td>
<td>2.89(3)</td>
<td>4.17(5)</td>
</tr>
<tr>
<td>11.5(5)</td>
<td>2.05(5)</td>
<td>2.80(5)</td>
<td>4.52(5)</td>
<td>4.9(1)</td>
<td>1.80(2)</td>
<td>2.94(3)</td>
<td>4.20(5)</td>
</tr>
<tr>
<td>14.0(1)</td>
<td>2.10(5)</td>
<td>2.89(5)</td>
<td>4.52(5)</td>
<td>5.5(1)</td>
<td>1.81(2)</td>
<td>2.82(3)</td>
<td>4.20(5)</td>
</tr>
</tbody>
</table>

The total final structure factors \( F(Q) \) for GeO\(_2\) glass at the various pressures are plotted in figure 9.25. The ambient pressure \( F(Q) \) function is in good overall agreement with the \( F(Q) \) for glassy \( ^{\text{nat}}\text{GeO}_2 \) measured in a conventional neutron diffraction set-up at ambient pressure [305] also plotted in figure 9.25 (a). However, the first sharp diffraction peak (FSDP) at 1.59(5) Å\(^{-1}\) is truncated at the minimum scattering vector \( Q_{\text{min}} = 1.55 \text{ Å}^{-1} \) accessible in the PEARL diffraction experiments. The total pair distribution functions, \( G(r) \), obtained by Fourier transforming the corresponding \( F(Q) \) functions with \( Q_{\text{max}} = 19.55 \text{ Å}^{-1} \) after making a Harwell spline fit [115] to the data, are plotted in figure 9.26. The positions of the leading peaks in the \( F(Q) \) and \( G(r) \) functions are listed in table 9.3 together with the coordination number \( n_{\text{Ge}}^{O} \).

Figure 9.27 shows a comparison of the measured \( F(Q) \) functions at ambient pressure, 5.0(5) GPa and 9.0(5) GPa with the \( F(Q) \) functions measured using a Paris-Edinburgh press mounted on the D4C instrument, as presented in § 8.5, at ambient pressure, 4.9(5) GPa and 8.0(5) GPa. The ambient pressure \( F(Q) \) functions obtained from the two separate instruments are in good overall agreement and show the same trends with pressure in peak position and relative height. However, the partially visible FSDP at 1.59(5) Å\(^{-1}\) from the measurements obtained using PEARL is significantly higher than the FSDP in the \( F(Q) \) measured on D4C. For pulsed neutron source experiments, inelasticity ef-
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Figure 9.25: Total structure factors $F(Q)$ for GeO$_2$ glass at (a) ambient pressure, (b) 5.0(5) GPa, (c) 9.0(5) GPa, (d) 11.5(5) GPa, and (e) 14.0(1) GPa. The bars represent the statistical errors and the solid (blue) curves are the Fourier back-transform of the corresponding $G(r)$ functions given in figure 9.26 after the un-physical low-$r$ oscillations are set to their theoretical $G(0)$ limit. The dashed (red) curve in (a) shows the $F(Q)$ function measured for natGeO$_2$ in a conventional neutron diffraction set-up at ambient pressure [305].
Figure 9.26: Total pair distribution functions $G(r)$ for GeO$_2$ glass at (a) ambient pressure, (b) 5.0(5) GPa, (c) 9.0(5) GPa, (d) 11.5(5) GPa, (e) 14.0(5) GPa as obtained by Fourier transforming the corresponding $F(Q)$ functions shown in figure 9.25 after making a Harwell spline fit [115] to the data with $Q_{\text{max}} = 19.55$ Å$^{-1}$. The dashed (red) curves indicate the extent of the un-physical low-$r$ oscillations.
Figure 9.27: Total structure factors \( F(Q) \) for GeO\(_2\) glass at (a) ambient pressure, (b) 5.0(5) GPa and (c) 9.0(5) GPa. The bars represent the statistical errors and the solid (blue) curves are the Fourier back transforms of the corresponding \( G(r) \) functions given in figure 9.31 after the un-physical low-\( r \) oscillations are set to their theoretical \( G(0) \) limit. The dashed (red) curves show the \( F'(Q) \) functions at (a) ambient pressure, (b) 4.9(5) GPa and (c) 8.0(5) GPa as measured in a Paris-Edinburgh cell mounted on the D4C instrument and presented in § 8.5.
Figure 9.28: (a) The $F(Q)$ function for GeO$_2$ glass at ambient pressure taken in situ in the Paris-Edinburgh (PE) press on the PEARL instrument (solid blue curve) together with the same $F(Q)$ but with the Placzek [31] (inelasticity) correction applied (solid black curve) and the $F(Q)$ function measured on the D4C instrument [305]. (b) The total structure factor $F(Q)$ for GeO$_2$ glass at ambient pressure taken in situ in the Paris-Edinburgh (PE) press on the PEARL instrument (solid blue curve) together with the $F(Q)$ functions taken in a vanadium can at ambient pressure on the GLAD instrument [286] (green curve), on the PEARL instrument (solid black curve) and on the D4C instrument [305] (dashed red curve).
fects are most significant in the low-\(Q\) region which suggests that the increased intensity is the result of not applying the Placzek [31] (inelasticity) correction on the PEARL data sets. However, as shown in figure 9.28 (a), application of the Placzek [31] correction plotted in figure 9.11 has only a small effect on the height of the FSDP. A conventional ambient pressure diffraction pattern was therefore taken on the PEARL instrument for GeO\(_2\) glass in a vanadium container using the lower scattering angle detector banks at 20 \(\leq 2\theta\) (\(^\circ\)) \(\leq 60\) in addition to the 90\(^\circ\) bank used for the \textit{in situ} measurements. The diffraction pattern was corrected for scattering from the vanadium can and normalised to the scattered intensity of a vanadium sphere but no corrections were made to account for attenuation, multiple scattering or inelasticity effects. As shown in figure 9.28 (b), the \(F(Q)\) function is in good agreement with the \(F(Q)\) measured using the D4C instrument. However the height of the FSDP in the \(F(Q)\) for GeO\(_2\) glass measured by Sampath \textit{et al.} [286] on the GLAD instrument is slightly higher than for D4C. The differences can be mainly attributed to the instruments having a different resolution function, which can have a significant effect on sharp peaks at low \(Q\) values [321]. The resolution function for the 90\(^\circ\) detector bank at PEARL has a value of \(\Delta Q/Q \simeq 0.85\) %. This is significantly better than the resolution function of the D4C instrument in the vicinity of the FSDP at 1.5 \(\text{Å}^{-1}\) where \(\Delta Q/Q = 3\) % for incident neutrons of wavelength 0.7 \(\text{Å}\). The resolution function \(\Delta Q/Q \simeq 1.5\) % for the lower scattering angle detector banks on PEARL, which helps to explain the agreement between the measurements obtained by the conventional diffraction experiments using both PEARL and D4C. For GLAD, the resolution function is equal to \(\Delta Q/Q = 1.7\) % at \(Q = 1.5\) \(\text{Å}^{-1}\) [322].

The changes in peak position and height of the FSDP are plotted in figure 9.29 together with the changes observed in the previous x-ray diffraction measurements by Guthrie \textit{et al.} [285] and the neutron diffraction measurements presented in chapter 8. The same general trends are apparent i.e. there is a dramatic reduction in height of the FSDP with increasing pressure and a corresponding shift to higher \(Q\) values. These changes are accompanied by an
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Figure 9.29: (a) Position of the First Sharp Diffraction Peak (FSDP) as a function of pressure as measured by Guthrie et al. [285] using x-ray diffraction (open squares), from the present study using the PEARL instrument (blue stars) and from the results presented in chapter 8 using the D4C instrument from study A (solid green squares) and study B (solid red circles). (b) Height of the FSDP, taken to be the value of $F(Q)$ at the FSDP position, from the present study using the PEARL instrument (blue stars) and from the results presented in chapter 8 using the D4C instrument from study A (solid green squares) and study B (solid red circles). (c) The full width at half maximum (FWHM) of the FSDP taken from the results presented in chapter 8 using the D4C instrument from study A (solid green squares) and study B (solid red circles).
Figure 9.30: Height plotted as a function of pressure for (a) the principal peak and (b) the third peak in the reciprocal space functions, taken to be the value of $F(Q)$ at the peak position, from the present study using the PEARL instrument (blue stars) and from the results presented in chapter 8 using the D4C instrument from study A (solid green squares) and study B (solid red circles).
Figure 9.31: Total pair distribution functions $G(r)$ for GeO$_2$ glass shown by the blue curves at (a) ambient pressure, (b) 5.0(5) GPa and (c) 9.0(5) GPa as obtained by Fourier transforming the corresponding $F(Q)$ functions in figure 9.27 after making a Harwell spline fit [115] to the data and truncating at $Q_{\text{max}} = 15.45$ Å$^{-1}$. The dashed (red) curve indicates the extent of the un-physical low-$r$ oscillations. The black curves show the $G(r)$ function at (a) ambient pressure, (b) 4.9(5) GPa and (c) 8.0(5) GPa as measured in a Paris-Edinburgh cell mounted on the D4C instrument and presented in § 8.5.
increase in height of the principal and third peaks (see figure 9.30). The measurements from the PEARL instrument show that beyond 9 GPa the height of the third peak subsequently reduces such that at 14(1) GPa the height is smaller than the value at ambient pressure. The periodicity of the intermediate range ordering in real space is given by $2\pi/q_1$, where $q_1$ is the position of the FSDP. The coherence length, which estimates the distance in real space over which the intermediate range ordering persists, is given by $2\pi/\Delta q_1$, where $\Delta q_1$ is the full width at half maximum of the FSDP [116]. The FWHM of the FSDP could not be obtained from the PEARL measurements as the FSDP is truncated below 1.55 Å⁻¹. However, the FWHM of the FSDP obtained from the neutron diffraction measurements presented in chapter 8 are plotted in figure 9.29 (c) and suggest a general reduction in the coherence length with increasing pressure.

The $G(r)$ functions plotted in figure 9.31 were obtained by Fourier transforming the $F(Q)$ functions in figure 9.27 at ambient pressure, 5.0(5) GPa and 9.0(5) GPa, after making a Harwell spline fit [115] to the data and truncating at the same $Q_{\text{max}} = 15.45$ Å⁻¹ as the D4C results. The $G(r)$ functions obtained by PEARL are in good overall agreement with the D4C data sets presented in § 8.5 at ambient pressure, 4.9(5) GPa, and 8.0(5) GPa. However, the larger $Q_{\text{max}} = 19.55$ Å⁻¹ obtained using PEARL leads to greater resolution in real space, as evident by comparing the $G(r)$ functions plotted in figure 9.26 with the corresponding $G(r)$ functions plotted in figure 9.31 where the nearest neighbour peak is much sharper in the $G(r)$ functions obtained after truncating at the higher $Q_{\text{max}}$. The first peak at $r_1 = 1.73(2)$ Å at ambient pressure is attributed to the nearest neighbour Ge-O correlations and yields a coordination number $\bar{n}_{\text{Ge}}^O = 3.8(1)$. The nearest neighbour peak position $r_{\text{GeO}}$ and coordination number $\bar{n}_{\text{Ge}}^O$ obtained using the PEARL instrument are plotted as a function of pressure in figure 9.32 together with the measurements from studies A and B presented in the chapter 8, the previous x-ray diffraction measurements by Guthrie et al. [285], the XAS results of Itie et al. [282] and the recent EXAFS measurements by Vaccari et al. [323].
Figure 9.32: (a) Coordination number $\bar{n}_{\text{Ge}}^O$ as a function of pressure for GeO$_2$ glass taken from the present study (blue stars), study A from chapter 8 (solid green squares), study B from chapter 8 (solid red circles), previous x-ray diffraction measurements by Guthrie et al. [285] (open squares) and EXAFS measurements by Vaccari et al. [323] (open diamonds). (b) Nearest neighbour peak position $r_{\text{GeO}}$ as a function of pressure for GeO$_2$ glass taken from the present study (blue stars), study A from chapter 8 (solid green squares), study B from chapter 8 (solid red circles), previous x-ray diffraction measurements by Guthrie et al. [285] (open squares), XAFS measurements by Itie et al. [282] (closed diamonds) and EXAFS measurements by Vaccari et al. [323] (open diamonds).
9.6. DISCUSSION

Ge-O peak position for the PEARL measurements increases to 1.81(2) Å at 14(1) GPa and there is a corresponding increase in the coordination number \(n_{\text{Ge}}\) to 5.5(1). The second peak at \(r_2 = 2.83(3)\) Å in the ambient pressure \(G(r)\) function is attributed to the nearest neighbour O-O correlations [306]. For regular tetrahedral GeO\(_4\) units, the ratio \(r_{\text{OO}}/r_{\text{GeO}} = \sqrt{8/3} = 1.633\). The ratio calculated from the measured partial pair distribution functions for GeO\(_2\) glass under ambient conditions is 1.636(11) [305]. This ratio is anticipated to show a significant change with increasing pressure [324], however, the ratio calculated from the data given in table 9.3 or from the D4C results from the preceding chapter, does not display a systematic pressure dependency despite the observed increase in coordination number at elevated pressures. This may result from an increasing overlap with pressure between the nearest neighbour O-O and Ge-Ge correlations that renders unsafe the assignment of \(r_2\) solely to O-O correlations.

9.6 Discussion

The same general trends are apparent in both the reciprocal space and real space functions obtained from \textit{in situ} neutron diffraction measurements of GeO\(_2\) glass at high pressure using a Paris-Edinburgh cell set up at the PEARL instrument or the D4C instrument (see chapter 8) and from the high pressure x-ray and neutron diffraction measurements made by Guthrie \textit{et al.} [285]. That is to say, at pressures up to \(\approx 5\) GPa, there is a dramatic reduction in height and shift of the FSDP to higher \(Q\) with increasing pressure accompanied by an increase in the height of the principal peak. As the pressure is increased beyond 5 GPa an increase in coordination number \(n_{\text{Ge}}\) is observed from 4-fold to approaching 6-fold at \(\approx 15\) GPa (see figure 9.32) which is accompanied by an increase in the nearest neighbour Ge-O bond distance \(r_{\text{GeO}}\). The overall results are therefore consistent with the operation of two desification mechanisms. At low pressures there is a reorganisation of the GeO\(_4\) tetrahedra which manifests itself in the FSDP as a change in the intermediate range or-
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der. Raman spectroscopy results [283, 284] in this pressure regime have been interpreted in terms of a reduction in the mean inter-tetrahedral O-Ge-O bond angle accompanied by a distortion of the GeO₄ tetrahedra which manifests itself in terms of a larger distribution of intra-tetrahedral O-Ge-O angles rather than by a change in the Ge-O bond length. At higher pressures, further reorganisation of the intermediate range order is facilitated by an increase in the local coordination number.

At ambient pressure the $F(Q)$ functions are in good overall agreement with the $F'(Q)$ function measured for natGeO₂ glass taken during an isotopic substitution experiment by Salmon et al. [305] using a conventional neutron diffraction set-up at ambient pressure using the D4C instrument, where the structure is based on a network of corner shared GeO₄ tetrahedra [306]. The full set of Faber-Ziman partial structure factors $S_{\alpha\beta}(Q)$ taken from Salmon et al. [305] are plotted in figure 9.33 where a comparison is made between the total neutron structure factor $recS_N(Q)$ reconstructed from these partials and the measured ambient pressure $S_N(Q)$ from both the PEARL and D4C experiments. For comparison, the contribution of the $S_{\alpha\beta}(Q)$ to the total x-ray structure factor $S_X(Q)$ measured at ambient pressure by Sampath et al. [286] is shown in figure 9.34 together with the total x-ray structure factor $recS_X(Q)$ reconstructed from the Faber-Ziman partial structure factors. As noted in Ref. [305], the Ge-Ge and Ge-O correlations give the largest contribution to $S_N(Q)$ in the region of the FSDP. Therefore, despite the fact that the O-O correlations have a larger weighting in $S_N(Q)$ compared with $S_X(Q)$, the changes observed with increasing pressure in the FSDP cannot be safely attributed to changes that are mostly associated with the oxygen atom correlations, as proposed by Guthrie et al. [285]. Instead, they are most likely to be attributed to a reduction in both the Ge-O and Ge-Ge correlations within this region. However, O-O correlations do contribute more strongly to the third peak in $S_N(Q)$ compared with $S_X(Q)$. Therefore, the initial increase in height of the third peak in $F(Q)$ with pressure increasing to $\approx 9$ GPa and subsequent decrease beyond 9 GPa observed in the PEARL neutron diffraction measurements, may
9.6. DISCUSSION

Figure 9.33: (a) A comparison between the measured $S_N(Q)$ for GeO$_2$ glass at ambient pressure from § 8.5 (solid red curve), the $S_N(Q)$ for GeO$_2$ glass at ambient pressure measured using PEARL, and the $\text{rec}S_N(Q)$ for GeO$_2$ glass (solid circles) as obtained from the neutron weighted GeO$_2$ Faber-Ziman partial structure factors given in (b) where $S_N(Q) = A_{\text{GeGe}}^N(Q) + A_{\text{GeO}}^N(Q) + A_{\text{OO}}^N(Q)$.

(b) The neutron weighted Faber-Ziman partial structure factors [305] are given by $A_{\text{GeGe}}^N(Q) = c_{\text{GeGe}}^2 b_{\text{GeGe}}^2 S_{\text{GeGe}}(Q)/\langle b \rangle^2$ (solid red curve), $A_{\text{GeO}}^N(Q) = 2c_{\text{GeO}}c_{\text{O}} b_{\text{Ge}} b_{\text{O}} S_{\text{GeO}}(Q)/\langle b \rangle^2$ (solid black curve) and $A_{\text{OO}}^N(Q) = c_{\text{O}}^2 b_{\text{O}}^2 S_{\text{OO}}(Q)/\langle b \rangle^2$ (dashed blue curve), where $\langle b \rangle = c_{\text{Ge}} b_{\text{Ge}} + c_{\text{O}} b_{\text{O}}$ and the neutron scattering lengths are $b_{\text{Ge}} = 8.185(20)$ fm and $b_{\text{O}} = 5.803(4)$ fm [30].
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Figure 9.34: (a) A comparison between the measured $S_X(Q)$ for GeO₂ glass at ambient pressure [286] (solid blue curve) together with the $recS_X(Q)$ function for GeO₂ glass (solid circles) as obtained from the x-ray weighted GeO₂ Faber-Ziman partial structure factors given in (b) where $S_X(Q) = A_{GeGe}^X(Q) + A_{GeO}^X(Q) + A_{OOG}^X(Q)$. (b) The x-ray weighted Faber-Ziman partial structure factors [305] are given by $A_{GeGe}^X(Q) = c_{GeGe}^2 f_{Ge}(Q)^2 S_{GeGe}(Q)/\langle f(Q) \rangle^2$ (solid red curve), $A_{GeO}^X(Q) = 2c_{GeO}c_{O}f_{Ge}(Q)f_{O}(Q)S_{GeO}(Q)/\langle f(Q) \rangle^2$ (solid black curve) and $A_{OOG}^X(Q) = c_{O}^2 f_{O}(Q)^2 S_{OOG}(Q)/\langle f(Q) \rangle^2$ (dashed blue curve), where $\langle f(Q) \rangle = c_{Ge}f_{Ge}(Q) + c_{O}f_{O}(Q)$ and the neutral atom form factors $f_{Ge}(Q)$ and $f_{O}(Q)$ are taken from Ref. [201].
result mainly from changes in the O-O correlations relative to the Ge-Ge and Ge-O correlations. The small principal peak in the $S_N(Q)$ functions arises from an almost complete cancellation of the large principal peaks in the neutron weighted $S_{\alpha\beta}(Q)$. The increase in height of the principal peak of $S_N(Q)$ with increasing pressure may therefore be attributed to a change in the relative heights of the principal peaks of the Ge-Ge and O-O correlations relative to the Ge-O correlations in the neutron weighted $S_{\alpha\beta}(Q)$.

As discussed in chapter 8, the FSDP is a signature of the arrangement and packing of the structural units on an intermediate length scale where the wavelength of the associated periodicity in real space is given by $2\pi/q_1$, where $q_1$ is the position of the FSDP. The dramatic changes observed in the height and position of the FSDP in the measured $F(Q)$ functions for GeO$_2$ glass at moderate pressures therefore suggests a substantial change in the intermediate range order which can be explained by a compaction and eventual collapse of the cage-like structures that enclose open regions of the network formed by corner shared GeO$_4$ structural units at ambient pressure [285, 286]. As plotted in figure 9.32, the same general trends are also observed in the real space data sets obtained by high pressure diffraction methods, i.e. the coordination number $\bar{n}^O_{\text{Ge}}$ begins to increase from a value of four when the pressure $\gtrsim$ 5 GPa. This indicates that the compression of the cage-like structures is accompanied by a transformation in the nature of the basic structural motifs as more O atoms are forced into close proximity to the Ge atoms. The increase in $\bar{n}^O_{\text{Ge}}$ with increasing pressure is accompanied by an increase in the position $r_{\text{GeO}}$ of the first peak in $G(r)$, resulting from an expansion of the nearest neighbour coordination shell to accommodate the additional O atoms.

The coordination number $\bar{n}^O_{\text{Ge}} = 4$ at ambient pressure increases after $\approx$ 5 GPa to a value of 4.9(1) at 9.0(5) GPa. Since the $G(r)$ functions provide only an average coordination number $\bar{n}^O_{\text{Ge}}$, the observed increase may arise from a transformation of the structural units from GeO$_4$ tetrahedra to GeO$_6$ octahedra via GeO$_5$ pentahedra, a coexistence of both GeO$_4$ tetrahedra and GeO$_6$ octahedra, or even a coexistence of all three of these basic structural mo-
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tifs. The nearest neighbour distance $r_{\text{GeO}}$ increases from a value of 1.73(2) Å at ambient pressure to a value of 1.76(5) Å at 9.0(5) GPa. This distance is within the range of bond distances for GeO₅ pentahedra of $1.82 \leq r_{\text{GeO}}$ (Å) $\leq 1.93$ in germanate glasses [307, 308] and $1.77 \leq r_{\text{GeO}}$ (Å) $\leq 1.97$ in crystalline K₂Ge₈O₁₇ [309]. The coordination number increases to a value of 5.5(1) at 14(1) GPa with a corresponding increase in $r_{\text{GeO}}$ to 1.81(2) Å. This distance is consistent with the EXAFS results of Vaccari et al. [323]. However, Guthrie et al. [285] report a significantly higher coordination number $\bar{n}_{\text{Ge}}^O = 6.0(3)$ and Ge-O bond distance of 1.91(2) Å at 15 GPa, which is consistent with the distance $r_{\text{GeO}} = 1.87$ Å found in the crystalline rutile (octahedral) phase of GeO₂ at 16 GPa [325].

The neutron diffraction results presented in this thesis indicate that the transformation of the basic GeO₄ tetrahedral structural units to higher $\bar{n}_{\text{Ge}}^O$ is not as sharp as suggested by the high pressure x-ray diffraction measurements obtained by Guthrie et al. [285] or by the XAS measurements of Itie et al. [282]. The latter report a sharp increase in $r_{\text{GeO}}$ at 6 GPa, however it is noted that the $r_{\text{GeO}}$ shows significant hysteresis on decompression. The results of a recent high pressure EXAFS study on GeO₂ glass by Vaccari et al. [323] give values for $r_{\text{GeO}}$ that are in much better agreement with the diffraction results. However, as shown in figure 9.32 (a), the coordination number $\bar{n}_{\text{Ge}}^O$ is not reliably determined as a function of pressure and does not reproduce the general trend observed in the diffraction results. This inconsistency is due to the inherent difficulty in extracting coordination numbers from EXAFS data due to the high correlation between the coordination number and the EXAFS Debye-Waller factor. These are both used as fitting parameters to the EXAFS oscillations, the decay of which in this specific instance could not be accurately determined due to the limited range of the data sets [323].

In order to investigate the relation between the structure of glassy GeO₂ and SiO₂, the total neutron structure factor $^{\text{rec}}S_N(Q)$ for SiO₂ was reconstructed from the neutron weighted Faber-Ziman partials for GeO₂ glass [305]. The result is plotted in figure 9.35 (a) where a comparison is made with the
Figure 9.35: (a) The measured $S_N(Q)$ for SiO$_2$ glass [305] (solid blue curve) together with the $\text{rec} S_N(Q)$ function for SiO$_2$ glass (solid circles) reconstructed from the GeO$_2$ Faber-Ziman partial structure factors where $\text{rec} S_N(Q) = c_{Si}^2 b_{Si}^2 S_{GeGe}(Q)/\langle b \rangle^2 + c_{O}^2 b_{O}^2 S_{OO}(Q)/\langle b \rangle^2 + 2c_{Si}c_{O}b_{Si}b_{O}S_{GeO}(Q)/\langle b \rangle^2$, where $\langle b \rangle = c_{Si}b_{Si} + c_{O}b_{O}$, $b_{Si} = 4.1491(10)$ fm and $b_{O} = 5.803(4)$ fm [30]. (b) The measured $S_X(Q)$ for SiO$_2$ glass [326] (solid blue curve) together with the $\text{rec} S_X(Q)$ function for SiO$_2$ glass (solid circles) reconstructed from the GeO$_2$ Faber-Ziman partial structure factors where $\text{rec} S_X(Q) = c_{Si}^2 f_{Si}(Q)^2 S_{GeGe}(Q)/\langle f(Q) \rangle^2 + c_{O}^2 f_{O}(Q)^2 S_{OO}(Q)/\langle f(Q) \rangle^2 + 2c_{Si}c_{O}f_{Si}(Q)f_{O}(Q)S_{GeO}(Q)/\langle f(Q) \rangle^2$, where $\langle f(Q) \rangle = c_{Si}f_{Si}(Q) + c_{O}f_{O}(Q)$ and the neutral atom form factors $f_{Si}(Q)$ and $f_{O}(Q)$ are taken from Ref. [201]. (c) $S_N(Q)$ for GeO$_2$ glass at 14(1) GPa taken at PEARL (solid blue curve) by comparison to $S_X(Q)$ for SiO$_2$ glass at 50 GPa [276] (open circles). All of the data sets are plotted as a function of the scaled scattering vector $Q r_{nn}$, where $r_{nn}$ is the nearest neighbour distance as indicated.
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measured $S_N(Q)$ for SiO$_2$ glass [306]. Like GeO$_2$, the structure of SiO$_2$ glass at ambient pressure is based on an open network of corner shared SiO$_4$ tetrahedral units with a nearest neighbour Si-O bond distance $r_{\text{SiO}} = 1.60(1)$ Å [306]. However, the relative arrangement of these tetrahedra is different by comparison to GeO$_2$, as is evident by the higher and sharper FSDP in the measured $S_N(Q)$ for SiO$_2$ glass by comparison to the reconstruction $\text{rec}S_N(Q)$ using the GeO$_2$ partials. The same general features nevertheless occur in the total structure factors of both glasses. The total x-ray structure factor $\text{rec}S_X(Q)$ for SiO$_2$ reconstructed from the x-ray weighted Faber-Ziman partials for GeO$_2$ glass [305] is plotted in figure 9.35 (b) where a comparison is made with the measured $S_X(Q)$ for SiO$_2$ glass by Kohara and Suzuya [326]. The $\text{rec}S_X(Q)$ function displays a less intense FSDP than the measured $S_X(Q)$. Figure 9.35 (c) shows a comparison between the $S_N(Q)$ measured for GeO$_2$ glass using PEARL at 14(1) GPa and the $S_X(Q)$ obtained from a recent high pressure x-ray diffraction measurement of 6-fold coordinated SiO$_2$ glass at 50 GPa using a diamond anvil cell [276]. Despite comparing a neutron $S_N(Q)$ with an x-ray $S_X(Q)$, which at ambient pressure display significant differences, the two data sets are in remarkable agreement. For example, both materials exhibit a prominent FSDP of comparable intensity, in contrast to the previous x-ray diffraction measurement of octahedral GeO$_2$ glass at 15 GPa [285] which does not show an FSDP. This is consistent with the high pressure form of glassy GeO$_2$ being a close structural analogue to the high pressure phase of glassy SiO$_2$ but with the pressure induced transformations occurring at much lower pressures, as also indicated by work on the crystalline phases of these materials [325, 327, 328]. The result is also consistent with Raman spectroscopy measurements which suggest the structure of SiO$_2$ at 8 GPa closely resembles that of GeO$_2$ at ambient pressure as the inter-tetrahedral O-Si-O bond, which is larger than O-Ge-O, tightens with negligible tetrahedral distortion [283]. With increasing pressure the Raman spectra of glassy SiO$_2$ follows a similar pattern to glassy GeO$_2$ but at much higher pressures indicating GeO$_4$ tetrahedra are more readily distorted than the more rigid SiO$_4$ tetrahedra [283].
9.7 Conclusions

Improvements were made to the incident neutron beam collimation, pressure cell shielding and experimental methods to obtain the correctly normalised total structure factor $F(Q)$ functions for amorphous GeO$_2$ at various high pressures using the PEARL instrument at ISIS, UK.

The results for GeO$_2$ glass essentially show the same trends with increasing pressure as previous x-ray diffraction measurements [285]. At moderate pressures, large changes are observed in the FSDP and principal peak of the $F(Q)$ functions suggesting a collapse of the network structure. With pressure increasing beyond 5 GPa, a gradual increase in the coordination number $n^{O}_{\text{Ge}}$ is observed, reaching 4.9(1) at 9.0(5) GPa. At 14(1) GPa the coordination number reaches 5.5(1) with an associated increase in the nearest neighbour bond distance $r_{\text{GeO}}$ to 1.81(2) Å as the nearest neighbour coordination shell expands to accept more O atoms. The FSDP is still present at this high pressure, in contrast to the previous x-ray diffraction measurement of octahedral GeO$_2$ glass at 15 GPa [285].

The high pressure results for GeO$_2$ glass will complement proposed molecular dynamics simulations on this system at high pressures. They also pave the way for applying the method of isotopic substitution in neutron diffraction to glasses at high pressures. These new experiments will be made using e.g. the D4C instrument at the ILL.
10. Overall conclusions

In this thesis the results of neutron and high energy x-ray diffraction experiments on a variety of liquid and glass systems were reported and the key results, conclusions and suggestions for further work are discussed below.

The results of neutron diffraction measurements of molten CuCl, CuI and (CuCl)$_x$(CuI)$_{1-x}$ ($0 \leq x \leq 1$) mixtures were presented in chapter 4. A comparison with the information that is available on the structure of CuCl and CuI from experiment, theory and computer simulation revealed a need to improve existing models of CuCl and CuI before a realistic attempt can be made to account for the structure of their mixtures. These should take into account the presence of partially covalent Cu-Cu and Cu-I chemical bonds that have been found in CuI by the application of ab initio molecular dynamics methods. Further experimental measurements are required to obtain accurate partial structure factors for both molten CuI and the CuCl-CuI mixtures. This could be achieved by employing the method of isotopic substitution in neutron diffraction, to e.g. obtain the full set of partial structure factors for CuI and the Cu-Cu partial structure factor for the ternary CuCl-CuI system.

The structure and properties of the glassy $(R_2X_3)_{0.07}(Ga_2X_3)_{0.33}(GeX_2)_{0.60}$ system, where $R$ denotes a rare earth element and $X$ denotes a chalcogenide element S or Se, were investigated in chapters 5 to 7 using a combination isomorphic substitution in neutron and x-ray diffraction, $^{71}$Ga magic angle spinning (MAS) nuclear magnetic resonance (NMR) and differential scanning calorimetry (DSC) methods. The results show that the structure of these glasses is based on a network of Ge$X_4$ and Ga$X_4$ tetrahedra. Difference func-
tation methods were applied to the diffraction results and for the large rare earth ions provided a coordination number of $\tilde{n}^S_R = 8.1(2)$ and nearest neighbour bond distance of $r_{RS} = 3.03(3) \, \text{Å}$ in the sulphide glass and a coordination number of $\tilde{n}^{Se}_R = 8.0(2)$ and bond distance of $r_{RSe} = 3.05(3) \, \text{Å}$ in the selenide glass. For the small rare earth ions in the selenide glass a smaller distance $r_{RSe} = 2.93(3) \, \text{Å}$ and coordination number $\tilde{n}^{Se}_R = 5.0(2)$ were obtained. In order to complete this study a comparison should be made with the structure of the sulphide glass containing small rare earth species. This could be achieved by using isomorphic substitution in x-ray diffraction with $R = Y$ or Ho, or in neutron diffraction with $R = Dy$ or Ho, for which there is a large contrast in the coherent neutron scattering lengths $b_{Dy} = 16.9(2) \, \text{fm}$ cf. $b_{Ho} = 8.01(2) \, \text{fm}$ [30]. Further information could be gained on the rare earth coordination environment of this glass system using $^{89}Y$ MAS NMR. For the selenide glass $^{77}\text{Se}$ MAS NMR could also be used. The rare earth correlations could be better probed by applying neutron and x-ray diffraction methods to glasses containing a greater atomic fraction of rare earth ions. It may also be possible to unambiguously identify the rare earth correlations in the total pair distribution functions measured by diffraction and to extract the $S_{RR}(Q)$ partial structure factor by using difference function methods.

In chapter 8 *in situ* high pressure neutron diffraction experiments on GeO$_2$ glass were reported using the Paris-Edinburgh press on the D4C diffractometer at the ILL, France. An analysis procedure was developed to account for the gasket and background scattering at each pressure point and improved neutron shielding led to the extraction of high quality total structure factors $F(Q)$ at pressures up to 8 GPa. Future improvements could be made to the D4C instrument to further reduce the contribution to the background scattering from the anvils by focussing a narrower neutron beam onto the sample position and allowing the entire press assembly to move vertically in order to maintain the sample position at the center of the incident neutron beam.

In chapter 9 *in situ* high pressure neutron diffraction experiments on GeO$_2$ glass were reported using the Paris-Edinburgh press on the PEARL instrument.
at ISIS, UK, with sintered diamond anvils. Improvements were made to the incident neutron beam collimation, pressure cell shielding and experimental methods which enabled the extraction of correctly normalised total structure factors $F(Q)$ at pressures up to 14(1) GPa.

The results from the high pressure neutron diffraction measurements of GeO$_2$ glass essentially show the same trends with increasing pressure as previous x-ray diffraction measurements [285]. At moderate pressure, large changes are observed in the FSDP and principal peak of the $F(Q)$ functions suggesting a collapse of the network structure. With pressure increasing beyond 5 GPa a gradual increase in the coordination number $\bar{n}_{\text{Ge}}^O$ is observed, reaching 4.9(1) at 9.0(5) GPa. At 14(1) GPa the Ge-O coordination number reaches 5.5(1). There is an increase in the nearest neighbour Ge-O bond distance from $r_{\text{GeO}} = 1.73(2)$ Å at ambient pressure to 1.81(2) Å at 14(1) GPa as the nearest neighbour coordination shell expands to accept more O atoms. The transformation in GeO$_2$ glass appears to be continuous, i.e. there is no evidence for a sharp transition between the ambient pressure and denser high pressure phases that would be indicative of a 1st order polyamorphic phase transition.

The total structure factor measurements obtained from the D4C instrument are of suitable calibre to enable future application of the method of isotopic substitution in neutron diffraction to measure the partial structure factors of liquid and glassy materials at pressures up to 8 GPa. Difference functions may also be obtained by combining the results of in situ neutron diffraction with those obtained from in situ x-ray diffraction. The interpretation of the results would benefit from future molecular dynamics simulations. Further neutron diffraction measurements could also be made between 9 and 15 GPa in order to fully investigate the transformation of GeO$_2$ glass to the octahedral form previously observed by x-ray diffraction measurements [285].
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