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Richard Ôlatokunbọ Akinọla
Given a real parameter-dependent matrix, we obtain an algorithm for computing the value of the parameter and corresponding eigenvalue for which two eigenvalues of the matrix coalesce to form a 2-dimensional Jordan block. Our algorithms are based on extended versions of the implicit determinant method of Spence and Poulton [55]. We consider when the eigenvalue is both real and complex, which results in solving systems of nonlinear equations by Newton’s or the Gauss-Newton method. Our algorithms rely on good initial guesses, but if these are available, we obtain quadratic convergence.

Next, we describe two quadratically convergent algorithms for computing a nearby defective matrix which are cheaper than already known ones. The first approach extends the implicit determinant method in [55] to find parameter values for which a certain Hermitian matrix is singular subject to a constraint. This results in using Newton’s method to solve a real system of three nonlinear equations. The second approach involves simply writing down all the nonlinear equations and solving a real over-determined system using the Gauss-Newton method. We only consider the case where the nearest defective matrix is real.

Finally, we consider the computation of an algebraically simple complex eigenpair of a nonsymmetric matrix where the eigenvector is normalised using the natural 2-norm, which produces only a single real normalising equation. We obtain an under-determined system of nonlinear equations which is solved by the Gauss-Newton method. We show how to obtain an equivalent square linear system of equations for the computation of the desired eigenpairs. This square system is exactly what would have been obtained if we had ignored the non-uniqueness and non differentiability of the normalisation.
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CHAPTER 1

Introduction

In this thesis, we are interested in the numerical solution of some linear and nonlinear eigenvalue problems for real nonsymmetric \( n \times n \) matrices. First, given a real parameter-dependent matrix \( A(\gamma) \), which is at least twice continuously differentiable with respect to \( \gamma \), the problem is: as \( \gamma \) is varied, at what particular value of \( \gamma^* \) do two real or complex eigenvalues \( \lambda_1 \) and \( \lambda_2 \), say, of \( A(\gamma^*) \) coalesce at \( \lambda^* \) to form a 2-dimensional Jordan block? Second, we consider a related problem of computing the distance of a simple matrix to a nearby defective matrix. A defective matrix by definition, has a Jordan block of at least dimension two. Third, we study Newton’s method for the computation of an algebraically simple complex eigenpair in which special attention is paid to the normalisation of the eigenvector.

Let us first consider a simple situation. Let \( B \) be an \( n \times n \) symmetric matrix and \( C \) an \( n \times n \) nonsymmetric matrix. Let \( \gamma \) be a real parameter and consider the following parameter-dependent eigenvalue problem

\[
(B + \gamma C)x = \lambda x; \quad \text{or} \quad A(\gamma)x = \lambda x, \tag{1.1}
\]

where \( A(\gamma) = (B + \gamma C) \). When \( \gamma \) is zero, (1.1) becomes the standard symmetric eigenvalue problem of which, all the eigenvalues are real. However, as \( \gamma \) is increased monotonically from zero, the symmetric structure in \( B \) is lost because of the perturbation induced by the unsymmetric matrix \( \gamma C \) [29]. As a
result of this, for particular values of $\gamma$, two eigenvalues of $A(\gamma)$ may coalesce to form a 2-dimensional Jordan block or they may not coalesce after all. It is easy to construct a 2 by 2 example where there is coalescence and another 2 by 2 example where coalescence does not occur. A particular case where coalescence is guaranteed to occur would be if $C$ where skew-symmetric, so that as $\gamma$ tends to infinity all the eigenvalues would tend to purely imaginary values. A physical example where coalescence does occur, is in the flutter problem (see, for example [53]) which we discuss next.

Flutter is a dynamic instability which can occur in structures in motion, subject to aerodynamic loading [7] as in the coalescence of two real eigenvalues in a supersonic panel flutter problem (see, for example [53]). The following parameter-dependent generalized eigenvalue problem

$$ (K_T + \gamma A)q = \lambda Mq, \quad (1.2) $$

arises from the finite element discretization of a supersonic panel flutter partial differential equation, where $K_T$ and $M$ are symmetric positive definite; the total stiffness and consistent mass matrices respectively, and $A$ is the nonsymmetric aerodynamic load matrix. In this context, $\gamma$ represents the dynamic pressure parameter and the pair $q$ and $\lambda$ represent displacements and eigenvalues respectively. When $\gamma = 0$, (1.2) corresponds to the symmetric eigenvalue problem of which all the eigenvalues are real and positive. However, as the dynamic pressure parameter $\gamma$ is increased monotonically from zero, the first two smallest eigenvalues $\lambda_1$ and $\lambda_2$, say, move and coalesce together to $\lambda^*$ at $\gamma = \gamma^*$ (which corresponds to the flutter speed [8, p. 423]) to form a 2-dimensional Jordan block and become complex conjugate eigenpairs when $\gamma > \gamma^*$ (see, for example, [43, pp. 2268-2269], [44, p. 748]). See more explanations in Section 2.3.

Another reason why the study of eigenvalue coalescence is important is because a knowledge of where they coalesce can be used to explain the stability of time-dependent ordinary or partial differential equations. For example, consider the following parameter-dependent ordinary differential equation

$$ \frac{dw}{dt} = -F(w, \gamma). \quad (1.3) $$
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If we denote $w_s$ as the steady state solution, then this means that at steady state

$$\frac{dw_s}{dt} = -F(w_s, \gamma) = 0. \tag{1.4}$$

Now, if $w = w_s + u$ is an approximation to the solution where $u$ is a perturbing vector, then using Taylor Series (see, for example, [16, p. 18]), we can rewrite (1.3) as

$$\frac{d}{dt}(w_s + u) = -F(w_s, u, \gamma) = -[F(w_s, \gamma) + F_{w_s}(w_s, \gamma)u + h.o.t.],$$

where $F_{w_s}(w_s, \gamma)$ is the Jacobian with respect to $w_s$ and $\gamma$. Using (1.4) and after neglecting second and higher order terms, we obtain

$$\frac{du}{dt} = -F_{w_s}(w_s, \gamma)u; \quad \text{or} \quad \frac{du}{dt} = A(\gamma)u, \tag{1.5}$$

where $A(\gamma) = -F_{w_s}(w_s, \gamma)$. Since the sign of the Jacobian above is negative, this means that the right half plane is stable. The behaviour of the solution of (1.5) depends on the spectrum of $F_{w_s}(w_s, \gamma)$, which is obtained by solving an eigenvalue problem of the form

$$A(\gamma)\phi = \lambda\phi.$$ 

One possible scenario is when $F_{w_s}(w_s, \gamma)$ corresponds to a 2 by 2 matrix having repeated real eigenvalues $\lambda^*$, corresponding to a 2-dimensional Jordan block. Then the solution to the ordinary differential equation (1.5) can then be written as (see, for example, [45, 467-469])

$$u(t) = (a_1 + a_2t)e^{\lambda^*t}\phi + a_3e^{\lambda^*t}\tilde{\phi}, \tag{1.6}$$

for real constants $a_1,a_2$ and $a_3$, where $[-F_{w_s}(w_s, \gamma) - \lambda^*\mathbf{1}]\phi = \phi$, and $\tilde{\phi}$ is a generalised eigenvector of $-F_{w_s}(w_s, \gamma)$ corresponding to $\lambda^*$. If the right half plane is stable, then the leftmost eigenvalues of the Jacobian $F_{w_s}(w_s, \gamma)$ determine the linearized stability of the steady state solutions of $\frac{dw}{dt} = -F(w, \gamma)$ and one way of detecting Hopf bifurcation\footnote{[12, p. 61] A Hopf bifurcation occurs when a complex conjugate pair of eigenvalues of the parameter-dependent Jacobian $-F_{w_i}(w_s, \gamma)$ crosses the imaginary axis. This is typical for one} points is to observe the first few
leftmost eigenvalues. Hence, to recognise if instabilities are caused by real or complex eigenvalues crossing the imaginary axis, it is important to know when leftmost real eigenvalues coalesce and become leftmost complex conjugate eigenvalues (see, for example, Cliffe et al. [12, pp. 40, 99]).

An example that we discuss in detail with numerical results in Section 2.3 is the coalescence of two eigenvalues in a parameter-dependent nonsymmetric matrix to form a 2-dimensional Jordan block. This example arises from an eigenvalue problem that comes from the linearized stability of a partial differential equation. It is motivated by the computation of the stability of fluid flows governed by the steady-state Navier-Stokes equation as presented by Graham et. al., in [28]. In our example, we seek the values of \( \lambda^* \) and \( \gamma^* \) such that two real leftmost eigenvalues of \( A(\gamma^*) \), obtained from the finite centred difference discretization of the resulting PDE eigenvalue problem, coalesce at \( \lambda^* \) to form a 2-dimensional Jordan block.

Another example of the importance of a 2-dimensional Jordan block is in the monitoring of the dynamics of power systems in electrical engineering (see, for example, Dodson et. al., [19]). Here, Dodson et. al., discussed the coalescence of two complex eigenvalues to form a 2-dimensional Jordan block as either power transfer or generator redispacht change. A numerical example arising from this application is given in Section 2.5.1 of Chapter 2. Two-dimensional Jordan blocks also arise when one considers the problem of computing the nearest defective matrix from a simple one. Alam & Bora [4] developed a numerical algorithm for computing the distance of a simple matrix from the set of matrices having a Jordan block of at least dimension two. A more detailed discussion of the history of this problem will follow in Section 1.2. In Chapter 3, we present an algorithm for the computation of a nearby defective matrix which is much more efficient than the Algorithm in Alam & Bora [4]. It is not guaranteed to find the nearest defective matrix since it is based on Newton’s method. However, it succeeded in finding the nearest defective matrix in all the test examples.

Lastly, a further example of where Jordan blocks appear is in Freitag and Spence [22], who computed the distance of a stable matrix to the set of unstable matrices by computing a 2-dimensional Jordan block in a special class of parameter-dependent problems of the form (1.5).
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parameter-dependent Hamiltonian matrices.

The plan of this introductory chapter is as follows. In Section 1.1, we define some terms in use throughout this thesis. This will then be followed in Section 1.2 by a survey of previous attempts at finding an algorithm for computing a nearest defective matrix to a simple matrix. Next, Section 1.3 discusses two key mathematical tools used in this thesis: the ABCD Lemma and the implicit determinant method. Furthermore, we compare the implicit determinant method and inverse iteration, in Section 1.4. In Section 1.5, we discuss the theory of the Gauss-Newton method for solving over- and under-determined system of nonlinear equations. Section 1.6, presents a survey of Newton’s method and inverse iteration with emphases on the normalisation. Finally, in Section 1.7, we describe the structure of this thesis.

Next, we define some Linear Algebra terms and summarize the theory of Jordan blocks.

1.1 Background Theory: Jordan Blocks and some Important Definitions

In this section, we define some well known linear algebraic terms used throughout this thesis for quick reference and present background theory on Jordan blocks. Among other definitions, we define what a Jordan block is, algebraic and geometric multiplicities of the eigenvalue of a matrix, as well as what it means for a matrix to have a 2-dimensional Jordan block.

Let $A \in \mathbb{R}$ be a real $n$ by $n$ matrix and $\lambda \in \mathbb{C}$ an eigenvalue of $A$ corresponding to the nonzero eigenvector $\phi \in \mathbb{C}^n$, such that

$$A\phi = \lambda \phi. \quad (1.7)$$

The vector $\phi$ is often referred to as a right eigenvector [40]. A left eigenvector corresponding to the eigenvalue $\lambda$ is defined as any nonzero vector $\psi$ that satisfies $\psi^T A = \lambda \psi^T$. The term geometric multiplicity of an eigenvalue $\lambda$ of $A$ is defined as the dimension of the nullspace of $(A - \lambda I)$. The algebraic multiplicity of an eigenvalue $\lambda$ of $A$ is its multiplicity as a root of the characteristic polynomial of $A$ (see, for example, [60, p. 184]). We say $\lambda$ is algebraically sim-
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ple if it is a simple root of the characteristic polynomial. If $\lambda$ is algebraically simple, then its corresponding left and right eigenvectors are not orthogonal, that is $\psi^T \phi \neq 0$ (see, for example, [21, p. 29, equation 2.2]).

Next, we define what it means for a matrix to have a 2-dimensional Jordan block. But before we do that, it is important to know what a Jordan block is first.

**Definition 1.1.1.** [41, p. 358] A square upper-triangular matrix $J(\lambda)$ that satisfies the following properties

(a). all its main diagonal entries equal $\lambda$,

(b). all its entries on the first superdiagonal equal to one,

(c). all other entries are zero,

is called a Jordan block.

The following result explains the relationship between the Jordan decomposition of $A$ and the Jordan block of $A$.

**Theorem 1.1.1.** [23, p. 317] If $A \in \mathbb{C}^{n \times n}$, then there exists a nonsingular $Y \in \mathbb{C}^{n \times n}$ such that

$$J = Y^{-1} A Y = \text{diag} \left( J(\lambda_1), J(\lambda_2), \ldots, J(\lambda_t) \right),$$

where

$$J(\lambda_i) = \begin{bmatrix} \lambda_i & 1 & \cdots & 0 \\ 0 & \lambda_i & \ddots & \vdots \\ \vdots & \ddots & \ddots & 1 \\ 0 & \cdots & 0 & \lambda_i \end{bmatrix},$$

is an $m(\lambda_i) \times m(\lambda_i)$ matrix and $m(\lambda_1) + m(\lambda_2) + \cdots + m(\lambda_t) = n$, $m(\lambda_i)$ is the algebraic multiplicity of $\lambda_i$ and $t$ is the number of linearly independent eigenvectors of $A$ corresponding to the number of blocks.

A way to recognise if the matrix $A(\gamma)$ has a 2-dimensional Jordan block is given in the next definition.
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Definition 1.1.2. [22] Let \( \lambda^* \) be an eigenvalue of \( A(\gamma^*) \). \( A(\gamma^*) \) has a 2-dimensional Jordan block corresponding to the eigenvalue \( \lambda^* \) if \( \lambda^* \) has algebraic multiplicity 2 and geometric multiplicity 1.

An immediate consequence of \( \lambda^* \) being algebraically double and geometrically simple in the above definition is explained as follows. If \( \phi^* \in \mathcal{N}(A(\gamma^*) - \lambda^*I) \setminus \{0\} \) and \( \psi^* \in \mathcal{N}(A(\gamma^*) - \lambda^*I)^T \setminus \{0\} \), then

\[
\psi^T \phi^* = 0,
\]

and there exists a generalised eigenvector \( \hat{\phi}^* \) corresponding to \( \lambda^* \) which satisfies

\[
(A(\gamma^*) - \lambda^*I)\hat{\phi}^* = \phi^*, \quad \text{and} \quad \psi^T \hat{\phi}^* \neq 0. \tag{1.9}
\]

We have used the Jordan chain equations (see, for example [41, pp. 359]) to arrive at the last equation and the condition \( \psi^T \hat{\phi}^* \neq 0 \) ensures that the dimension of the Jordan block is exactly 2. After premultiplying both sides of (1.9) by \( (A(\gamma^*) - \lambda^*I) \), we obtain

\[
(A(\gamma^*) - \lambda^*I)^2 \hat{\phi}^* = (A(\gamma^*) - \lambda^*I)\phi^* = 0.
\]

This shows that the algebraic multiplicity of \( \lambda^* \) is at least two and that \( \hat{\phi}^* \) is indeed a generalised eigenvector.

Before we continue, we give some further definitions in use.

Definition 1.1.3. [4] An \( n \times n \) matrix is simple if it has \( n \) distinct eigenvalues.

Definition 1.1.4. [60, p. 185] An eigenvalue is said to be defective if its algebraic multiplicity is greater than its geometric multiplicity. A matrix is said to be defective if it has one or more defective eigenvalues.

Definition 1.1.5. [3, p. 367] The distance \( d(A) \) of a simple matrix \( A \) from a nearby defective one, \( B \) is defined as,

\[
d(A) = \inf\{\|A - B\| : B \text{ is defective}\}, \tag{1.10}
\]

and

\[
gap(A) = \min_{i \neq j} \frac{|\lambda_i - \lambda_j|}{2}, \tag{1.11}
\]
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where the $\lambda_i$’s for $i = 1, 2, \ldots, n$, are the eigenvalues of $A$.

In the next section, we give a survey of previous attempts at finding a nearest defective matrix to a simple matrix.

1.2 Computing a Nearby Defective Matrix

As mentioned in the introductory section, one of the applications where a 2-dimensional Jordan block arises is in the computation of a nearest defective matrix from a simple one. Let $A \in \mathbb{R}^{n \times n}$ be a simple matrix. The next problem that we seek an answer to in this thesis, is to describe how to find a nearby defective matrix to $A$. In more precise terms, we attempt to provide a partial answer to a question posed by Wilkinson (see, [62, pp.90-93]) i.e., “Given a simple matrix $A$, find $d(A)$ and a defective matrix $B$ such that $d(A) = \inf \{ \| A - B \| : B$ is defective $\}.”$ The main reason for computing a nearby defective matrix to $A$ is because: if $A$ has a nearby defective matrix, then it has ill-conditioned eigenvalues [64]. The focus in this section, is to present in a chronological order, a brief survey of previous attempts at finding a nearest defective matrix from a simple one. We survey the contributions of Ruhe, Wilkinson, Malyshev and Alam & Bora.

In an attempt to provide an answer to Wilkinson’s problem, Ruhe [50, p. 58] gave a bound for the distance between a matrix $A$ having distinct eigenvalues and the set of matrices having at least two coinciding eigenvalues, in terms of the angle between a vector and a subspace.

In Wilkinson’s paper [64], he assumes that if $A$ is a matrix with an ill-conditioned eigenvalue $z$ and $B = QAQ^H$, $Q$ unitary, then there exists a nearby matrix $B + E$ having multiple eigenvalues. In that paper, he gave a sharper bound for the distance between $A$ and the set of matrices having multiple eigenvalues than Ruhe’s [50]. Wilkinson’s proof uses the inner product $s = y^Hx$, where $y$ and $x$ are the unit left and right eigenvectors corresponding to the eigenvalue $z$. The reciprocal of $s$ is the condition number of a simple eigenvalue of $A$. Thus, a small $s$ implies that the condition number of the eigenvalue is large. He shows that if $s$ is ‘small’, then there exists a perturbed matrix $B + E$ having $z$ as a multiple eigenvalue and $A + F = Q^H BQ + Q^H EQ$, $F = Q^H EQ$ such that the ratio $\| F \| / \| A \|$, is small [64].
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More recently, Malyshev [37], proved that the 2-norm distance from an $n \times n$ matrix $A$ to the set of matrices with multiple eigenvalues $z \in \mathbb{C}$ and $\omega \in \mathbb{R}$ is given by

$$d(A) = \min_{z \in \mathbb{C}} \max_{\omega \geq 0} \sigma_{2n-1} \left[ \begin{array}{cc} A - zI & \omega I \\ 0 & A - zI \end{array} \right],$$

where $\sigma_j$ is the $j$th singular value. However, as Malyshev admits, the above expression for $d(A)$ is mainly of theoretical interest and not so useful as a computational result. This is because the outer minimization is a hard optimization problem.

If $A$ is normal, Alam [3], gives a procedure for constructing the nearest defective matrix to $A$. His construction is based on an appropriate pair of eigenvalues of $A$ and their corresponding unit eigenvectors. The matrix $B$ was constructed such that $d(A) = \|A - B\|$. Alam’s paper [3], consists of two important results: the first result is important because it provides a formula for finding the nearest defective matrix from a normal matrix $A$. Moreover, the formula is based on the normalized left and right singular vectors $u$ and $v$ of $A - zI$ corresponding to its smallest singular value $\sigma_n \neq 0$ such that $uHv = 0$, and $z$ is a defective eigenvalue of $B$ with $\sigma_n = \|A - B\|$. The second result is important because, it tells us how to find $z$ i.e., the midpoint of a pair $(\lambda_i, \lambda_j)$ of eigenvalues of $A$ such that $|\lambda_i - \lambda_j| = 2 \text{gap}(A)$, where $\text{gap}(A)$ is as defined as in (1.11)

$$z = \frac{\lambda_i + \lambda_j}{2}. \quad (1.12)$$

With this value of $z$, Alam and Bora constructed two defective matrices $B, B'$ by the formulae [3]

$$B = A - \frac{(\lambda_i - \lambda_j)}{2} \frac{(x_i - x_j)(x_i + x_j)^H}{\sqrt{2}} = A - \frac{1}{4}(\lambda_i - \lambda_j)(x_i - x_j)(x_i + x_j)^H,$$

and

$$B' = A - \frac{(\lambda_i - \lambda_j)}{2} \frac{(x_i + x_j)(x_i - x_j)^H}{\sqrt{2}} = A - \frac{1}{4}(\lambda_i - \lambda_j)(x_i + x_j)(x_i - x_j)^H, \quad (1.13)$$

such that $d(A) = \text{gap}(A) = \|A - B\| = \|A - B'\|$. Here, $\lambda_i$ and $x_i$ for $i = 1, \ldots, n$ are $n$ distinct eigenvalues of $A$ and their corresponding unit eigen-
vectors respectively.

When $A$ is nonnormal, Alam and Bora [4, p. 292], presented an algorithm for finding the nearest defective matrix to a simple matrix, and the distance between them. Alam and Bora [4, p. 284] proved that given a complex $n$ by $n$ matrix, with $z \in \mathbb{C} \setminus \Lambda(A)$ which has to be found, $\Lambda(A)$ is the spectrum of $A$, $u$ and $v$ are a pair of normalized left and right singular vectors of $A - zI$ corresponding to the smallest singular value $\epsilon$ such that $u^H v = 0$, then the nearest defective matrix to $A$ is given by the formula; $B = A - \epsilon uv^H$. It was shown that $u$ and $v$ are left and right eigenvectors of $B$ corresponding to the eigenvalue $z$ i.e., $u^H B = z u^H$ and $B v = z v$. Since $u^H v = 0$, this implies that $z$ is a multiple eigenvalue of $B$, hence $d(A) = \epsilon$. However, their algorithm for finding the values of $z$ and $\epsilon$, and the nearest defective matrix to $A$ relies on the computation of the $\epsilon$-pseudospectrum of $A$ which we now describe.

The $\epsilon$-pseudospectra $\Lambda_\epsilon(A)$ of a matrix $A$, can be defined as [61, p. 458]

$$\Lambda_\epsilon(A) = \bigcup_{B \in A(\epsilon)} \Lambda(B),$$

(1.15)

where

$$A(\epsilon) = \{ B \in \mathbb{C}^{n \times n} : \| A - B \| \leq \epsilon \}.$$ 

For any $\epsilon > 0$, the $\epsilon$-pseudospectrum of $A$, $\Lambda_\epsilon(A)$ consists of nontrivial components and the interior of each of its component contains at least one eigenvalue of $A$. As $\epsilon$ is increased, the components of $\Lambda_\epsilon(A)$ coalesce and $z$, the eigenvalue of the defective matrix $B$ is found from the point of coalescence. This notion of $\epsilon$-pseudospectra was used to show that if $z$ is a point of coalescence of two components of $\Lambda_\epsilon(A)$, then $z$ is a multiple eigenvalue of the defective matrix $B$ such that $\epsilon = \| A - B \|$. Though the paper [4], provides the solution to Wilkinson’s problem, the algorithm given for computing a nearest defective matrix is slow and impractical for large matrices. This is because it requires the computation of the $\epsilon$-pseudospectrum of $A$ and a decision as to when two components of $\Lambda_\epsilon(A)$ coalesce is needed, and it is not obvious how this may be achieved automatically. The first drawback has been circumvented with the development of a new free software eigtool by Wright [67]. An excellent overview of previous methods for computing the nearest defective matrix has
been given by Overton [47].

In the next section, we present a review on the implicit determinant method of Spence and Poulton for the solution of a nonlinear eigenvalue problem arising from photonic crystals [55] as well as Keller’s [33] ABCD Lemma.

1.3 Background: ABCD Lemma and the Implicit Determinant Method

In this section, we present two key mathematical tools that will be of great use in this thesis. In the first case, we present Keller’s [33] ABCD Lemma. Secondly, we review the implicit determinant method of Spence and Poulton [55] which makes use of a special case of the ABCD Lemma and Cramer’s rule. The key results in this section are Lemmas 1.3.1 and 1.3.2.

First, we present the one-dimensional version of Keller’s [33] ABCD Lemma.

**Lemma 1.3.1.** The "ABCD" Lemma

Let \( A \) be an \( n \) by \( n \) matrix, \( b, c \in \mathbb{R}^n \) and \( d \in \mathbb{R} \). Let

\[
M = \begin{bmatrix} A & b \\ c^T & d \end{bmatrix},
\]

be an \((n + 1)\) by \((n + 1)\) real matrix.

(a). Suppose that \( A \) is nonsingular, then there exists the following decomposition of \( M \),

\[
\begin{bmatrix} A & b \\ c^T & d \end{bmatrix} = \begin{bmatrix} I & 0 \\ c^T A^{-1} & 1 \end{bmatrix} \begin{bmatrix} A & b \\ 0^T & d - c^T A^{-1} b \end{bmatrix}.
\]

The matrix \( M \) is nonsingular if and only if \( d - c^T A^{-1} b \neq 0 \).

(b). If \( A \) is singular of \( \text{rank}(A) = n - 1 \), then \( M \) is nonsingular if and only if \( \psi^T b \neq 0 \), for all \( \psi \in \mathcal{N}(A^T) \backslash \{0\} \) and \( c^T \phi \neq 0 \), for all \( \phi \in \mathcal{N}(A) \backslash \{0\} \).

**Proof:** See [33].

Next, we describe Spence and Poulton’s implicit determinant method as formulated in [55]. The aim of presenting the implicit determinant method is be-
cause we want to extend it to the parameter-dependent nonsymmetric matrix case to find a 2-dimensional Jordan block.

The implicit determinant method of Spence and Poulton [55] is a method of converting a problem for \( n \times n \) matrices into an equivalent scalar problem. We can solve the scalar problem in a number of ways, for example, using the bisection method. The fact that it is efficient to implement Newton’s method is an added advantage. In the paper [55], the theory of the implicit determinant method was given for the case in which \( A(\gamma) \) is Hermitian, and comparisons were made on the convergence of the implicit determinant method and nonlinear inverse iteration applied to a nonlinear eigenvalue problem arising in a photonic crystal problem.

Given a parameter-dependent Hermitian matrix \( A(\gamma) \) and assume \( A(\gamma) \) is a smooth function of \( \gamma \). Let [55, p. 69]

\[
A(\gamma)x = 0, \quad \text{where} \quad x \neq 0, \quad (1.18)
\]

be a parameter-dependent eigenvalue problem.

Consider the following \((n + 1)\) by \((n + 1)\) bordered linear system of equations [55, p. 70],

\[
\begin{bmatrix}
A(\gamma) & b \\
b^H & 0
\end{bmatrix}
\begin{bmatrix}
x \\
f
\end{bmatrix}
=
\begin{bmatrix}
0 \\
1
\end{bmatrix},
\]

which shows that the eigenvector \( x \) is normalised using \( b^H x = 1 \). The following result is the main mathematical tool of Spence and Poulton’s implicit determinant method.

**Lemma 1.3.2.** [55, pp. 70] Let \((x^*, \gamma^*)\) solve (1.18) with \( A(\gamma) \) Hermitian. Assume that zero is a simple eigenvalue of \( A(\gamma^*) \), such that

\( (a) \) \quad \text{dim} \mathcal{N}[A(\gamma^*)] = 1.

\( (b) \) For some \( b \in \mathbb{C}^n \setminus \{0\} \), assume

\[
b^H x^* \neq 0. \quad (1.20)
\]
Then the \((n + 1)\) by \((n + 1)\) matrix \(M(\gamma)\) defined by
\[
M(\gamma) = \begin{bmatrix} A(\gamma) & b \\ b^H & 0 \end{bmatrix},
\]
is nonsingular at \(\gamma = \gamma^*\).

**Proof:** See [33].

From the result of Lemma 1.3.2, \(M(\gamma)\) is nonsingular at the root. Following [55], this means that by an application of the implicit function theorem (see, for example, [56, p. 186]) \(M(\gamma)\) is nonsingular for \(\gamma\) near \(\gamma^*\) because \(A(\gamma)\) is a smooth function of \(\gamma\). Therefore, from (1.19) \(x\) and \(f\) are smooth functions of \(\gamma\) and we can write \(x = x(\gamma)\) and \(f = f(\gamma)\). So that (1.19) becomes
\[
\begin{bmatrix} A(\gamma) & b \\ b^H & 0 \end{bmatrix} \begin{bmatrix} x(\gamma) \\ f(\gamma) \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]
(1.21)

Now, by applying Cramer’s rule (see [32, p. 414]) to (1.21), we obtain
\[
f(\gamma) = \frac{\det A(\gamma)}{\det M(\gamma)}.
\]
(1.22)

As stated in [55], because \(A(\gamma)\) and \(M(\gamma)\) are both Hermitian, this means that \(f(\gamma)\) is real. We conclude by saying that the main idea behind the implicit determinant method is that if \(M(\gamma)\) is nonsingular, then \(f(\gamma) = 0\) if and only if \(A(\gamma)\) is singular. So we seek zeros of \(f(\gamma)\) as a way of finding the zeros of the determinant of \(A(\gamma)\). Spence and Poulton continue by finding the solution of \(f(\gamma) = 0\) using Newton’s method, which requires the calculation of \(f'_\gamma(\gamma)\), where \(f'_\gamma(\gamma) = \frac{d}{d\gamma} f(\gamma)\). This is accomplished by solving
\[
\begin{bmatrix} A(\gamma) & b \\ b^H & 0 \end{bmatrix} \begin{bmatrix} x_\gamma(\gamma) \\ f_\gamma(\gamma) \end{bmatrix} = -\begin{bmatrix} A'(\gamma)x(\gamma) \\ 0 \end{bmatrix},
\]
obtained by differentiating both sides of (1.21) with respect to \(\gamma\). After which the sequence of \(\gamma\) iterates is computed by \(\gamma^{(k+1)} = \gamma^{(k)} - f(\gamma^{(k)})/f'_\gamma(\gamma^{(k)})\), for \(k = 0, 1, 2, \ldots\) Using the above matrix equation, \(f'_\gamma(\gamma^*)\) was shown to be equal to \(-x^*A'(\gamma^*)x(\gamma^*)\). Hence, \(f'_\gamma(\gamma^*)\) is nonzero provided \(x^*A'(\gamma^*)x(\gamma^*)\) is
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Note that, Freitag and Spence in [22], extended the method recounted above to a special class of parameter-dependent Hamiltonian matrices by computing a 2-dimensional Jordan block to solve a distance to instability problem. In this case, \( \mathbf{A}(\gamma) = \mathbf{H}(\gamma) - i\omega\mathbf{I} \) where \( \mathbf{H}(\gamma) \) is the parameter-dependent Hamiltonian, \( \omega \in \mathbb{R} \) and \( \mathbf{M}(\gamma) = \mathbf{M}(\gamma, \omega) \) is now nonsymmetric-depending on two parameters \( \gamma \) and \( \omega \). In Chapter 2 of this thesis, we extend the idea of Spence and Poulton’s implicit determinant method [55, p. 71] further, to the case of computing a 2-dimensional Jordan block from a parameter-dependent nonsymmetric matrix. This version of the implicit determinant method shows that there is a relationship between the zeros of \( f(\lambda, \gamma) \) and the determinant of \( (\mathbf{A}(\gamma) - \lambda\mathbf{I}). \)

First and foremost, in the next section, we present the implicit determinant method for a nonsymmetric matrix and compare it with inverse iteration.

1.4 A Comparison of the Implicit Determinant Method and Inverse Iteration

Let \( \mathbf{A} \) be a real \( n \times n \) nonsymmetric matrix. In this section, we give the nonsymmetric version of inverse iteration and then extend the implicit determinant method of Spence and Poulton to a nonsymmetric \( \mathbf{A} \). We conclude by comparing this version of the implicit determinant method with inverse iteration. The discussion on inverse iteration in this section is a special case of [21] for the standard eigenvalue problem.

Recall from (1.7) that \( (\mathbf{A} - \lambda\mathbf{I})\phi = 0 \). So, if we add to (1.7) the eigenvector normalization \( c^T\phi = 1 \), then the extended system of nonlinear equations becomes: (see, also [21, p. 29])

\[
\mathbf{F}(\mathbf{w}) = \begin{bmatrix}
(\mathbf{A} - \lambda\mathbf{I})\phi \\
c^T\phi - 1
\end{bmatrix} = 0,
\]  
(1.23)

where \( \mathbf{w} = [\phi^T, \lambda] \). Using the ABCD Lemma [33], it can be shown that the
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Jacobian $F_w(w)$ is nonsingular,

$$F_w(w) = \begin{bmatrix} A - \lambda I & -\phi \\ c^T & 0 \end{bmatrix}. \quad (1.24)$$

at the root. Hence, its inverse exists at an algebraically simple eigenvalue (i.e., $\psi^T \phi \neq 0$, for all $\psi \in \mathcal{N}(A^T - \lambda I) \setminus \{0\}$ and $\phi \in \mathcal{N}(A - \lambda I) \setminus \{0\}$) and if $c$ is chosen such that $c^T \phi \neq 0$. Newton’s method

$$F_w(w^{(k)}) \Delta w^{(k)} = -F(w^{(k)})$$

$$w^{(k+1)} = w^{(k)} + \Delta w^{(k)}, \quad (1.25)$$

with $c^T \phi^{(k)} = 1$, now becomes

$$\begin{bmatrix} A - \lambda^{(k)} I & -\phi^{(k)} \\ c^T & 0 \end{bmatrix} \begin{bmatrix} \Delta \phi^{(k)} \\ \Delta \lambda^{(k)} \end{bmatrix} = \begin{bmatrix} (A - \lambda^{(k)} I) \phi^{(k)} \\ c^T \phi^{(k)} - 1 \end{bmatrix}. \quad (1.25)$$

By expanding the above, we have the following system of equations

$$(A - \lambda^{(k)} I) \Delta \phi^{(k)} - \Delta \lambda^{(k)} \phi^{(k)} = -(A - \lambda^{(k)} I) \phi^{(k)}$$

$$c^T \Delta \phi^{(k)} = 0. \quad (1.25)$$

After collecting like terms in the first equation above and using the relation $\phi^{(k+1)} = \phi^{(k)} + \Delta \phi^{(k)}$, we obtain

$$(A - \lambda^{(k)} I) \phi^{(k+1)} = \Delta \lambda^{(k)} \phi^{(k)} \quad (1.26)$$

Upon division of both sides by $\Delta \lambda^{(k)}$ and letting $w^{(k)} = \frac{\phi^{(k+1)}}{\Delta \lambda^{(k)}}$, we have

$$(A - \lambda^{(k)} I) w^{(k)} = \phi^{(k)}, \quad (1.27)$$

using the fact that $c^T \Delta \phi^{(k)} = 0$, we have $c^T \phi^{(k+1)} = c^T (\phi^{(k)} + \Delta \phi^{(k)}) = 1.$
Hence, $c^T w^{(k)} = \frac{1}{\Delta \lambda (k)}$, from which $\Delta \lambda (k) = \frac{1}{c^T w^{(k)}}$. Therefore,

$$
\phi^{(k+1)} = \Delta \lambda (k) w^{(k)}
= \frac{w^{(k)}}{c^T w^{(k)}}.
$$

(1.28)

By making use of (1.25) we have

$$
\lambda^{(k+1)} = \lambda^{(k)} + \Delta \lambda (k)
= \lambda^{(k)} + \frac{1}{c^T w^{(k)}}.
$$

(1.29)

From the above analysis, Algorithm 1 is immediate.

**Algorithm 1** Inverse Iteration and Newton’s Method

**Input:** $\phi^{(0)}$, $\lambda^{(0)}$, $c^{(0)}$ such that $c^T \phi^{(0)} = 1$, tol.
1. for $k = 1, 2, \ldots$, until convergence do
2. Solve $(A - \lambda^{(k)} I) w^{(k)} = \phi^{(k-1)}$.
3. Compute $\Delta \lambda (k) = \frac{1}{c^T w^{(k)}}$.
4. Compute $\lambda^{(k+1)} = \lambda^{(k)} + \Delta \lambda (k)$.
5. Update $\phi^{(k+1)} = \Delta \lambda (k) w^{(k)}$.
6. Test for convergence.
7. end for

**Output:** $\phi^*$ and $\lambda^*$.

Next, we describe the implicit determinant method for a nonsymmetric $A$. Consider the following $(n + 1)$ by $(n + 1)$ bordered linear system of equations [55, p. 70],

$$
\begin{bmatrix}
(A - \lambda I) & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
x \\
f
\end{bmatrix}
= \begin{bmatrix}
0 \\
1
\end{bmatrix}.
$$

(1.30)

**Lemma 1.4.1.** Let $(x^*, \lambda^*)$ solve (1.30). Assume that zero is a simple eigenvalue of $(A - \lambda^* I)$, such that

(a). $\dim N[(A - \lambda^* I)] = 1$.

(b). For some $b$, $c \in \mathbb{R}^n \setminus \{0\}$, assume

$$
\psi^* c^T b \neq 0, \quad \text{and} \quad c^T x^* \neq 0,
$$

(1.31)
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for all \( \psi^* \in N[(A^T - \lambda^* I)] \).

Then the \((n+1)\) by \((n+1)\) matrix \( M(\lambda^*) \) defined by

\[
M(\lambda^*) = \begin{bmatrix}
(A - \lambda^* I) & b \\
c^T & 0
\end{bmatrix},
\]

is nonsingular.

Proof: See [33].

Since the result of Lemma 1.4.1 shows that \( M(\lambda^*) \) is nonsingular, then following [55], this means that by an application of the implicit function theorem (see, for example, [56, p. 186]), \( M(\lambda) \) is nonsingular for \( \lambda \) near \( \lambda^* \) because \( (A - \lambda I) \) is a smooth function of \( \lambda \). Therefore, from (1.30) \( x \) and \( f \) are smooth functions of \( \lambda \) and we can write \( x = x(\lambda) \) and \( f = f(\lambda) \). So that (1.30) becomes

\[
\begin{bmatrix}
(A - \lambda I) & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
x(\lambda) \\
f(\lambda)
\end{bmatrix} = \begin{bmatrix}
0 \\
1
\end{bmatrix}.
\]

Now, by applying Cramer’s rule (see [32, p. 414]) to (1.32), we obtain

\[
f(\lambda) = \frac{\det(A - \lambda I)}{\det M(\lambda)}.
\]

By the implicit determinant method, if \( M(\lambda) \) is nonsingular, then \( f(\lambda) = 0 \) if and only if \( (A - \lambda I) \) is singular, which is attainable at the root. So we seek zeros of \( f(\lambda) \) as a way of finding the zeros of the determinant of \( (A - \lambda I) \). To find the solution of \( f(\lambda) = 0 \) using Newton’s method, we need \( f_\lambda(\lambda) \), where \( f_\lambda(\lambda) = \frac{d}{d\lambda} f(\lambda) \). This means we have to differentiate (1.32) with respect to \( \lambda \) and solve

\[
\begin{bmatrix}
(A - \lambda I) & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
x_\lambda(\lambda) \\
f_\lambda(\lambda)
\end{bmatrix} = \begin{bmatrix}
x(\lambda) \\
0
\end{bmatrix}.
\]

After which the sequence of \( \lambda \) iterates is computed by

\[
\lambda^{(k+1)} = \lambda^{(k)} - \frac{f(\lambda^{(k)})}{f_\lambda(\lambda^{(k)})},
\]

for \( k = 0, 1, 2, \ldots \), until convergence. At the root, observe that by expanding
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the first row of (1.34), one obtains

\[(\mathbf{A} - \lambda^* \mathbf{I}) \mathbf{x}_\lambda(\lambda^*) + f_\lambda(\lambda^*) \mathbf{b} = \mathbf{x}(\lambda^*).\]  \hspace{1cm} (1.36)

Hence, after premultiplying both sides by \(\psi^* \mathbf{T}\), then

\[f_\lambda(\lambda^*) = \frac{\psi^* \mathbf{T}_x(\lambda^*)}{\psi^* \mathbf{T}_b}, \quad \text{since} \quad \psi^* \mathbf{T}_b \neq 0.\]  \hspace{1cm} (1.37)

But for an algebraically simple eigenvalue, the left and right eigenvector are not orthogonal \(i.e., \psi^* \mathbf{T}_x(\lambda^*) \neq 0\). Therefore,

\[f_\lambda(\lambda^*) \neq 0.\]  \hspace{1cm} (1.38)

Algorithm 2 is now immediate.

Algorithm 2 Implicit Determinant Method Algorithm for a Simple Matrix

\textbf{Input:} Choose \(\mathbf{b}, \mathbf{c}, \lambda^{(0)}\), such that \(\mathbf{M}(\lambda^{(0)})\) is nonsingular, tol.

\begin{algorithm}
1: \textbf{for} \(k = 1, 2, \ldots\), until convergence \textbf{do} \\
2: \hspace{1cm} Solve (1.32) for \(\mathbf{x}(\lambda)\) and \(f(\lambda)\). \\
3: \hspace{1cm} Solve (1.34) for \(\mathbf{x}_\lambda(\lambda)\) and \(f_\lambda(\lambda)\). \\
4: \hspace{1cm} Update \(\lambda^{(k+1)} = \lambda^{(k)} - \frac{f(\lambda^{(k)})}{f_\lambda(\lambda^{(k)})}\). \\
5: \hspace{1cm} Test for convergence. \\
6: \textbf{end for} \\
\textbf{Output:} \(\mathbf{x}(\lambda^*)\) and \(\lambda^*\).
\end{algorithm}

Stop Algorithm 2 as soon as

\[\|f(\lambda^{(k)})\| \leq \text{tol}.\]

Now, we present the theory to explain the link between the implicit determinant method and inverse iteration. For ease of notation, we shall drop the superscripts \(k\) and write \(\lambda^{(k+1)} = \lambda^+\) and \(\lambda^{(k)} = \lambda\).

We start by assuming that \(\lambda \neq \lambda^*\), which implies \((\mathbf{A} - \lambda \mathbf{I})\) is nonsingular.
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Observe by expanding along the first row of (1.32), that

\[(A - \lambda I)x(\lambda) + bf(\lambda) = 0, \quad \text{and} \quad x(\lambda) + (A - \lambda I)^{-1}bf(\lambda) = 0.\]

Premultiply both sides by \(c^T\) and solve for \(f(\lambda)\) using the second row of (1.32) to obtain

\[f(\lambda) = -\frac{1}{c^T(A - \lambda I)^{-1}b}. \quad (1.39)\]

Similarly, it can be shown by using the first row of (1.34) and \(c^T x_\lambda(\lambda)\) from the second row that

\[f_\lambda(\lambda) = \frac{c^T(A - \lambda I)^{-1}x(\lambda)}{c^T(A - \lambda I)^{-1}b}. \quad (1.40)\]

Note from (1.27), that if we replace \(w\) with \(y\) and \(\phi\) with \(x\), that is,

\[(A - \lambda I)y = x, \quad \text{then} \quad y = (A - \lambda I)^{-1}x(\lambda),\]

and we can rewrite (1.40) as

\[f_\lambda(\lambda) = \frac{c^Ty}{c^T(A - \lambda I)^{-1}b}.\]

Now, it is easy to see that (1.35) reduces to

\[\lambda^+ = \lambda + \frac{1}{c^Ty}.\]

Which is the same update for \(\lambda\) as that obtained using inverse iteration, see (1.29). What remains now is to give the implicit determinant method’s analogue for the eigenvector update which we explain below.

Set \((A - \lambda I)z = b\) in (1.32) and expand the first row to obtain

\[(A - \lambda I)x(\lambda) + f(\lambda)(A - \lambda I)z = 0, \quad \text{then} \quad x(\lambda) = -f(\lambda)z.\]

Observe that because the second row of (1.32) implies \(c^Tx(\lambda) = 1\), then by premultiplying both sides of \(x(\lambda) = f(\lambda)z\) by \(c^T\) simplifies to

\[f(\lambda) = -\frac{1}{c^Tz}, \quad \text{and} \quad x(\lambda) = \frac{z}{c^Tz}.\]
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We conclude this section by saying that the implicit determinant method is an inefficient way of carrying out inverse iteration. This is because it involves two linear system solves at each iteration. However, one advantage of the implicit determinant method over inverse iteration is that it converges quadratically when the dimension of the nullspace of \((A - \lambda^* I)\) is one, which includes the case when \(\lambda^*\) is a defective eigenvalue. Inverse iteration converges with \(|\lambda^{(k)} - \lambda^*| = \mathcal{O}(1/k)\) as \(k \to \infty, k \in \mathbb{N}\) when \(\lambda^*\) is a defective eigenvalue as illustrated in [63] (see, also [11]). Other advantages of the implicit determinant method will be seen in Chapters 2 and 3.

In the next section, we present some background theory on the Gauss-Newton method, which is used several times in the chapters ahead.

1.5 **Background: The Gauss-Newton Method**

In this section, we present background materials on the Gauss-Newton method for solving over- and under-determined systems of nonlinear equations. The motivation for these discussions comes from the fact that in Section 2.5 of Chapter 2, we will solve an over-determined system of 4-real nonlinear equations in 3 real unknowns, which arises from the theory on the coalescence of two complex eigenvalues to form a 2-dimensional Jordan block in a parameter-dependent matrix. Also, in Chapter 3, we will solve a system of \((2n + 3)\) real nonlinear equations in \((2n + 2)\) real unknowns arising from the theory of the nearest defective matrix problem. We present the theory of under-determined system of nonlinear equations because it will be applied in Chapter 4 as a key theoretical tool for solving the generalised eigenvalue problem.

1.5.1 **Over-Determined Systems of Nonlinear Equations**

This subsection considers the solution of over-determined nonlinear system of equations in which the number of equations is more than the number of unknowns.

Let \(F : \mathbb{R}^n \rightarrow \mathbb{R}^m\) for \(m > n\). Consider the problem of finding a solution to the over-determined nonlinear system of equations \(F(w) = 0\). Define \(g : \mathbb{R}^n \rightarrow \mathbb{R}^m\) :
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\( \mathbb{R}^n \rightarrow \mathbb{R} \) [46, p. 267] as

\[
\hat{g}(w) = \frac{1}{2} \mathbf{F}(w)^T \mathbf{F}(w) = \frac{1}{2} \sum_{i=1}^{m} f_i(w)^2. \tag{1.41}
\]

A minimizer of (1.41) for \( w \in \mathbb{R}^n \) is the least squares solution of the overdetermined system of nonlinear equations \( \mathbf{F}(w) = 0 \) [46]. Thus,

\[
\begin{align*}
\nabla g(w) &= \sum_{i=1}^{m} f_i(w) \nabla f_i(w) \\
&= \begin{bmatrix} \nabla f_1(w) & \nabla f_2(w) & \cdots & \nabla f_m(w) \end{bmatrix} \begin{bmatrix} f_1(w) \\ f_2(w) \\ \vdots \\ f_m(w) \end{bmatrix} \tag{1.42} \\
&= \begin{bmatrix}
\frac{\partial f_1(w)}{\partial w_1} & \frac{\partial f_1(w)}{\partial w_2} & \cdots & \frac{\partial f_1(w)}{\partial w_n} \\
\frac{\partial f_2(w)}{\partial w_1} & \frac{\partial f_2(w)}{\partial w_2} & \cdots & \frac{\partial f_2(w)}{\partial w_n} \\
\vdots & \vdots & \cdots & \vdots \\
\frac{\partial f_m(w)}{\partial w_1} & \frac{\partial f_m(w)}{\partial w_2} & \cdots & \frac{\partial f_m(w)}{\partial w_n}
\end{bmatrix} \begin{bmatrix} f_1(w) \\ f_2(w) \\ \vdots \\ f_m(w) \end{bmatrix} \\
&= \left[ \mathbf{F}_w(w) \right]^T \mathbf{F}(w),
\end{align*}
\]

where the Jacobian \( \mathbf{F}_w(w) \in \mathbb{R}^{m \times n} \) is assumed to be of full rank. Hence, finding a stationary point of (1.41) is equivalent to finding the zeros of

\[
\nabla \hat{g}(w) = \left[ \mathbf{F}_w(w) \right]^T \mathbf{F}(w) = 0. \tag{1.43}
\]

Differentiating (1.42) again we obtain

\[
\begin{align*}
\nabla^2 \hat{g}(w) &= \sum_{i=1}^{m} \left( \nabla f_i(w) \nabla f_i(w)^T + f_i(w) \nabla^2 f_i(w) \right) \\
&= \left[ \mathbf{F}_w(w) \right]^T \mathbf{F}_w(w) + \mathbf{R}(w),
\end{align*}
\]

\[21\]
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where

\[
R(w) = \sum_{i=1}^{m} f_i(w) \nabla^2 f_i(w) = \sum_{i=1}^{m} f_i(w) \left[ \begin{array}{cccc}
\frac{\partial^2 f_i(w)}{\partial w_1^2} & \frac{\partial^2 f_i(w)}{\partial w_1 \partial w_2} & \cdots & \frac{\partial^2 f_i(w)}{\partial w_1 \partial w_n} \\
\frac{\partial^2 f_i(w)}{\partial w_2 \partial w_1} & \frac{\partial^2 f_i(w)}{\partial w_2^2} & \cdots & \frac{\partial^2 f_i(w)}{\partial w_2 \partial w_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 f_i(w)}{\partial w_n \partial w_1} & \frac{\partial^2 f_i(w)}{\partial w_n \partial w_2} & \cdots & \frac{\partial^2 f_i(w)}{\partial w_n^2}
\end{array} \right].
\]

Newton’s method applied to finding the zeros of (1.43) is

\[
w^{(k+1)} = w^{(k)} - [\nabla^2 g(w^{(k)})]^{-1} \nabla g(w^{(k)}) \\
= w^{(k)} - ([F_w(w^{(k)})]^T F_w(w^{(k)}) + R(w^{(k)}))^{-1} [F_w(w^{(k)})]^T F(w^{(k)}).
\]

(1.44)

The second term on the right hand side of (1.42) implies solving for \(\Delta w^{(k)}\) in

\[(F_w(w^{(k)}))^T F_w(w^{(k)}) \Delta w^{(k)} = -[F_w(w^{(k)})]^T F(w^{(k)})],\]

and adding it to \(w^{(k)}\) to obtain \(w^{(k+1)}\). If we exclude\(^2\) the second-order term of \(\nabla^2 g(w)\) [42] in (1.44), then we have the Gauss-Newton method,

\[
w^{(k+1)} = w^{(k)} - ([F_w(w^{(k)})]^T F_w(w^{(k)}))^{-1} [F_w(w^{(k)})]^T F(w^{(k)}).
\]

(1.45)

In practice, we solve for \(\Delta w^{(k)}\) in

\[
[F_w(w^{(k)})]^T F_w(w^{(k)}) \Delta w^{(k)} = -[F_w(w^{(k)})]^T F(w^{(k)}),
\]

(1.46)

and update

\[
w^{(k+1)} = w^{(k)} + \Delta w^{(k)}.
\]

(1.47)

We remark that, (1.46) reminds us of the least squares method for minimizing \(\|Ax - b\|\) using the normal equations and can be solved using several methods (see, for example, Trefethen [60, pp. 77-84]). We will concentrate on using the

\(^2\)When \(R(w^*) = 0\), [16, p. 222], this occurs when we have a zero-residual problem, that is, if \(F(w^*) = 0\), then the sequence of iterates generated by the Gauss-Newton method converges quadratically. If \(R(w^*)\) is small in comparison to \(F_w(w^*)^T F_w(w^*)\), then the Gauss-Newton iterates converge linearly. If \(R(w^*)\) is too large, then the Gauss-Newton iterates may not converge at all.
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QR factorization in finding a solution to (1.46). This entails finding the reduced QR factorization of \( F_w(w) = QR \), where \( Q \in \mathbb{R}^{m \times n} \) is unitary and \( R \in \mathbb{R}^{n \times n} \) is upper triangular, and substitute into (1.46). Consequently,

\[
R^TQ^TQR\Delta w^{(k)} = -R^TQ^TF(w^{(k)}), \quad \text{and} \quad R^T\Delta w^{(k)} = -R^TQ^TF(w^{(k)}).
\]

Thus, if \( R \) is nonsingular, then by multiplying both sides by the inverse of \( R \) transposed, yields

\[
R\Delta w^{(k)} = -Q^TF(w^{(k)}).
\]  

(1.48)

So we solve a triangular system of \( n \) equations for the \( n \) unknowns \( \Delta w^{(k)} \). Upon solving the linear system of equations for \( \Delta w^{(k)} \), we substitute \( \Delta w^{(k)} \) into (1.47) to obtain \( w^{(k+1)} \).

The following theoretical discussion on the solution of under-determined system of nonlinear equations will be used later in Chapter 4.

1.5.2 Under-Determined Systems of Nonlinear Equations

Let \( F : \mathbb{R}^n \to \mathbb{R}^m \) where \( m < n \). Consider the problem of solving the following under-determined system of nonlinear equations \( F(w) = 0 \). In order to solve the system of nonlinear equations, we first linearize it. By a linearization technique (see, [46, pp.181-185]), it is not difficult to see that for \( k = 0, 1, 2, \ldots \)

\[
F_w(w^{(k)})\Delta w^{(k)} = -F(w^{(k)}),
\]  

(1.49)

which is a sequence of under-determined linear system of equations where the Jacobian \( F_w(w^{(k)}) \) is assumed to be of full rank. The least squares solution \( \Delta w^{(k)} \) of minimum norm to the under-determined linear system of equations (1.49) is

\[
\Delta w^{(k)} = -F_w(w^{(k)})^+F(w^{(k)});
\]  

(1.50)

where

\[
F_w(w^{(k)})^+ = F_w(w^{(k)})^T[F_w(w^{(k)})F_w(w^{(k)})^T]^{-1},
\]
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is the Moore-Penrose pseudo-inverse of $F_w(w^{(k)})$ (see also, [40, p. 143]). Therefore, we obtain

$$\Delta w^{(k)} = -F_w(w^{(k)})^T F(w^{(k)}); \quad \text{and} \quad w^{(k+1)} = w^{(k)} + \Delta w^{(k)}, \quad (1.51)$$

which is the local Gauss-Newton method [17, pp. 221-222]. In actual computation, in solving $F_w(w^{(k)}) \Delta w^{(k)} = -F(w^{(k)})$, we do not compute the Moore-Penrose pseudo-inverse of $F_w(w^{(k)})$ explicitly. Rather, we find the reduced QR factorization $F_w(w^{(k)})^T = QR$ where $Q$ is a real $m$ by $n$ matrix and $R$ is an $n$ by $n$ real matrix, which means that $F_w(w^{(k)}) = R^T Q^T$. Thus, (1.49) becomes $R^T Q^T \Delta w^{(k)} = -F(w^{(k)})$. By letting $g^{(k)} = Q^T \Delta w^{(k)}$ we obtain, $R^T g^{(k)} = -F(w^{(k)})$. Computationally, we first solve the upper-triangular system

$$R^T g^{(k)} = -F(w^{(k)}),$$

for the unknown vector $g^{(k)}$. With the computed value of $g^{(k)}$, we then solve

$$Q^T \Delta w^{(k)} = g^{(k)},$$

for $\Delta w^{(k)}$. But after premultiplying both sides of the above equation by $Q$, we obtain the solution to (1.49) as

$$\Delta w^{(k)} = Qg^{(k)}.$$

Since $F_w(w^{(k)})$ is assumed to be of full rank, $R$ is invertible. Hence, the solution to (1.49) can also be expressed as $\Delta w^{(k)} = -QR^{-T} F(w^{(k)})$. The sequence of iterates $\{w^{(k)}\}$ generated by the local Gauss-Newton method converges quadratically if $F(w^*) = 0$ (see for example, [49, p. 44], [46, p. 409], [34, p. 57], [18, p. 9], [46, pp. 412-413]). One ‘fundamental’ property of the minimum norm solution (1.50) which we will use in Chapter 4 is given in the following lemma.

Lemma 1.5.1. [10, p. 6] Let $F_w(w^{(k)})$ be of full rank $m$. If

$$F_w(w^{(k)}) \Delta w^{(k)} = -F(w^{(k)}),$$

...
is an under-determined linear system of equations, then its least squares solution

\[ \Delta w^{(k)} = -F_w(w^{(k)})^T [F_w(w^{(k)})F_w(w^{(k)})^T]^{-1} F(w^{(k)}) \]

is orthogonal to the nullspace of \( F_w(w^{(k)}) \).

Proof: By definition, if \( n^{(k)} \) is in the nullspace of \( F_w(w^{(k)}) \), then

\[ F_w(w^{(k)}) n^{(k)} = 0. \]

Thus,

\[ n^{(k)^T} \Delta w^{(k)} = -n^{(k)^T} F_w(w^{(k)})^T [F_w(w^{(k)})F_w(w^{(k)})^T]^{-1} F(w^{(k)}) \]

\[ = -[F_w(w^{(k)}) n^{(k)}]^T [F_w(w^{(k)})F_w(w^{(k)})^T]^{-1} F(w^{(k)}) \]

and because \( F_w(w^{(k)}) n^{(k)} = 0 \), \( n^{(k)^T} \Delta w^{(k)} = 0 \). This shows that \( \Delta w^{(k)} \) is orthogonal to the nullspace of \( F_w(w^{(k)}) \). \( \square \)

In the next section, we give a literature survey of Newton’s method and inverse iteration with a complex shift.

1.6 Survey of Newton’s Method and Inverse Iteration with Complex Shift

This section surveys the contributions of Ruhe [51] and Tisseur [59] to the solution of nonlinear eigenvalue problems using Newton’s method and inverse iteration as well as Parlett and Saad’s [48]. The main point is that both [51] and [59] use two different differentiable normalisations: (1.55) and (1.58), while in Chapter 4 we analyse the natural extension of the distance norm, which is a non differentiable normalisation and so leads to interesting theoretical questions.

Let \( T(\lambda) \) be a parameter-dependent \( n \) by \( n \) matrix whose entries are analytic functions of the complex number \( \lambda \) [51]. In this section, we give a brief survey on previous approaches used to compute the eigenpair \( (\phi, \lambda) \) from the
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eigenvalue problem
\[ T(\lambda)\phi = 0, \quad (1.52) \]
where \( \phi \in \mathbb{C}^n \setminus \{0\} \). The standard eigenvalue problem \( A\phi = \lambda\phi \), is a special case of (1.52) if [51, p. 674]
\[ T(\lambda) = A - \lambda I, \quad (1.53) \]
or the generalised eigenvalue problem if
\[ T(\lambda) = A - \lambda B. \quad (1.54) \]

In order to apply Newton’s method to (1.52), Ruhe in [51, pp. 677-678], added the normalisation
\[ c^H\phi = 1, \quad (1.55) \]
where \( c \) is a fixed nonzero vector and obtained the following system of nonlinear \((n + 1)\) equations in \((n + 1)\) unknowns \( w = [\phi, \lambda]^T \),
\[ F(w) = \begin{bmatrix} T(\lambda)\phi \\ c^H\phi - 1 \end{bmatrix} = 0. \quad (1.56) \]

By an application of Newton’s method to the nonlinear eigenvalue problem above, we have
\[ w^{(k+1)} = w^{(k)} - [F_w(w^{(k)})]^{-1}F(w^{(k)}), \quad \text{for } k = 0, 1, 2, \cdots, \]
where in this case the Jacobian
\[ F_w(w^{(k)}) = \begin{bmatrix} T(\lambda^{(k)}) & T'(\lambda^{(k)})\phi^{(k)} \\ c^H & 0 \end{bmatrix}. \]

In a manner analogous to the discussion following (1.45), we can write the second term on the right hand sides of \( w^{(k+1)} \) as \( F_w(w^{(k)})\Delta w^{(k)} = -F(w^{(k)}) \)
or
\[ \begin{bmatrix} T(\lambda^{(k)}) & T'(\lambda^{(k)})\phi^{(k)} \\ c^H & 0 \end{bmatrix} \begin{bmatrix} \phi^{(k+1)} - \phi^{(k)} \\ \lambda^{(k+1)} - \lambda^{(k)} \end{bmatrix} = -\begin{bmatrix} T(\lambda^{(k)})\phi^{(k)} \\ c^H\phi^{(k)} - 1 \end{bmatrix}. \quad (1.57) \]
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After expanding along the first row and if $\phi^{(k)}$ is normalised as in (1.55), then one obtains [51, p. 678]

$$-T(\lambda^{(k)})\phi^{(k+1)} = (\lambda^{(k+1)} - \lambda^{(k)})T'(\lambda^{(k)})\phi^{(k)}$$

$$c^H \phi^{(k+1)} = 1.$$  

It can be easily deduced that Newton’s method above is equivalent to a non-linear version of inverse iteration below as [51, p. 678]

$$T(\lambda^{(k)})v^{(k+1)} = T'(\lambda^{(k)})\phi^{(k)}$$

$$\lambda^{(k+1)} = \lambda^{(k)} - c^H \phi^{(k)} / (c^H v^{(k+1)})$$

$$\phi^{(k+1)} = Sv^{(k+1)},$$

$S$ is a normalisation constant.

Parlett and Saad in [48], studied inverse iteration with a complex shift $\sigma = \alpha + i\beta$ where $\alpha$ and $\beta$ are real. They showed that by replacing the shifted complex system $(A - \sigma B)\phi = B\phi$, with a real one, the size of the problem is doubled, where $\phi = \varphi_1 + i\varphi_2$, $\phi = \phi_1 + i\phi_2$ for $\varphi_1, \varphi_2, \phi_1, \phi_2 \in \mathbb{R}^n$ and $i = \sqrt{-1}$ is the imaginary unit of a complex number. This is because solving a complex linear system of equations takes twice the storage and is roughly three times the cost of solving a real system [38]. When real arithmetic rather than complex arithmetic is used, we lose any band structure in $A$ and $B$ [48]. The numerical examples in [48], show linear convergence to the eigenvalue closest to the fixed shift.

Next, Tisseur in [59] considered the symmetric definite generalised eigenvalue problem $A\phi = \lambda B\phi$, $\lambda \in \mathbb{R}$ as a special case of (1.52) with $T(\lambda)$ defined as (1.54), where $A$ is symmetric and $B$ is symmetric positive definite but with the real normalisation

$$\tau e_s^T \phi = \tau; \quad \text{for some } s,$$

(1.58)

where $\tau = \max(||A||, ||B||)$, (see, for example, [59, p. 1049]) and $e_j$ is the $j$th column of the identity matrix. The real scalar $\tau$ is introduced to scale $F(w)$ and
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\( F_w(w) \) when \( A \) and \( B \) are multiplied by a scalar. In this case,

\[
F(w) = \begin{bmatrix}
(A - \lambda B)\phi \\
\tau e_s^T \phi - \tau
\end{bmatrix}, \quad \text{and} \quad F_w(w) = \begin{bmatrix}
(A - \lambda B) - B\phi \\
\tau e_s^T \\
0
\end{bmatrix}.
\]

Tisseur [59], showed that the Jacobian \( F_w(w) \) above is singular at the root if and only if \( \lambda^* \) is a finite multiple eigenvalue of the pencil \( (A, B) \). The main result in [59] is Theorem 2.4 [59, pp. 1044-1046]. It shows that if the linear system to be solved is not too ill conditioned, the solver is not completely unstable, the Jacobian is approximated accurately enough and we have a good initial guess very close to the solution, then the norm of the residual reduces after one step of Newton’s method in floating point arithmetic. Tisseur, also examined how fixed and mixed precision iterative refinement affect the computed residual from Newton’s method and remarked “the use of extended precision for computing the residual has no effect on the rate of convergence of Newton’s method.”

In addition, it was shown numerically in [59, pp. 1053-1054] that if Newton’s method is applied in floating point arithmetic with mixed precision iterative refinement, the linear solver is unstable and there are inaccuracies in computing the Jacobian, then this may affect the rate of convergence of Newton’s method but not the accuracy and stability of the computed eigenvalues.

In the next section, we describe the structure of this thesis.

1.7 Structure of this Thesis

In this section we give a recap of the content of this thesis. Our approach for finding the values of \( \gamma^* \) such that two eigenvalues \( \lambda_1 \) and \( \lambda_2 \), say, of \( A(\gamma^*) \) coalesce at \( \lambda^* \), is to extend the implicit determinant method of Spence and Poulton [55] to finding the values of \( \gamma^* \) and \( \lambda^* \) such that \( (A(\gamma^*) - \lambda^*I) \) has a 2-dimensional Jordan block corresponding to a zero eigenvalue. When \( \lambda^* \) is real, this involves the solution of two real system of nonlinear equations for the two real unknowns \( \gamma^* \) and \( \lambda^* \). However, when \( \lambda^* \) is complex, we write \( \lambda^* = \alpha^* + i\beta^* \), where \( \alpha^*, \beta^* \) are real. This reduces to using the Gauss-Newton method to solve a real over-determined system of four nonlinear equations for
the three real unknowns $\alpha^*, \beta^*$ and $\gamma^*$. In both the real and complex cases, our approach gives quadratic convergence and results of numerical experiments are given which confirm the theory. These results are discussed in Chapter 2.

In Chapter 3, we present two approaches for solving the nearest defective matrix problem which are more computationally efficient than those proposed by Alam & Bora [4]. The first approach for solving the question posed by Wilkinson, is to extend the implicit determinant method of Spence and Poulton [55] to find parameter values for which a certain Hermitian matrix is singular subject to a constraint. The application of the extended version of the implicit determinant method, results in using Newton’s method to solve a real system of three nonlinear equations for the three real unknowns, $\alpha, \beta$ and $\varepsilon$, where $z = \alpha + i\beta$ and $\varepsilon$ is the distance between the simple matrix $A$ and the defective $B$. This part of Chapter 3 has been submitted for publication (see, [2]). The second approach for solving the nearest defective matrix problem is to use the Gauss-Newton method to solve a real system of $(2n + 3)$ nonlinear equations for $(2n + 2)$ real unknowns. We only describe the later method for the case in which $\varepsilon$ is real.

Finally, in Chapter 4, we consider the numerical solution of a nonsymmetric eigenvalue problem $A\phi = \lambda B\phi$ where $A$ is nonsymmetric and $B$ is symmetric positive definite and $\lambda$ is complex. While Ruhe [51] and Tisseur [59] used the differentiable normalisations $\epsilon^H\phi = 1$, and $\epsilon^T\phi = 1$ respectively, we show that the generalisation of the usual 2-norm normalisation to the complex case still gives quadratic convergence even though the normalisation $\phi^H B\phi = 1$ is not differentiable. This then leads to several interesting theoretical questions. We conclude by ignoring the fact that the normalisation is non differentiable and solved the resulting $n$ complex and one real nonlinear equations for $(n + 1)$ unknowns. Numerical experiments are given to back up our theoretical discussion.

Throughout this thesis, we try to be as consistent as possible in the use of notations. In all numerical computations, we used Matlab® Version 7.9.0.529 (R2009b).
CHAPTER 2

Implicit Determinant Method and the Computation of a 2-Dimensional Jordan Block in a Parameter Dependent Matrix

2.1 Introduction

Let $A(\gamma)$ be a real $n$ by $n$ nonsymmetric matrix with a real parameter $\gamma$ such that $A(\gamma)$ is at least twice continuously differentiable with respect to $\gamma$. In this chapter, we present an extension of the implicit determinant method of Spence and Poulton [55] for the numerical computation of a 2-dimensional Jordan block in a parameter-dependent nonsymmetric matrix. A similar approach has been applied by Freitag and Spence [22] to solve a distance to instability problem for the special case where $A(\gamma)$ is a Hamiltonian matrix. We will also use the implicit determinant method in the next chapter to derive a method for computing a nearby defective matrix.

Let $\lambda^* \in \mathbb{C}$ be an eigenvalue of $A(\gamma^*)$. In this chapter, we consider the problem of finding $\gamma^*$ such that $A(\gamma^*)$ has a 2-dimensional Jordan block corresponding to the eigenvalue $\lambda^*$.

Jordan blocks are important for a number of reasons. First of all, as discussed in Chapter 1, matrices that have a Jordan block are related to sensitivity of eigendecompositions (see, for example, [14]). Secondly, they arise in applications. For example, two eigenvalues coalesce to form a 2-dimensional Jordan
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block in a supersonic panel flutter (see, [53]). Thirdly, as illustrated by Dodson et al., in [19], 2-dimensional Jordan blocks arise in power systems dynamics to determine when two damped oscillatory modes coalesce as power system parameters e.g., power transfer and generator red dispatch, change. This means that the linearized power system has two complex conjugate eigenvalues that coalesce in both damping and frequency i.e., real and imaginary parts coalesce respectively.

In [22], Freitag and Spence extended the method of Spence and Poulton to a special class of parameter-dependent Hamiltonian matrices by computing a 2-dimensional Jordan block to solve a distance to instability problem. This chapter considers a more general setting than in [22] and also extends to the large, sparse nonsymmetric matrix case. The main mathematical tools used in this chapter are Keller’s [33] ABCD Lemma, the Gauss-Newton method and the Block Elimination Mixed method (BEM) (see, for example, [25], [27]) for the efficient solution of bordered linear systems of equations.

This chapter is structured as follows: In Section 2.2, we describe an extended version of the implicit determinant method for the computation of a 2-dimensional Jordan block when \( \lambda^* \), the eigenvalue corresponding to the Jordan block, is real, and present the main result, namely, Theorem 2.2.1. In Section 2.3, we present results of numerical experiments which support the theory. For an efficient solution of the bordered linear system of equations that arise from discretised partial differential equations, in Section 2.4, we describe the Block Elimination Mixed method ([25], [27]).

When \( A(\gamma) \) has a special structure, for example, tridiagonal or block tridiagonal, BEM takes advantage of this structure. Note that in solving block tridiagonal systems, it is efficient to use the block Thomas algorithm (see, for example [31, pp. 58-61]). As a result of this, in Subsection 2.4.3, we briefly describe the block Thomas algorithm for solving block tridiagonal systems. Finally, in Section 2.5, we extend the theory of the implicit determinant method of Spence and Poulton [55] to compute a 2-dimensional Jordan block in a parameter-dependent nonsymmetric matrix when \( \lambda^* \) is complex. Throughout this chapter, we assume that \( \gamma \) is real.
2.2 The Implicit Determinant Method for a Real 2-Dimensional Jordan Block in a Parameter-Dependent Matrix

In this section, we describe an application of the implicit determinant method of Spence and Poulton [55, p. 71], to a parameter-dependent nonsymmetric matrix $A(\gamma)$. We first assume that $\lambda^*$ is real, so to be precise, the problem is to find real $\lambda^*$ and $\gamma^*$ such that $A(\gamma^*) - \lambda^* I$ has a 2-dimensional Jordan block corresponding to a zero eigenvalue. This is presented in the main result of this section, namely, Theorem 2.2.1. We present a Newton-based algorithm for computing the pair $(\lambda^*, \gamma^*)$ in Subsection 2.2.1. In Subsection 2.2.2, we describe the eigenvalue behaviour of $A(\gamma)$ for $\gamma$ near $\gamma^*$ by applying standard bifurcation theory. This is then followed by a brief description on how to choose optimal starting values as well as stopping criteria for the algorithm. A condition for the algorithm to converge is given in Theorem 2.2.2.

Let $A(\gamma)$ be a real parameter-dependent matrix where $A(\gamma)$ is at least twice continuously differentiable. In order to find the values of $\lambda^*$ and $\gamma^*$ such that $A(\gamma^*) - \lambda^* I$ has a 2-dimensional Jordan block corresponding to the zero eigenvalue, we consider the following problem (see also [55, (15), (26)]),

$$
\begin{bmatrix}
A(\gamma) - \lambda I & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
x \\
f
\end{bmatrix}
=
\begin{bmatrix}
0 \\
1
\end{bmatrix},
$$

where $b$ and $c$ are real $n-$component constant vectors, $f \in \mathbb{R}$ and $x \in \mathbb{R}^n \setminus \{0\}$.

The next result is an application of Keller’s [33] ABCD Lemma to (2.1) and it shows that the matrix in (2.1) is nonsingular at the root under certain conditions.

**Lemma 2.2.1.** Let $(x^*, \lambda^*, \gamma^*)$ solve (2.1). Let zero be an eigenvalue of $A(\gamma^*) - \lambda^* I$ corresponding to a 2-dimensional Jordan block and $\text{rank}(A(\gamma^*) - \lambda^* I) = n - 1$, then

$$
M(\lambda^*, \gamma^*) =
\begin{bmatrix}
A(\gamma^*) - \lambda^* I & b \\
c^T & 0
\end{bmatrix},
$$

is nonsingular if and only if $\psi^* T b \neq 0$ for all $\psi^* \in \mathcal{N}(A(\gamma^*) - \lambda^* I)^T \setminus \{0\}$ and
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\[ c^T \phi^* \neq 0 \text{ for all } \phi^* \in \mathcal{N}(A(\gamma^*) - \lambda^* I) \setminus \{0\}. \]

**Proof:** Let \( \psi^* b \neq 0 \) for all \( \psi^* \in \mathcal{N}(A(\gamma^*) - \lambda^* I)^T \setminus \{0\} \) and \( c^T \phi^* \neq 0 \) for all \( \phi^* \in \mathcal{N}(A(\gamma^*) - \lambda^* I)^T \setminus \{0\} \). If we can show that \( p \) and \( q \) are each zero in

\[
\begin{bmatrix}
A(\gamma^*) - \lambda^* I & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
p \\
q
\end{bmatrix} = 0,
\]

then \( M(\lambda^*, \gamma^*) \) is nonsingular. By expanding along the first row, we obtain

\[
(A(\gamma^*) - \lambda^* I) p + q b = 0.
\]

Using \( (A(\gamma^*)^T - \lambda^* I) \psi^* = 0 \), it then implies

\[
\psi^T (A(\gamma^*) - \lambda^* I) p + q \psi^T b = 0,
\]

reduces to \( q \psi^T b = 0 \). Therefore, \( q = 0 \), \( (A(\gamma^*) - \lambda^* I) p = 0 \) and \( p = \tau \phi^* \), where \( \tau \) is a real scalar. Now, \( c^T p = \tau c^T \phi^* = 0 \) is obvious by expanding along the second row. Consequently, \( \tau = 0 \) and \( p = 0 \).

Conversely, let \( M(\lambda^*, \gamma^*) \) be nonsingular. Assume \( (A(\gamma^*)^T - \lambda^* I) \) is singular and \( c^T \phi^* = 0 \), we want to show by contradiction that \( c^T \phi^* \neq 0 \). We multiply \( M(\lambda^*, \gamma^*) \) from the right by the nonzero vector \( [\phi^*, 0]^T \)

\[
\begin{bmatrix}
A(\gamma^*)^T - \lambda^* I & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
\phi^* \\
0
\end{bmatrix} = \begin{bmatrix}
(A(\gamma^*)^T - \lambda^* I) \phi^* \\
c^T \phi^*
\end{bmatrix} = 0. \tag{2.3}
\]

This shows that we have multiplied the nonsingular matrix \( M(\lambda^*, \gamma^*) \) by a nonzero vector to obtain the zero vector, this implies that \( M(\lambda^*, \gamma^*) \) is singular, a contradiction, hence \( c^T \phi^* \neq 0 \). Similarly, let \( \psi^T b = 0 \), multiply \( M(\lambda^*, \gamma^*) \) from the left by the nonzero vector \( [\psi^*, 0]^T \) to obtain

\[
\begin{bmatrix}
\psi^* \\
0
\end{bmatrix}^T
\begin{bmatrix}
A(\gamma^*)^T - \lambda^* I & b \\
c^T & 0
\end{bmatrix} = \begin{bmatrix}
\psi^T (A(\gamma^*)^T - \lambda^* I) & \psi^T b
\end{bmatrix} = \begin{bmatrix}
0^T & 0
\end{bmatrix}.
\]

This shows that \( M(\lambda^*, \gamma^*) \) is singular, contradicting the nonsingularity of \( M(\lambda^*, \gamma^*) \), therefore, \( \psi^T b \neq 0 \).

It should be remarked that since \( M(\lambda^*, \gamma^*) \) is nonsingular, then \( M(\lambda, \gamma) \) is
nonsingular for \( \lambda \) and \( \gamma \) near \( \lambda^* \) and \( \gamma^* \) because \( A(\gamma) - \lambda I \) is a smooth function of \( \lambda \) and \( \gamma \) (see also [55, p. 71]). Next, we extend Spence and Poulton’s implicit determinant method [55, p. 71] for computing a 2-dimensional Jordan block in a parameter-dependent nonsymmetric matrix. It shows that there is a relationship between the zeros of \( f(\lambda, \gamma) \) and the determinant of \( A(\gamma) - \lambda I \).

**Lemma 2.2.2.** Let the conditions of Lemma 2.2.1 hold, and consider the linear system

\[
(2.1)
\]

Then

1. \( f = f(\lambda, \gamma) \) and \( x = x(\lambda, \gamma) \),
2. \( f(\lambda^*, \gamma^*) = 0 \) if and only if \( \det[A(\gamma^*) - \lambda^* I] = 0 \),
3. For \( \lambda = \lambda^*, \gamma = \gamma^* \), \( x(\lambda, \gamma) = x(\lambda^*, \gamma^*) \in \mathcal{N}(A(\gamma^*) - \lambda^* I) \setminus \{0\} \).

**Proof:** Lemma 2.2.1 shows that \( M(\lambda^*, \gamma^*) \) is nonsingular. Since \( A(\gamma) - \lambda I \) is a smooth function of \( \lambda \) and \( \gamma \), then using the implicit function theorem (see for example, Spence and Graham [56, p. 186]), \( M(\lambda, \gamma) \) is nonsingular for \( \lambda \) and \( \gamma \) near \( \lambda^* \) and \( \gamma^* \). Hence, \( x \) and \( f \) are smooth functions of \( \lambda \) and \( \gamma \), so that we can write \( f = f(\lambda, \gamma) \) and \( x = x(\lambda, \gamma) \). Moreover, we can rewrite (2.1) as

\[
\begin{bmatrix}
A(\gamma) - \lambda I & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
x(\lambda, \gamma) \\
f(\lambda, \gamma)
\end{bmatrix}
= \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

Thus, the first part of the theorem is proved. Using Cramer’s rule (see, for example, [32, p. 414]) yields

\[
f(\lambda, \gamma) = \frac{\det[A(\gamma) - \lambda I]}{\det M(\lambda, \gamma)},
\]

(see also, (1.22)). Therefore, \( f(\lambda, \gamma) = 0 \) if and only if \( (A(\gamma) - \lambda I) \) is singular—which is attainable at the root. To obtain \( x(\lambda^*, \gamma^*) \) we substitute \( f(\lambda^*, \gamma^*) = 0 \) into the first equation in (2.4), giving \( (A(\gamma^*) - \lambda^* I)x(\lambda^*, \gamma^*) = 0 \). This implies \( x(\lambda^*, \gamma^*) = \tau \phi^* \), where \( \tau \) is real but nonzero, because \( (A(\gamma^*) - \lambda^* I) \) is singular. Hence, \( x(\lambda^*, \gamma^*) \in \mathcal{N}(A(\gamma^*) - \lambda^* I) \).

The above result means that we compute the zeros of \( f(\lambda, \gamma) \) as a way of finding the zeros of the determinant of \( A(\gamma) - \lambda I \). The next fundamental result
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shows the condition satisfied by $f(\lambda, \gamma)$, and its partial derivatives: $f_\lambda(\lambda, \gamma)$ and $f_{\lambda\lambda}(\lambda, \gamma)$ at the root. This main result will be used in the following analysis to show that a certain 2 by 2 Jacobian matrix is nonsingular at the root.

**Theorem 2.2.1.** Let $A(\gamma^*)$ be a real $n$ by $n$ matrix with a 2-dimensional Jordan block corresponding to the real eigenvalue $\lambda^*$. If $b, c$ are chosen such that $M(\lambda^*, \gamma^*)$ is nonsingular, then

1. $f(\lambda^*, \gamma^*) = 0$,
2. $f_\lambda(\lambda^*, \gamma^*) = 0$,
3. $f_{\lambda\lambda}(\lambda^*, \gamma^*) \neq 0$.

**Proof:** The first part of the theorem follows from the second part of Lemma 2.2.2. After differentiating both sides of (2.4) with respect to $\lambda$, we obtain

$$
\begin{bmatrix}
A(\gamma) - \lambda I & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
x_\lambda(\lambda, \gamma) \\
f_\lambda(\lambda, \gamma)
\end{bmatrix}
= \begin{bmatrix}
x(\lambda, \gamma) \\
0
\end{bmatrix},
$$

(2.6)

where $x_\lambda(\lambda, \gamma) = \frac{d}{d\lambda}x(\lambda, \gamma)$ and $f_\lambda(\lambda, \gamma) = \frac{d}{d\lambda}f(\lambda, \gamma)$. Now, if we expand along the first $n$ rows, then

$$(A(\gamma) - \lambda I)x_\lambda(\lambda, \gamma) + f_\lambda(\lambda, \gamma)b = x(\lambda, \gamma).$$

(2.7)

Evaluate the above at $\lambda = \lambda^*$ and $\gamma = \gamma^*$, premultiply both sides by $\psi^T$, for all $\psi^* \in \mathcal{N}(A(\gamma^*) - \lambda^* I)^T \setminus \{0\}$, to obtain

$$
\psi^T (A(\gamma^*) - \lambda^* I)x_\lambda(\lambda^*, \gamma^*) + f_\lambda(\lambda^*, \gamma^*)\psi^Tb = \psi^T x(\lambda^*, \gamma^*),
$$

which simplifies to

$$
f_\lambda(\lambda^*, \gamma^*) = \frac{\psi^T x(\lambda^*, \gamma^*)}{\psi^T b} = \frac{\tau \psi^T \phi^*}{\psi^T b}, \quad \tau \neq 0,
$$

(2.8)

where we have used the fact from Lemma 2.2.1 that $\psi^T b \neq 0$ and $x(\lambda^*, \gamma^*) = \tau \phi^*$ by virtue of Lemma 2.2.2. But $\psi^T \phi^* = 0$, since $A(\gamma^*)$ has a 2-dimensional Jordan block. Hence, $f_\lambda(\lambda^*, \gamma^*) = 0$. Thus, proving the second part of the
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Theorem. After substituting \( f_\lambda(\lambda^*, \gamma^*) = 0 \) into (2.7),

\[
(A(\gamma^*) - \lambda^* I)x_\lambda(\lambda^*, \gamma^*) = x(\lambda^*, \gamma^*). 
\]

This means that \( x_\lambda(\lambda^*, \gamma^*) \) can be taken as the generalised eigenvector \( \hat{\phi}^* \) of \( A(\gamma^*) \), corresponding to the eigenvalue \( \lambda^* \) (cf., equation (1.9)). Since the Jordan block has dimension 2, we have

\[
\psi^* T x_\lambda(\lambda^*, \gamma^*) \neq 0, \tag{2.9}
\]

(see also [22, (13)]). Again, by differentiating both sides of (2.6) with respect to \( \lambda \),

\[
\begin{bmatrix}
A(\gamma) - \lambda I & b \\
c^T & 0
\end{bmatrix}
\begin{bmatrix}
x_{\lambda\lambda}(\lambda, \gamma) \\
f_{\lambda\lambda}(\lambda, \gamma)
\end{bmatrix}
= \begin{bmatrix}
2x_{\lambda}(\lambda, \gamma) \\
0
\end{bmatrix}. \tag{2.10}
\]

In a manner analogous to the analysis that led to (2.8), we obtain

\[
f_{\lambda\lambda}(\lambda^*, \gamma^*) = \frac{2\psi^* T x_\lambda(\lambda^*, \gamma^*)}{\psi^* T b} \neq 0, 
\]

by virtue of (2.9).

Conditions 1. and 2. of Theorem 2.2.1, indicate how to find the values of \( \lambda^* \) and \( \gamma^* \), namely, set up the nonlinear system of equations

\[
G(y) = \begin{bmatrix}
f(\lambda, \gamma) \\
f_\lambda(\lambda, \gamma)
\end{bmatrix} = 0, \tag{2.11}
\]

where \( y = [\lambda, \gamma]^T \). Observe that because \( f(\lambda, \gamma) \) and \( f_\lambda(\lambda, \gamma) \) are both real, and since \( \lambda \) and \( \gamma \) are also real, this implies that (2.11) entails solving two real nonlinear equations in two real unknowns. In the next section, we present a Newton based algorithm for solving (2.11) in the form of Algorithm 3.

### 2.2.1 Newton based Algorithm for solving (2.11)

The aims of this subsection are: to prove that the Jacobian of (2.11) is nonsingular at the root under a certain nondegeneracy condition, hence, showing quadratic convergence for close enough starting guesses, and to describe how
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to implement Newton’s method for \( \mathbf{G}(\mathbf{y}) = \mathbf{0} \) given by (2.11). The key result in this section, Theorem 2.2.2, guarantees the quadratic convergence of the Newton based Algorithm.

We first show how to calculate the elements: \( f_\gamma(\lambda, \gamma) \) and \( f_{\lambda \gamma}(\lambda, \gamma) \) of the Jacobian

\[
\mathbf{G}_\gamma(\mathbf{y}) = \begin{bmatrix}
  f_\lambda(\lambda, \gamma) & f_\gamma(\lambda, \gamma) \\
  f_{\lambda \gamma}(\lambda, \gamma) & f_{\lambda \gamma}(\lambda, \gamma)
\end{bmatrix},
\]  

(2.12)
of \( \mathbf{G}(\mathbf{y}) \) in (2.11). The other two elements \( f_\lambda(\lambda, \gamma) \) and \( f_{\lambda \lambda}(\lambda, \gamma) \) can be obtained by solving (2.6) and (2.10) respectively. This will then be followed by presenting a condition under which the Jacobian (2.12) is nonsingular at the root. Algorithm 3 is given for computing \( \lambda \) and \( \gamma \). Finally, we will describe how to choose \( \mathbf{b} \) and \( \mathbf{c} \) as well as state a criterion for stopping the algorithm.

After differentiating (2.4) and (2.6) with respect to \( \gamma \), we obtain

\[
\begin{bmatrix}
  \mathbf{A}(\gamma) - \lambda \mathbf{I} & \mathbf{b} \\
  \mathbf{c}^T & 0
\end{bmatrix}
\begin{bmatrix}
  \mathbf{x}_\gamma(\lambda, \gamma) \\
  f_\gamma(\lambda, \gamma)
\end{bmatrix} = \begin{bmatrix}
  -\mathbf{A}'(\gamma)\mathbf{x}(\lambda, \gamma) \\
  f_\gamma(\lambda, \gamma)
\end{bmatrix},
\]  

(2.13)
where \( \mathbf{A}'(\gamma) = \frac{d}{d\gamma}\mathbf{A}(\gamma) \) and

\[
\begin{bmatrix}
  \mathbf{A}(\gamma) - \lambda \mathbf{I} & \mathbf{b} \\
  \mathbf{c}^T & 0
\end{bmatrix}
\begin{bmatrix}
  \mathbf{x}_{\lambda \gamma}(\lambda, \gamma) \\
  f_{\lambda \gamma}(\lambda, \gamma)
\end{bmatrix} = \begin{bmatrix}
  -\mathbf{A}'(\gamma)\mathbf{x}_\lambda(\lambda, \gamma) + \mathbf{x}_\gamma(\lambda, \gamma) \\
  f_{\lambda \gamma}(\lambda, \gamma)
\end{bmatrix}.
\]  

(2.14)
So for a given \( (\lambda, \gamma) \), \( f_\gamma(\lambda, \gamma) \) and \( f_{\lambda \gamma}(\lambda, \gamma) \) can be obtained by solving (2.13) and (2.14) respectively.

From Theorem 2.2.1, at the root (see also [22, p. 7]),

\[
\mathbf{G}_\gamma(\mathbf{y}^*) = \begin{bmatrix}
  0 & f_\gamma(\lambda^*, \gamma^*) \\
  f_{\lambda \lambda}(\lambda^*, \gamma^*) & f_{\lambda \gamma}(\lambda^*, \gamma^*)
\end{bmatrix}.
\]  

(2.15)
Accordingly,

\[
\det[\mathbf{G}_\gamma(\mathbf{y}^*)] = -f_\gamma(\lambda^*, \gamma^*)f_{\lambda \lambda}(\lambda^*, \gamma^*),
\]
is nonzero if \( f_\gamma(\lambda^*, \gamma^*) \) is not equal to zero (using the third part of Theorem 2.2.1). In the next theorem, we use the expression for the determinant
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of $G_y(y^*)$ above to show that the Jacobian is nonsingular if and only if

$$\psi^T A' (\gamma^*) x(\lambda^*, \gamma^*) \neq 0,$$

which is equivalent to $f_\gamma(\lambda^*, \gamma^*) \neq 0$.

**Theorem 2.2.2.** Under the assumptions of Theorem 2.2.1, the Jacobian $G_y(y^*)$, is nonsingular if and only if $\psi^T A'(\gamma^*) x(\lambda^*, \gamma^*) \neq 0$.

**Proof:** At the root, the first $n$ rows of (2.13) give,

$$(A(\gamma^*) - \lambda^* I) x_\gamma(\lambda^*, \gamma^*) + f_\gamma(\lambda^*, \gamma^*) b = -A'(\gamma^*) x(\lambda^*, \gamma^*).$$

By premultiplying both sides by $\psi^T$ where $\psi^* \in \mathcal{N}(A(\gamma^*) - \lambda^* I)^\perp \setminus \{0\}$, with some simplifications, we have

$$f_\gamma(\lambda^*, \gamma^*) = -\frac{\psi^T A'(\gamma^*) x(\lambda^*, \gamma^*)}{\psi^T b}.$$  \hspace{1cm} (2.16)

Observe that $\psi^T b \neq 0$, by the assumption in Lemma 2.2.1. So, $f_\gamma(\lambda^*, \gamma^*)$ is nonzero if and only if $\psi^T A'(\gamma^*) x(\lambda^*, \gamma^*) \neq 0$. Therefore,

$$\det[G_y(y^*)] \neq 0 \iff \psi^T A'(\gamma^*) x(\lambda^*, \gamma^*) \neq 0.$$  

The above Theorem gives a condition that ensures the inverse of $G_y(y^*)$ exists and Algorithm 3 is guaranteed to converge quadratically with a close enough initial guess. Next, we present Algorithm 3 which is actually Newton’s method for finding the zeros of $G(y) = 0$.

Observe that because $f(\lambda, \gamma)$ and its partial derivatives can be computed using the same matrix $M(\lambda, \gamma)$ defined by (2.2), but with different right hand sides, this means that only one ‘LU’ factorization is needed in each iteration of Algorithm 3. The stopping condition for Algorithm 3 is

$$\| \Delta y^{(k)} \| \leq \text{tol},$$  \hspace{1cm} (2.18)

where $\Delta y^{(k)} = [\Delta \lambda^{(k)}, \Delta \gamma^{(k)}]^T$ and $\text{tol}$ is some user defined error tolerance.
Algorithm 3 Newton-based Algorithm for Computing \([\lambda^{(k)}, \gamma^{(k)}]^T\)

**Input:** Choose \(\lambda^{(0)}, \gamma^{(0)}\) and \(b, c \in \mathbb{C}^n\setminus \{0\}\) such that \(M(\lambda^{(0)}, \gamma^{(0)})\) is nonsingular, \(tol\).

1: for \(k = 0, 1, 2, \ldots\), until convergence do
2: Solve (2.4), to obtain \(x(\lambda^{(k)}, \gamma^{(k)})\) and \(f(\lambda^{(k)}, \gamma^{(k)})\).
3: Use the \(x(\lambda^{(k)}, \gamma^{(k)})\) obtained from (2.4) in solving (2.6) for \(x_\lambda(\lambda^{(k)}, \gamma^{(k)})\)
and \(f_\lambda(\lambda^{(k)}, \gamma^{(k)})\).
4: Use the \(f(\lambda^{(k)}, \gamma^{(k)})\) and \(f_\lambda(\lambda^{(k)}, \gamma^{(k)})\) to form
\[ G(y^{(k)}) = \begin{bmatrix} f(\lambda^{(k)}, \gamma^{(k)}) \\ f_\lambda(\lambda^{(k)}, \gamma^{(k)}) \end{bmatrix}. \]

5: Solve (2.10) for \(x_{\lambda\lambda}(\lambda^{(k)}, \gamma^{(k)})\) and \(f_{\lambda\lambda}(\lambda^{(k)}, \gamma^{(k)})\) using the \(x_\lambda(\lambda^{(k)}, \gamma^{(k)})\) obtained from (2.6).
6: Solve (2.13) for \(x_\gamma(\lambda^{(k)}, \gamma^{(k)})\) and \(f_\gamma(\lambda^{(k)}, \gamma^{(k)})\) using the values obtained from (2.4).
7: Using the \(x_\lambda(\lambda^{(k)}, \gamma^{(k)})\) and \(x_\gamma(\lambda^{(k)}, \gamma^{(k)})\) obtained from (2.10) and (2.13) respectively, solve (2.14) for \(x_{\lambda\gamma}(\lambda^{(k)}, \gamma^{(k)})\) and \(f_{\lambda\gamma}(\lambda^{(k)}, \gamma^{(k)})\).
8: Form and solve the linear system of equations
\[
\begin{bmatrix}
  f_\lambda(\lambda^{(k)}, \gamma^{(k)}) & f_\gamma(\lambda^{(k)}, \gamma^{(k)}) \\
  f_{\lambda\lambda}(\lambda^{(k)}, \gamma^{(k)}) & f_{\lambda\gamma}(\lambda^{(k)}, \gamma^{(k)}) \\
\end{bmatrix}
\begin{bmatrix}
  \Delta\lambda^{(k)} \\
  \Delta\gamma^{(k)} \\
\end{bmatrix}
=
\begin{bmatrix}
  f(\lambda^{(k)}, \gamma^{(k)}) \\
  f_\lambda(\lambda^{(k)}, \gamma^{(k)}) \\
\end{bmatrix},
\] (2.17)

for \([\Delta\lambda^{(k)}, \Delta\gamma^{(k)}]^T\).
9: Apply Newton update
\[ \begin{bmatrix}
  \lambda^{(k+1)} \\
  \gamma^{(k+1)} \\
\end{bmatrix}
=
\begin{bmatrix}
  \lambda^{(k)} \\
  \gamma^{(k)} \\
\end{bmatrix}
+
\begin{bmatrix}
  \Delta\lambda^{(k)} \\
  \Delta\gamma^{(k)} \\
\end{bmatrix}. \]

10: end for

**Output:** \(y^{(k_{\text{max}})} = [\lambda^{(k_{\text{max}})}, \gamma^{(k_{\text{max}})}]^T\).
Implicit Determinant Method and the Computation of a 2-Dimensional Jordan Block in a Parameter Dependent Matrix

The choice of the vectors \( \mathbf{b} \) and \( \mathbf{c} \) should be such that \( \psi^T \mathbf{b} \neq 0 \) and \( \mathbf{c}^T \phi^* \neq 0 \), in agreement with the conditions of Lemma 2.2.1. We could take \( \mathbf{c} \) as an estimate of \( \mathbf{x}^* \), namely, the right singular vector of \( \mathbf{A}(\gamma^{(0)}) \) (where \( \gamma^{(0)} \) is a starting guess for \( \gamma^* \)) corresponding to its smallest singular value and motivated by the result of Theorem 2.2.2, we could take \( \mathbf{b} = \mathbf{A}'(\gamma^{(0)}) \mathbf{c} \). One of the computational implications of the result of Theorem 2.2.2 is that, for \( f_\gamma(\lambda^*, \gamma^*) \) to be nonzero, an optimal choice of \( \mathbf{b} \) would be \( \mathbf{b} = \mathbf{A}'(\gamma^*) \mathbf{x}(\lambda^*, \gamma^*) \), so that \( f_\gamma(\lambda^*, \gamma^*) = -1 \). However, because \( \lambda^*, \gamma^* \) and \( \mathbf{x}(\lambda^*, \gamma^*) \) are not known before hand, that is why we take \( \mathbf{b} = \mathbf{A}'(\gamma^{(0)}) \mathbf{c} \).

The following result is an extension of the result of Spence and Poulton [54, pp. 588-589] and it shows that \( \psi^T \mathbf{A}'(\gamma^*) \mathbf{x}(\lambda^*, \gamma^*) \neq 0 \) if and only if

\[
\frac{d}{d\gamma} \det[\mathbf{A}(\gamma) - \lambda \mathbf{I}] \bigg|_{(\lambda, \gamma) = (\lambda^*, \gamma^*)}
\]

is nonzero.

**Lemma 2.2.3.** Let \( \mathbf{x}(\lambda^*, \gamma^*) \) solve (2.4), such that \( \det[\mathbf{A}(\gamma^*) - \lambda^* \mathbf{I}] = 0 \). Then

\[
\psi^T \mathbf{A}'(\gamma^*) \mathbf{x}(\lambda^*, \gamma^*) \neq 0,
\]

if and only if

\[
\frac{d}{d\gamma} \det[\mathbf{A}(\gamma) - \lambda \mathbf{I}] \bigg|_{(\lambda, \gamma) = (\lambda^*, \gamma^*)} \neq 0.
\]

**Proof:** Using (2.5) in the proof of Lemma 2.2.2, we obtain

\[
\det[\mathbf{A}(\gamma) - \lambda \mathbf{I}] = f(\lambda, \gamma) \det \mathbf{M}(\lambda, \gamma).
\]

By differentiating both sides with respect to \( \gamma \) and evaluating at the root, yields

\[
\frac{d}{d\gamma} \det[\mathbf{A}(\gamma) - \lambda \mathbf{I}] \bigg|_{(\lambda, \gamma) = (\lambda^*, \gamma^*)} = f_\gamma(\lambda^*, \gamma^*) \det \mathbf{M}(\lambda^*, \gamma^*). \]

It is easily seen from (2.16) that

\[
\frac{d}{d\gamma} \det[\mathbf{A}(\gamma) - \lambda \mathbf{I}] \bigg|_{(\lambda, \gamma) = (\lambda^*, \gamma^*)} = -\frac{\psi^T \mathbf{A}'(\gamma^*) \mathbf{x}(\lambda^*, \gamma^*)}{\psi^T \mathbf{b}} \det \mathbf{M}(\lambda^*, \gamma^*),
\]

\[
\frac{d}{d\gamma} \det[\mathbf{A}(\gamma) - \lambda \mathbf{I}] \bigg|_{(\lambda, \gamma) = (\lambda^*, \gamma^*)} = -\frac{\psi^T \mathbf{A}'(\gamma^*) \mathbf{x}(\lambda^*, \gamma^*)}{\psi^T \mathbf{b}} \det \mathbf{M}(\lambda^*, \gamma^*),
\]

\[
0 = -\frac{\psi^T \mathbf{A}'(\gamma^*) \mathbf{x}(\lambda^*, \gamma^*)}{\psi^T \mathbf{b}} \det \mathbf{M}(\lambda^*, \gamma^*),
\]

\[
\psi^T \mathbf{A}'(\gamma^*) \mathbf{x}(\lambda^*, \gamma^*) = 0.
\]
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if and only if

\[ \psi^T A'(\gamma^*) x(\lambda^*, \gamma^*) \neq 0. \]

Since Lemma 2.2.1 guarantees that the determinant of \( M(\lambda^*, \gamma^*) \) is nonzero the result follows.

Condition (2.20) shows that the determinant of \( A(\gamma) - \lambda I \) passes through zero with a nonzero derivative at \( (\lambda, \gamma) = (\lambda^*, \gamma^*) \), which is a typical nondegeneracy condition. Besides, the fact that the condition (2.19) holds is very essential for Algorithm 3 to work. This is because, it ensures that \( f_\gamma(\lambda^*, \gamma^*) \) is nonzero, hence, the nonsingularity of the Jacobian (2.12) at the root.

Next, we discuss the eigenvalue structure of \( A(\gamma) \) near the Jordan block in the following subsection.

### 2.2.2 Eigenvalue Structure near the 2-Dimensional Jordan Block

In this subsection, we describe the eigenvalue behaviour of \( A(\gamma) \) for \( \gamma \) near \( \gamma^* \) by applying standard bifurcation theory ideas (see, for example, Example 5.1 of [56]) to (2.11). However, the techniques are fairly straightforward so we describe the analysis from first principles.

First, we write down (2.11) again for ease of reference:

\[ f(\lambda, \gamma) = 0, \quad f_\lambda(\lambda, \gamma) = 0, \quad \text{for all } \lambda, \]

and we assume the following conditions are satisfied as in the previous section:

\[ f(\lambda^*, \gamma^*) = 0, \quad (2.21) \]
\[ f_\lambda(\lambda^*, \gamma^*) = 0, \quad (2.22) \]
\[ f_\gamma(\lambda^*, \gamma^*) \neq 0, \quad (2.23) \]
\[ f_{\lambda\lambda}(\lambda^*, \gamma^*) \neq 0. \quad (2.24) \]

Since \( f(\lambda^*, \gamma^*) = 0 \) and \( f_\gamma(\lambda^*, \gamma^*) \neq 0 \), the implicit function theorem [56] implies that for \( (\lambda, \gamma) \) near \( (\lambda^*, \gamma^*) \), \( \gamma = \gamma(\lambda) \) and we may write

\[ f(\lambda, \gamma(\lambda)) = 0. \]
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Differentiation with respect to \( \lambda \) leads to

\[
f_\lambda(\lambda, \gamma(\lambda)) + f_\gamma(\lambda, \gamma(\lambda)) \frac{d\gamma(\lambda)}{d\lambda} = 0, \tag{2.25}
\]

and evaluation at \((\lambda^*, \gamma^*)\) shows that

\[
\frac{d\gamma(\lambda^*)}{d\lambda} = 0,
\]

using (2.22) and (2.23).

Similarly, by differentiating (2.25) with respect to \( \lambda \), one obtains

\[
f_{\lambda\lambda}(\lambda, \gamma(\lambda)) + \left[ 2f_{\lambda\gamma}(\lambda, \gamma(\lambda)) + f_{\gamma\gamma}(\lambda, \gamma(\lambda)) \frac{d\gamma(\lambda)}{d\lambda} \right] \frac{d\gamma(\lambda)}{d\lambda} + f_\gamma(\lambda, \gamma(\lambda)) \frac{d^2\gamma}{d\lambda^2}(\lambda) = 0,
\]

and evaluating at \( \lambda = \lambda^*, \gamma = \gamma^* \), yields

\[
\frac{d^2\gamma}{d\lambda^2}(\lambda^*) = -\frac{f_{\lambda\lambda}(\lambda^*, \gamma(\lambda^*))}{f_\gamma(\lambda^*, \gamma(\lambda^*))} \neq 0,
\]

using (2.23) and (2.24). Hence, local to \((\lambda^*, \gamma^*)\) we may write the solution of \( f(\lambda, \gamma(\lambda)) = 0 \) as

\[
\gamma(\lambda) = \gamma(\lambda^*) - \frac{1}{2}(\lambda - \lambda^*)^2 \frac{f_{\lambda\lambda}(\lambda^*, \gamma(\lambda^*))}{f_\gamma(\lambda^*, \gamma(\lambda^*))} + \text{h.o.t},
\]

using Taylor series. Assuming \( \frac{f_{\lambda\lambda}(\lambda^*, \gamma(\lambda^*))}{f_\gamma(\lambda^*, \gamma(\lambda^*))} > 0 \), (it is easy to see what happens if the sign is reversed) it is possible to sketch a solution diagram of \( f(\lambda, \gamma) = 0 \) near \((\lambda^*, \gamma^*)\) as follows (see Figure 2-1). Here we see that, for \( \gamma < \gamma^* \), there are two real solutions of \( f(\lambda, \gamma) = 0 \) say, \((\lambda_1, \gamma)\) and \((\lambda_2, \gamma)\). This corresponds to there being two real eigenvalues say, \( \lambda_1 \) and \( \lambda_2 \) of \( A(\gamma) \) for \( \gamma < \gamma^* \). As \( \gamma \) approaches \( \gamma^* \), the two solutions of \( f(\lambda, \gamma) = 0 \) coalesce to form a unique quadratic turning point of \( f(\lambda, \gamma) = 0 \), which corresponds to a 2-dimensional Jordan block of \( A(\gamma^*) \). Since \((\lambda^*, \gamma^*)\) is an isolated root of \( f(\lambda, \gamma) = 0, f_\lambda(\lambda, \gamma) = 0, A(\gamma^*) \) has an isolated 2-dimensional Jordan block at
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Figure 2-1: The figure above shows the path of solution of \( f(\lambda, \gamma) = 0 \) near \((\lambda^*, \gamma^*)\). Not drawn to scale.

\[ \gamma = \gamma^* \quad \text{and} \quad \lambda = \lambda^*. \] For \( \gamma > \gamma^* \), there are no real solutions of \( f(\lambda, \gamma) = 0 \). This corresponds to the fact that for \( \gamma > \gamma^* \), \( A(\gamma) \) has two complex eigenvalues near \((\lambda^*, \gamma^*)\). So we may sketch the eigenvalue structure of \( A(\gamma) \) near \((\lambda^*, \gamma^*)\) as follows (see Figure 2-2).

Before we present the result of numerical experiments, we next discuss attainable accuracy of solving the linear systems in Algorithm 3.

### 2.2.3 Discussion of Attainable Accuracy

A close look at Algorithm 3 and precisely steps 8 and 9 shows that for each \( k \), we update \( \Delta \lambda^{(k)} \) and \( \Delta \gamma^{(k)} \) by solving the 2 by 2 linear system of equations (2.17), where the coefficients comprising of \( f_{\lambda}(\lambda, \gamma) \), \( f_{\lambda\lambda}(\lambda, \gamma) \), \( f_{\gamma}(\lambda, \gamma) \), \( f_{\lambda\gamma}(\lambda, \gamma) \) and right hand sides \( f(\lambda, \gamma) \), \( f_{\lambda}(\lambda, \gamma) \) are subject to errors from linear solves with \( M(\lambda^{(k)}, \gamma^{(k)}) \). As a result of this, in this section, we briefly discuss the attainable accuracy of the solution computed from (2.17) and linear solves with \( M(\lambda^{(k)}, \gamma^{(k)}) \) by stating some well known perturbation results on linear systems. This will then be followed by a short theoretical discussion on iterative refinement.

The following result taken from [6, pp. 462-463] gives a bound on the at-
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Figure 2.2: (a). For $\gamma < \gamma^*$, we see 2 real but distinct eigenvalues of $\mathbf{A}(\gamma)$. (b). When $\gamma = \gamma^*$, we see the coalescence of two distinct eigenvalues at $\lambda = \lambda^*$. (c). For $\gamma > \gamma^*$, the eigenvalues become complex conjugate eigenvalues. Not drawn to scale.

tainable accuracy of the computed solution from linear systems.

**Lemma 2.2.4.** Let $\mathbf{A}$ be nonsingular and consider the problem of solving $\mathbf{A}\mathbf{x} = \mathbf{b}$. Let $\Delta \mathbf{A}$ and $\Delta \mathbf{b}$ be perturbations of $\mathbf{A}$ and $\mathbf{b}$ respectively. Assuming that

$$\|\Delta \mathbf{A}\| < \frac{1}{\|\mathbf{A}^{-1}\|},$$

then $\mathbf{A} + \Delta \mathbf{A}$ is nonsingular. Moreover, if we define $\Delta \mathbf{x}$ by

$$(\mathbf{A} + \Delta \mathbf{A})(\mathbf{x} + \Delta \mathbf{x}) = \mathbf{b} + \Delta \mathbf{b},$$

then

$$\frac{\|\Delta \mathbf{x}\|}{\|\mathbf{x}\|} \leq \frac{\kappa(\mathbf{A})}{1 - \kappa(\mathbf{A})\|\Delta \mathbf{A}\|\|\mathbf{A}\|^{-1}} \left\{ \frac{\|\Delta \mathbf{A}\|}{\|\mathbf{A}\|} + \frac{\|\Delta \mathbf{b}\|}{\|\mathbf{b}\|} \right\}. \quad (2.27)$$

The above result [15, p. 33] shows that the relative error in the solution of $\mathbf{A}\mathbf{x} = \mathbf{b}$ is a multiple of the relative errors in the inputs $\mathbf{A}$ and $\mathbf{b}$, where in this case $\mathbf{A} = \mathbf{M}(\lambda^{(k)}, \gamma^{(k)})$, $\mathbf{x}$ is $[x(\lambda^{(k)}, \gamma^{(k)}), f(\lambda^{(k)}, \gamma^{(k)})] \mathbf{T}$ or its partial derivatives and $\mathbf{b}$ are the corresponding right hand sides.

As stated earlier in the first paragraph of this section, each of the elements in the coefficient matrix and right hand sides in the 2 by 2 system

$$\begin{bmatrix} f_{\lambda}(\lambda^{(k)}, \gamma^{(k)}) & f_{\gamma}(\lambda^{(k)}, \gamma^{(k)}) \\ f_{\lambda\lambda}(\lambda^{(k)}, \gamma^{(k)}) & f_{\lambda\gamma}(\lambda^{(k)}, \gamma^{(k)}) \end{bmatrix} \begin{bmatrix} \Delta \lambda^{(k)} \\ \Delta \gamma^{(k)} \end{bmatrix} = -\begin{bmatrix} f(\lambda^{(k)}, \gamma^{(k)}) \\ f_{\lambda}(\lambda^{(k)}, \gamma^{(k)}) \end{bmatrix},$$
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have errors, arising from solves with $M(\lambda, \gamma)$. So, in fact\(^1\),

$$
\begin{bmatrix}
f_{\lambda}(\lambda, \gamma) + \varepsilon_{11} & f_{\gamma}(\lambda, \gamma) + \varepsilon_{12} \\
f_{\lambda \lambda}(\lambda, \gamma) + \varepsilon_{21} & f_{\gamma \gamma}(\lambda, \gamma) + \varepsilon_{22}
\end{bmatrix}
\begin{bmatrix}
\Delta \lambda + \varepsilon_5 \\
\Delta \gamma + \varepsilon_6
\end{bmatrix}
= -
\begin{bmatrix}
f(\lambda, \gamma) + \varepsilon_7 \\
\end{bmatrix},
$$

(2.28)

where each of the $\varepsilon_{ij}$’s for $i, j = 1, 2$ and $\varepsilon_j$ for $j = 5, 6, 7$ are errors in computing $f_{\lambda}(\lambda, \gamma)$, $f_{\lambda \lambda}(\lambda, \gamma)$, $f_{\gamma}(\lambda, \gamma)$, and $f_{\lambda \gamma}(\lambda, \gamma)$ e.t.c. From (2.28), in the light of Lemma 2.2.4, such that $G_y(y)$ is nonsingular and

$$
\|\Delta G_y(y)\| \|G_y(y)^{-1}\| \leq c < 1,
$$

for some constant $c$, then

$$
\begin{aligned}
\left\| \begin{bmatrix}
\varepsilon_5 \\
\varepsilon_6
\end{bmatrix}
\right\| 
\left\| \begin{bmatrix}
\Delta \lambda \\
\Delta \gamma
\end{bmatrix}
\right\| & \lesssim \kappa(G_y(y)) \left( \left\| \begin{bmatrix}
\varepsilon_{11} & \varepsilon_{12} \\
\varepsilon_{21} & \varepsilon_{22}
\end{bmatrix} \right\| 
\left\| \begin{bmatrix}
f_{\lambda}(\lambda, \gamma) & f_{\gamma}(\lambda, \gamma) \\
f_{\lambda \lambda}(\lambda, \gamma) & f_{\gamma \gamma}(\lambda, \gamma)
\end{bmatrix}
\right\| 
\right.
\end{aligned}
$$

(2.29)

$$
\left. + \left\| \begin{bmatrix}
\varepsilon_7 \\
\varepsilon_{11}
\end{bmatrix} \right\| \left\| \begin{bmatrix}
\Delta \lambda \\
\Delta \gamma
\end{bmatrix}
\right\| \left\| \begin{bmatrix}
f(\lambda, \gamma) \\
\end{bmatrix}
\right\| \right).
$$

In most cases of interest here, the condition number of $G_y(y)$ is likely to be “small”, so we assume that the main errors in finding $[\Delta \lambda, \Delta \gamma]^T$ arise from the errors caused by the solves with $M(\lambda, \gamma)$. Hence, $[\Delta \lambda, \Delta \gamma]^T$ can only be computed to high accuracy if the $\varepsilon_{ij}$’s and $\varepsilon_j$’s are small (of the order of machine precision), and the size of the condition number of $M(\lambda, \gamma)$ is also small.

As will be seen in the PDE examples in the next section, a large condition number of $M(\lambda, \gamma)$ impacts on the achievable accuracy of $[\Delta \lambda, \Delta \gamma]^T$. But iterative refinement seeks to overcome errors of linear systems in which the condition number of the coefficient matrix is large. This is what motivates the following brief discussion on the theory of iterative refinement.

Assuming $Ax = b$ has been solved by Gaussian elimination with partial pivoting and we want to improve the accuracy of the computed solution $\hat{x}$. Iterative refinement (see, for example [30, p. 232]) is a method of improving the computed solution $\hat{x}$ to the linear system $Ax = b$. This involves computing the residual of the system, $r = b - A\hat{x}$, solving $As = r$ and updating $x = \hat{x} + s$.

\(^1\)We dropped the superscripts, as in $\lambda^{(k)}$ in each of the $f(\lambda, \gamma)$ e.t.c., for ease of notation.
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If \( r, s \) and \( x \) are computed in the absence of round off errors, then \( x \) is the exact solution to the system. The key idea behind iterative refinement [30, p. 232] is that, if the residual \( r \) and \( s \) are computed accurately enough, then there will be some improvements in the accuracy of \( x \).

Algorithm 4 is called fixed precision iterative refinement (see, for example Golub and van Loan [23]). The term “fixed precision” is so used because, both the residual \( r \) and the \( s \) are computed using the same precision. Let us recall

**Algorithm 4** Fixed Precision Iterative Refinement

**Input:** \( A, \hat{x}, b \)

1. Compute LU factorization of \( A \).
2. \textbf{for} \( k = 1, 2, \ldots, \text{do} \)
3. \hspace{1em} Compute the residual \( r = b - A\hat{x} \).
4. \hspace{1em} Solve \( Lt = Pr \) for \( t \).
5. \hspace{1em} Solve \( Us = t \), for \( s \).
6. \hspace{1em} \( x = \hat{x} + s \).
7. \hspace{1em} \( \hat{x} = x \).
8. \textbf{end for}

**Output:** \( x \).

what Golub and van Loan [23, pp. 124-127] has to say about the accuracy of computed solutions from Gaussian elimination. If the machine precision \( \epsilon \) is such that \( \epsilon = 10^{-a}, a \in \mathbb{N} \) and the condition number of \( A, \kappa(A) = 10^m \) where \( m \in \mathbb{N} \), then Gaussian elimination produces a solution \( \hat{x} \) that has \((a - m)\) correct decimal digits.

If the working precision is double precision, then one of the ways of computing \( r \) accurately is by using quadruple precision (that is, double the working precision). That is, we compute \( r \) in quadruple precision before rounding it to double precision. This means that if 16-digit arithmetic is used to compute \( PA = LU, x, t \) and \( s \) in Algorithm 5 [23, p. 127], then 32-digit arithmetic is used to compute \( r = b - A\hat{x} \) in mixed precision iterative refinement, \( P \) is a permutation matrix. When mixed precision iterative refinement is used, Golub and van Loan [23, p. 127] make the following heuristic statement about the accuracy of the computed solution: if the machine precision \( \epsilon = 10^{-a} \) and \( \kappa(A) = 10^m \), then Algorithm 5 produces an \( x \) which has approximately \( \min\{a, k(a - m)\} \) correct decimal digits. So \( k = 1 \) which corresponds to one iterative refinement shows no benefit according to Golub and van Loan.
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**Algorithm 5 Mixed Precision Iterative Refinement**

**Input:** \( A, \hat{x}, b \)
1. Compute LU factorization of \( A \).
2. for \( k = 1, 2, \ldots \), do
3. Compute the residual \( r = b - A\hat{x} \), (using double the working precision).
4. Solve \( Lt = Pr \) for \( t \).
5. Solve \( Us = t \), for \( s \).
6. \( x = \hat{x} + s \).
7. \( \hat{x} = x \).
8. end for

**Output:** \( x \).

The above argument is based on the accuracy of the solution computed by fixed and mixed precision iterative refinements in which the solver for \( A \) is Gaussian elimination with partial pivoting. However, Higham [30, p. 234], gives the following two results on fixed and mixed precision iterative refinements.

**Lemma 2.2.5.** (Fixed precision iterative refinement [30, p. 234]) Let \( A \) be an \( n \) by \( n \) nonsingular matrix and assume \( \hat{L} \) and \( \hat{U} \) are the computed LU factors of \( A \). Further, let fixed precision iterative refinement be applied to the linear system \( Ax = b \), using LU factorisation. If \( \omega \) defined by \( \omega = \varepsilon \| A^{-1} \| \| L \| \| U \| \) is sufficiently less than one, then iterative refinement reduces the error by a factor approximately \( \omega \) at each stage until

\[
\frac{\| x - \hat{x}_k \|_{\infty}}{\| x \|_{\infty}} < 2\varepsilon \text{cond}(A, x),
\]

where \( \varepsilon \) is machine precision, \( |A| \) is the componentwise absolute value of the elements in \( A \) and [30, p. 135]

\[
\text{cond}(A, x) = \frac{\| A^{-1} \| |A| |x| \|_{\infty}}{\| x \|_{\infty}}.
\]

**Lemma 2.2.6.** (Mixed precision iterative refinement [30, p. 234]) Let iterative refinement be applied to the nonsingular linear system \( Ax = b \), using LU factorisation and with residuals computed in quadruple precision. Let \( \omega = \varepsilon \| A^{-1} \| \| \hat{L} \| \| \hat{U} \|_{\infty} \), where \( \hat{L} \) and \( \hat{U} \) are the computed LU factors of \( A \). Then, provided \( \omega \) is sufficiently less than one, iterative refinement reduces the error by a factor approximately \( \omega \) at each stage.
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until

\[
\frac{\|x - \hat{x}\|_\infty}{\|x\|_\infty} \approx \varepsilon.
\]

The above result \textit{i.e.}, Lemma 2.2.6 shows that Higham’s result on mixed precision iterative refinement is at variance with Golub and van Loan’s heuristic argument.

As stated earlier, because our input data are in double precision, in order to improve the accuracy of the computed solution in \(Ax = b\), we would need to compute the residual in quadruple precision [15, p. 62] in a mixed precision iterative refinement. However, quadruple precision arithmetic may not be available or it takes ages to run. As a result of this, the numerical experiments that will be carried out in the next section are done in fixed precision iterative refinement with one step of iterative refinement. Of which, we will make use of Algorithm 4 to obtain numerical results.

In the next section, we present result of numerical experiments to support the theory developed so far.

2.3 Numerical Experiments

In this section, we discuss the performance of Algorithm 3 described earlier, on some numerical examples which confirms that quadratic convergence is achieved. In all numerical experiments, our aim is to find the particular value of \(\gamma^+\) such that two simple leftmost eigenvalues \(\lambda_1\) and \(\lambda_2\) of \(A(\gamma)\) coalesce at \(\lambda^+\) to form a 2-dimensional Jordan block. Typically, the two leftmost eigenvalues will be most important in applications.

The motivation for the examples we consider comes from the computation of fluid flows governed by the steady-state Navier-Stokes equations as presented in [28]. Assuming that a reference velocity field \(v\) has been computed for some particular parameter values. To assess its stability, it is necessary to solve the following partial differential equation eigenvalue problem [28, p. 1152]:

\[
-\nu \Delta u + v \cdot \nabla u + u \cdot \nabla v + \nabla p = \lambda u
\]

\[
\nabla \cdot u = 0,
\]

(2.30)
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where \( \lambda \in \mathbb{C} \) is an eigenvalue and the pair \((u, p)\) are the non-trivial eigenfunctions satisfying suitable homogeneous boundary conditions. The parameter \( \nu \) is the viscosity, which is inversely proportional to the Reynolds number \( Re \). The eigenfunction \((u, p)\) consists of the velocity \( u \) and the pressure \( p \).

For the numerical experiments discussed in this section, we modify (2.30) by assuming that the viscosity \( \nu = 1 \), the reference velocity \( \mathbf{v} \) will be taken as \( \mathbf{v} = [\gamma, \gamma]^{T} \) or \( \mathbf{v} = [\gamma, 5]^{T} \), where \( \gamma \) is a constant over the domain, and the pressure term, \( \nabla p \) is neglected. So that (2.30) reduces to

\[
-\Delta u + \gamma u_x + \gamma u_y = \lambda u,
\]

(2.31)

in Examples 2.3.2 and 2.3.4, and \(-\Delta u + \gamma u_x + 5u_y = \lambda u\) in Example 2.3.3 respectively. The first example below explains the reason for choosing varying mesh sizes in the discretization of the partial differential equations eigenvalue problem in Examples 2.3.2, 2.3.3 and 2.3.4, below.

**Example 2.3.1.** Consider the following parameter-dependent ordinary differential eigenvalue problem, discretized using finite centred differences (cf. (2.31))

\[
-\frac{d^2 u}{dx^2} + \gamma \frac{du}{dx} = \lambda u; \quad u(0) = u(1) = 0, \quad (2.32)
\]

with a constant mesh size \( h = \frac{1}{n+1} \). Observe that for \( k = 1, 2, \ldots, n \) we have the following discretized form of (2.32)

\[
-(h\gamma + 2)u_{k-1} + 4u_k + (h\gamma - 2)u_{k+1} = \lambda u_k.
\]

(2.33)

After imposing the initial conditions, the resulting discretized eigenvalue problem \( A(\gamma)u = \lambda u \) is as follows

\[
\frac{1}{2h^2} \begin{bmatrix}
4 & (h\gamma - 2) & \cdots & \cdots & (h\gamma - 2) \\
-(h\gamma + 2) & 4 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
-(h\gamma + 2) & 4 & \cdots & \cdots & 4
\end{bmatrix} \begin{bmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
u_n
\end{bmatrix} = \lambda \begin{bmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
u_n
\end{bmatrix},
\]

where \( A(\gamma) \) is a \( n \times n \) matrix and \( u = [u_1, u_2, u_3, \ldots, u_n]^{T} \). Note that for \( \gamma^* = \pm \frac{2}{h} \), \( A(\gamma^*) \) has an \( n \)-dimensional Jordan block corresponding to the eigenvalue \( \lambda^* = 4 \)-as
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against the Jordan block of dimension two we are interested in. The same phenomenon arises if one discretizes (2.31) using equally spaced mesh sizes. As a result of this, in the following examples, we use a discretization with a variable mesh.

Example 2.3.2. Consider finding a 2-dimensional Jordan block of \(A(\gamma)\), derived by a finite centred difference discretization of the convection-diffusion eigenvalue problem

\[-\Delta u + \gamma u_x + \gamma u_y = \lambda u, \quad \text{in} \quad D := [0, 1] \times [0, 1],\]
\[u = 0, \quad \text{on} \quad \Gamma := \partial D,\]

on a 32 by 32 grid with 961 degrees of freedom\(^2\). For \(\gamma = 5\) and with a constant step size \(h = \frac{1}{32}\), Golub and Ye [24] gave the two leftmost eigenvalues of (2.34) as \(\lambda_1 \approx 32.18\) and \(\lambda_2 \approx 61.58\), while the other eigenvalues satisfy \(\text{Re}(\lambda) \geq 61.58\).

However, for this particular numerical experiment, we will use variable mesh sizes, chosen as: \(h_1 = 0.15\), \(h_2 = 0.2\), \(h_3 = 0.3\), \(h_{31} = 0.07\), \(h_{32} = 0.09\). The other intermediate values of \(h\) are computed by

\[h_k = \frac{1 - (h_1 + h_2 + h_3 + h_{31} + h_{32})}{p - 4}, \quad \text{for} \quad k = 4, 5, \ldots, 30, \quad p = 31.\]

The error tolerance in Algorithm 3 is taken to be \(7 \times 10^{-15}\). For \(\gamma^{(0)} = 15\), we computed \(A(\gamma^{(0)})\) and applied two steps of inverse iteration on \(A(\gamma^{(0)}) - \hat{\lambda}I\) with \(\hat{\lambda} = 72\) as a shift. The initial starting vector for the inverse iteration is

\[x^{(0)} = [1, 0, 1, 0, 0, \cdots, 0, 0, 1, 0, 1]^T / 2.\]

We obtained the estimate \((x, \lambda)\) for the eigenpair, and took \(\lambda^{(0)} = \lambda\). The vectors \(c\) and \(b\) were kept fixed as \(c = x\) and \(b = A'(\gamma^{(0)})c\), as discussed in Section 2.2.1.

The first two eigenvalues of \(A(\gamma^*)\) coalesced at 74.72506 for \(\gamma^* = 15.17519\) to form a 2-dimensional Jordan block as shown in Table 2.1. The solution is obtained by finding the LU factorization of \(M(\lambda^{(k)}, \gamma^{(k)})\) with one step of iterative refinement in each iteration. This became necessary so as to improve the accuracy of the computed solutions.

Observe from the fifth and sixth columns of Table 2.2 that we obtain quadratic convergence for \(k = 2, 3, 4\) and 5. However, this quadratic convergence is lost from \(\gamma^{(0)} = 15\) to \(\gamma^* = 15.17519\), as seen in Table 2.1.

\(^2\)Degrees of freedom is the number of interior mesh points.
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| $k$ | $\lambda^{(k)}$ | $|\lambda^{(k+1)} - \lambda^{(k)}|$ | $|\gamma^{(k+1)} - \gamma^{(k)}|$ | $||\Delta y^{(k)}||$ | $||G(y^{(k)})||$ |
|-----|-----------------|---------------------------------|---------------------------------|-----------------|-----------------|
| 0   | 72.000000       | 1.9e+00                         | 8.7e-02                         | 1.9e+00         | 4.9e-01         |
| 1   | 73.85590        | 7.7e-01                         | 7.2e-02                         | 7.7e-01         | 1.5e-01         |
| 2   | 74.62308        | 1.0e-01                         | 1.6e-02                         | 1.0e-01         | 2.3e-02         |
| 3   | 74.72358        | 1.5e-03                         | 3.9e-04                         | 1.5e-03         | 5.2e-04         |
| 4   | 74.72506        | 3.7e-07                         | 1.3e-07                         | 3.9e-07         | 1.7e-07         |
| 5   | 74.72506        | 1.8e-13                         | 1.1e-14                         | 1.9e-14         | 1.5e-14         |
| 6   | 74.72506        | 1.4e-14                         | 0.0e+00                         | 9.6e-15         | 8.9e-16         |
| 7   | 74.72506        | 0.0e+00                         | 0.0e+00                         | 1.5e-15         | 8.0e-16         |

Table 2.1: Values of $\gamma^{(k)}$ and $\lambda^{(k)}$ for the discretized convection-diffusion eigenvalue problem (2.34) in Example 2.3.2. Columns 5 and 6 show that the results converged quadratically for $k = 2, 3, 4$ and 5 as predicted by Theorem 2.2.2.

the sixth iterate because of round-off errors in computing the five unknowns and their respective residuals from (2.4), (2.6), (2.10), (2.13) and (2.14). The condition number of $M(\lambda^*, \gamma^*)$ is approximately $2 \times 10^8$, while that of $G_y(y^*)$ is approximately 86. The large condition number of $M(\lambda^*, \gamma^*)$ suggests that we will not achieve accuracy to full double precision, and this is indeed observed in the last three rows of the last two columns of Table 2.1. The computed nonzero values of $f_\gamma(\lambda^*, \gamma^*)$ and $f_{\lambda \lambda}(\lambda^*, \gamma^*)$ are approximately $-1.30221$ and 0.01543 respectively. So, the conditions of Theorems 2.2.1 and 2.2.2 are satisfied.

**Example 2.3.3.** This is the same with the first example but with the second $\gamma$ replaced with a 5. Consider $A(\gamma)$ derived by a finite centred difference discretization of the following convection-diffusion eigenvalue problem

$$-\nabla^2 u + \gamma u_x + 5u_y = \lambda u, \quad \text{in} \quad D := [0,1] \times [0,1], \quad (2.35)$$

$$u = 0, \quad \text{on} \quad \Gamma := \partial D,$$

on a 32 by 32 grid with 961 degrees of freedom. This means that $A(\gamma)$ is of size 961 by 961. The error tolerance, tol = $5 \times 10^{-15}$ while Table 2.2 shows the tabulated values of $\lambda$ and $\gamma$. The solution is obtained by finding the LU factorization of $M(\lambda, \gamma)$ plus one iterative refinement. For $\gamma^{(0)} = -16$, we computed $A(\gamma^{(0)})$ and used two steps of inverse iteration with $\hat{\lambda} = 47$ as a shift to obtain an estimate for the eigenpair $(x, \lambda)$ with $\lambda^{(0)} = \lambda$, and the initial starting vector for the inverse iteration is $x^{(0)} = [1, 0, 1, 0 \cdots , 0, 1, 0, 1]^T/2$. c and b were kept fixed as $c = x$, the computed
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An estimate of the eigenvector from inverse iteration and \( \mathbf{b} = A'(\gamma^{(0)}) \mathbf{c} \). The stopping criterion is as stated in (2.18). The variable step sizes are chosen as follows: \( h_1 = 0.15 \), \( h_2 = 0.22 \), \( h_3 = 0.41 \), \( h_3 = 0.07 \), \( h_3 = 0.1 \), the other intermediate values of \( h \) are computed by the relation

\[
h_k = \frac{1 - (h_1 + h_2 + h_3 + h_3 + h_2)}{p - 4}, \quad \text{for} \quad k = 4, 5, \ldots, 30, \quad p = 31.
\]

Quadratic convergence is easily seen from the fifth column of Table 2.2, from the fourth to the seventh iterates. The condition number of \( \mathbf{M}(\lambda^*, \gamma^*) \) and \( \mathbf{G}_v(\gamma^*) \) are approximately \( 3 \times 10^8 \) and 14 respectively. In this example, which has a greater element of non-symmetry than the previous example, we again fail to see convergence to machine precision, but given the size of the condition number of \( \mathbf{M}(\lambda, \gamma) \) at the root, the results are remarkably good. From the numerical computations, we obtained \( f_\gamma(\lambda^*, \gamma^*) \approx -0.84065, f_{\lambda\lambda}(\lambda^*, \gamma^*) \approx 0.07262 \), which are nonzero. Thus, the computed values of \( f_\gamma(\lambda^*, \gamma^*) \) and \( f_{\lambda\lambda}(\lambda^*, \gamma^*) \) agree with the conditions of Theorems 2.2.1 and 2.2.2 that they are nonzero. From the numerical experiments, the first two

| \( k \) | \( \lambda^{(k)} \) | \( |\lambda^{(k+1)} - \lambda^{(k)}| \) | \( |\gamma^{(k+1)} - \gamma^{(k)}| \) | \( ||\Delta y^{(k)}|| \) | \( ||\mathbf{G}(y^{(k)})|| \) |
|---|---|---|---|---|---|
| 0 | 47.99881 | 8.8e-01 | 1.8e-01 | 9.0e-01 | 9.8e-01 |
| 1 | 48.87667 | 1.5e+00 | 1.5e-02 | 1.5e+00 | 4.8e-01 |
| 2 | 50.40657 | 4.3e-01 | 2.1e-01 | 4.8e-01 | 1.9e-01 |
| 3 | 50.83488 | 4.3e-01 | 1.4e-02 | 4.3e-01 | 1.7e-02 |
| 4 | 50.40355 | 1.1e-01 | 1.5e-03 | 1.1e-01 | 1.1e-02 |
| 5 | 50.51520 | 1.0e-02 | 7.0e-04 | 1.0e-02 | 1.2e-03 |
| 6 | 50.52546 | 6.7e-05 | 7.6e-06 | 6.7e-05 | 1.0e-05 |
| 7 | 50.52553 | 2.0e-09 | 3.9e-10 | 2.1e-09 | 4.4e-10 |
| 8 | 50.52553 | 2.8e-14 | 1.8e-15 | 2.7e-14 | 2.9e-15 |

Table 2.2: Values of \( \gamma^{(k)} \) and \( \lambda^{(k)} \) for the discretized convection-diffusion eigenvalue problem (2.35) in Example 2.3.3. Column five shows that the results converged quadratically as predicted by Theorem 2.2.2, with the exception of the last two rows.

real leftmost eigenvalues of \( \mathbf{A}(\gamma^*) \) coalesced at \( \lambda^* = 50.52553 \) for \( \gamma^* = -15.97019 \).

**Example 2.3.4.** This example is the same as that in Example 2.3.2 where \( \mathbf{A}(\gamma) \) is derived by a finite difference discretization of the convection-diffusion eigenvalue prob-
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\[-\nabla^2 \mathbf{u} + \gamma \mathbf{u}_x + \gamma \mathbf{u}_y = \lambda \mathbf{u}, \quad \text{in} \quad D := [0,1] \times [0,1],
\]

\[u = 0, \quad \text{on} \quad \Gamma := \partial D,
\]

using centre differences but on a 64 by 64 grid so that there are 63 \times 63 (3969) degrees of freedom. The number of degrees of freedom in this example is approximately four times larger than that of Example 2.3.2. The variable step sizes are chosen as: \(h_1 = 0.15, h_2 = 0.2, h_3 = 0.3, h_{31} = 0.07, h_{32} = 0.09\). The other intermediate values of \(h\) are computed by

\[h_k = \frac{1 - (h_1 + h_2 + h_3 + h_{31} + h_{32})}{p - 4}, \quad \text{for} \quad k = 4, 5, \ldots, 62, \quad p = 63.
\]

The error tolerance is \(8 \times 10^{-15}\). Given \(\gamma^{(0)} = 0\), we computed \(A(\gamma^{(0)})\) and used inverse iteration with \(\lambda = 62\) as a shift to obtain an estimate for the eigenpair \((\mathbf{x}, \lambda)\) of -1 times the Laplacian, where \(\lambda^{(0)} = \lambda\). The starting vector for the inverse iteration is \(\mathbf{x}^{(0)} = [1, 0, 0, \ldots, 0, 0]^T\). \(\mathbf{c}\) and \(\mathbf{b}\) were kept fixed as \(\mathbf{c} = \mathbf{x}\) and \(\mathbf{b} = A'(\gamma^{(0)})\mathbf{c}\). The first two real eigenvalues of \(A(\gamma^*)\) coalesced at \(\lambda^* = 63.33495\) for \(\gamma^* = -0.25951\) to form a 2-dimensional Jordan block as shown in Table 2.3. The solution is obtained by finding the LU factorization of \(M(\lambda^{(k)}, \gamma^{(k)})\) plus one iterative refinement in each iteration. We observed quadratic convergence for \(k = 2, 3, 4\) and 5 of column five. The loss of quadratic convergence in the last two rows of Table 2.3 is due to the imprecision in computing the residual in each of the linear solves of Algorithm 3 as stated in Lemma 2.2.5 in the previous section. At the root, \(f_\gamma(\lambda, \gamma) = -0.75971\) and \(f_{\lambda\gamma}(\lambda, \gamma) = -0.32598\), so the conditions of Theorem 2.2.1 and 2.2.2 are satisfied.

Though no numerical computation is done, the next example is a potential application of the theory discussed in this chapter.

**Example 2.3.5.** Consider the following generalized eigenvalue problem

\[(K_T + \gamma A)\mathbf{q} = \lambda M \mathbf{q}, \quad (2.36)\]

arising from the finite element discretization of the supersonic panel flutter problem (as discussed in the third paragraph of Chapter 1), where \(K_T\) and \(M\) are the total stiffness and consistent mass matrices respectively which are symmetric positive definite,
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| k  | λ^(k)  | |λ^(k+1) - λ^(k)| |γ^(k+1) - γ^(k)| ||Δy^(k)|| ||G(y^(k))|| |
|----|--------|----------------|----------------|----------------|--------|----------------|----------------|
| 0  | 62.00001 | 6.8e-01 | 1.8e-01 | 7.1e-01 | 6.1e-01 |
| 1  | 62.68194 | 5.6e-01 | 2.3e-02 | 5.6e-01 | 2.1e-01 |
| 2  | 63.24539 | 9.2e-02 | 5.5e-02 | 1.1e-01 | 4.7e-02 |
| 3  | 63.33725 | 2.3e-03 | 8.2e-04 | 2.4e-03 | 1.1e-03 |
| 4  | 63.33494 | 3.4e-06 | 1.6e-06 | 3.8e-06 | 1.5e-06 |
| 5  | 63.33495 | 6.1e-12 | 1.2e-12 | 6.3e-12 | 2.4e-12 |
| 6  | 63.33495 | 0.0e+00 | 2.0e-14 | 2.1e-14 | 1.6e-14 |
| 7  | 63.33495 | 0.0e+00 | 2.8e-16 | 6.7e-16 | 3.2e-16 |

Table 2.3: Values of γ^(k) and λ^(k) for the discretized convection-diffusion eigenvalue problem (2.34) in Example 2.3.4. Column 5 show that, for k = 2, 3, 4 and 5 we obtained quadratic convergence as predicted by Theorem 2.2.2.

and A is the nonsymmetric aerodynamic load matrix. In this context, γ represents the dynamic pressure parameter and the pair q and λ represent displacements and eigenvalues respectively. When γ = 0, the eigenvalues of (2.36) are real and positive. However, as γ is increased monotonically from zero, the first two smallest eigenvalues λ_1 and λ_2, move and coalesce together to λ* at γ = γ* and become complex conjugate eigenpairs (see, for example, [43, pp. 2268-2269], [44, p. 748]). By making the substitutions x = L^T q and M = LL^T, the above generalized eigenvalue problem reduces to

(B + γC)x = λx, \hspace{1cm} (2.37)

where B = L^{-1}K_T L^{-T}, C = L^{-1}AL^{-T} and in the notation of this chapter (2.37) becomes A(γ)x = λx with A(γ) = B + γC. Note that M = LL^T is the Cholesky factorization [52, p. 262] of M where L is a lower triangular matrix with positive diagonal elements.

For us to solve the five bordered linear system of equations in Algorithm 3 efficiently, in the next section, we present a description of the Block Elimination Mixed method (BEM) algorithm.
2.4 Efficient Solves using Block Elimination Mixed Method

This section is motivated by a desire to solve the bordered linear system of equations (2.4), (2.6), (2.10), (2.13), (2.14) for \( f(\lambda, \gamma), f_\lambda(\lambda, \gamma), f_{\lambda\lambda}(\lambda, \gamma), f_\gamma(\lambda, \gamma), f_{\lambda\gamma}(\lambda, \gamma) \) respectively in Algorithm 3 more efficiently when \( A \) arises from a discretized partial differential equation eigenvalue problem and hence has special structure. This is accomplished using the Block Elimination Mixed method (BEM) of Govaerts and Pryce [25], [27] for solving bordered linear system of equations. There are three subsections. In Subsection 2.4.1, we present the Block Elimination Doolittle (BED) and the Block Elimination Crout (BEC) algorithm. In Subsection 2.4.2, we describe the Block Elimination Mixed (BEM) algorithm. A description of the Thomas algorithm for solving block tridiagonal systems is given in Subsection 2.4.3. We will compare the computational time of solving all the systems involving \( M(\lambda, \gamma) \) on the left hand side using LU-factorization with the time it takes using BEM in Examples 2.3.2, 2.3.3 and 2.3.4 of the last section.

First, we give a brief discussion of what is meant by a stable solver. A solver \( T \) for \( A \) is a map \( T : \mathbb{R}^n \rightarrow \mathbb{R}^n \) such that \( T(v) \) is an approximate solution to \( AT = v \). \( T \) is stable if there exists \( \Delta A, \Delta v \) such that [25, p. 470]

\[
(A + \Delta A)T(v) = v + \Delta v, \quad \text{where} \quad \|\Delta A\| \leq \varepsilon C_T \|A\|, \quad \|\Delta v\| \leq \varepsilon C_T \|v\|,
\]

\( \varepsilon \) is a floating point round off unit and \( C_T \) is a stability constant of \( T \) which is modest [26, p. 497, 500]. Examples of stable solvers are: QR factorization, Cholesky factorization, while an example of an unstable solver is Gaussian elimination without pivoting. However, following [60, pp. 163-170], “Gaussian elimination with partial pivoting is explosively unstable for certain matrices, yet stable in practice.” It is unstable for those matrices in which the growth factor\(^3 \) is large. In this thesis, we shall take the view of [60] and assume that Gaussian elimination with partial pivoting is a stable solver. When we used

\(^3\)Assuming \( A \) has been factored into \( PA = LU \), then the growth factor of \( A \) is defined as \( \xi = \max_{i,j} \frac{|u_{ij}|}{|a_{ij}|} \), where \( u_{ij} \) and \( a_{ij} \) are the entries of \( U \) and \( A \) respectively. Typically for stability, \( \xi \) should be of order one [60, p. 165].
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QR factorization in the numerical examples of the last section, there was no significant improvements than those obtained using LU.

Let \( A \) be singular or nearly singular and consider the problem of solving the following linear system of equations \( M p = b \),

\[
\begin{bmatrix}
A & b \\
c^T & d
\end{bmatrix}
\begin{bmatrix}
x \\
f
\end{bmatrix} =
\begin{bmatrix}
y \\
e
\end{bmatrix},
\]

(2.39)

with \( f, e \in \mathbb{R} \) and \( x, y \in \mathbb{R}^n \), where

\[
M = \begin{bmatrix}
A & b \\
c^T & d
\end{bmatrix} \in \mathbb{R}^{(n+1) \times (n+1)},
\]

is nonsingular. One of the ways of solving (2.39) is to apply the LU factorization directly to \( M \) but this will probably destroy any structure in \( A \). However, BEM (Block Elimination Mixed) is an alternative method of obtaining \( x \) and \( f \) which is more efficient and takes advantage of the structure in \( A \). BEM is based on two block elimination methods: Block Elimination Doolittle (BED) and Block Elimination Crout (BEC). Following [25], if \( M \) is well conditioned and \( A, A^T \) are solved in a stable way, then BED produces \( f \) accurately without any iterative refinement. In the same vein, BEC produces \( x \) accurately. The backward error analysis shows that the accuracy of the solution obtained by BEC depends on the size of the norm of the computed \( h \)-which is a vector that is defined later in Algorithms 7 and 8 (see, [25, Proposition 3.3, p. 476-477]). In a nutshell, BEM uses the ‘relative strengths’ of the two algorithms. This forms the basis for the following discussion on BED and BEC.

2.4.1 Block Elimination Doolittle (BED) and Block Elimination Crout (BEC)

BED is a method of solving the bordered linear system of equations (2.39) by factoring \( M \) blockwise using the following Doolittle factorization (see, for ex-
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ample, [27, p. 162], [25, p. 470])

\[
\begin{bmatrix}
A & b \\
 c^T & d
\end{bmatrix} = \begin{bmatrix}
I & 0 \\
 w^T & 1
\end{bmatrix} \begin{bmatrix}
A & b \\
 0^T & \mu_1
\end{bmatrix},
\]

so that after expanding the right hand side

\[
\begin{bmatrix}
A & b \\
 c^T & d
\end{bmatrix} = \begin{bmatrix}
A & b \\
 w^T A & w^T b + \mu_1
\end{bmatrix},
\]

and equating to the left hand side, we obtain \( w^T A = c^T \) which implies

\[ A^T w = c. \]

In the same vein, since \( d = w^T b + \mu_1 \), we have

\[ \mu_1 = d - w^T b. \]

Note that \( \mu_1 \) is not equal to zero because \( M \) is assumed nonsingular. Moreover, by expanding along the last row of

\[
\begin{bmatrix}
A & b \\
 c^T & d
\end{bmatrix} \begin{bmatrix}
x \\
f
\end{bmatrix} = \begin{bmatrix}
A & b \\
 w^T A & w^T b + \mu_1
\end{bmatrix} \begin{bmatrix}
x \\
f
\end{bmatrix} = \begin{bmatrix}
y \\
e
\end{bmatrix},
\]

we obtain \( w^T Ax + fw^T b + f\mu_1 = e \) and \( w^T (Ax + fb) + f\mu_1 = e \). Using \( Ax + fb = y \), yields \( w^T y + f\mu_1 = e \). Which implies

\[ f = (e - w^T y) / \mu_1. \]

The above analysis now gives rise to Algorithm 6 (see, for example, [25]).

Note that the first two steps in Algorithm 6 compute the block Doolittle factorization and do not rely on the right hand side of (2.39). Furthermore, the backward error analysis shows that the computed \( f \) is an exact solution of a system near \( Mp = g \) (see, for example, [25, pp. 474-475]), hence, BED gives accurate approximations to \( f \) without any iterative refinement. However, it was observed numerically that one major drawback of BED [25, p. 471] is that
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**Algorithm 6** BEd Algorithm for solving Bordered Linear Systems

**Input:** M partitioned into A, b, c, d and right hand sides y and e.
1: Solve $A^T w = c$ for $w$.
2: Compute $\mu_1 = d - w^T b$.
3: Compute $f = (e - w^T y)/\mu_1$.
4: Solve $Ax = y - fb$ for $x$.

**Output:** $x, f$.

More iterative refinement steps are needed to give a good approximation to $x$. Next, we present a description of the BEC algorithm.

BEC is another way of solving (2.39) by using the following block Crout factorization (see, for example [27, p. 162], [25, p. 470])

\[
\begin{bmatrix}
A & b \\
\text{c}^T & d
\end{bmatrix} = \begin{bmatrix}
A & 0 \\
\text{c}^T & \mu
\end{bmatrix} \begin{bmatrix}
\text{I} & q \\
0^T & 1
\end{bmatrix}, \quad \mu \neq 0.
\]

After expanding the right hand side,

\[
\begin{bmatrix}
A & b \\
\text{c}^T & d
\end{bmatrix} = \begin{bmatrix}
A & Aq \\
\text{c}^T & \text{c}^T q + \mu
\end{bmatrix}.
\]

By equating both sides componentwise, we obtain

\[Aq = b,\]

and

\[\mu = d - \text{c}^T q.\]

Observe that because M is nonsingular by assumption, this means that $\mu$ cannot be zero. If we expand along the first $n$ rows of

\[
\begin{bmatrix}
A & b \\
\text{c}^T & d
\end{bmatrix} \begin{bmatrix}
x \\
f
\end{bmatrix} = \begin{bmatrix}
A & Aq \\
\text{c}^T & \text{c}^T q + \mu
\end{bmatrix} \begin{bmatrix}
x \\
f
\end{bmatrix} = \begin{bmatrix}
y \\
e
\end{bmatrix}, \quad (2.40)
\]

we obtain $Ax + fAq = y$. By letting $h = x + f q, x = h - f q$, implies

\[A(x + f q) = y.\]
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can be rewritten as

\[ Ah = y. \]

Now observe that from the last row of (2.40), \( c^T x + f(c^T q + \mu) = e. \) After some simplifications using \( h = x + f q, \) we obtain

\[ f = (e - c^T h) / \mu. \]

These now give rise to the following algorithm: BEC Algorithm 7 ([25, p. 470], [27, pp. 162-163]). The two algorithms outlined above, BED and BEC give

**Algorithm 7** BEC Algorithm for solving Bordered Linear Systems

**Input:** M partitioned into A, b, c, d and right hand sides y and e.
1. Solve \( Aq = b \) for \( q. \)
2. Compute \( \mu = d - c^T q. \)
3. Solve \( Ah = y \) for \( h. \)
4. Compute \( f = (e - c^T h) / \mu. \)
5. Compute \( x = h - f q \) for \( x. \)

**Output:** \( x, f. \)

very good approximations to both \( x \) and \( f \) if \( M \) and \( A \) are well conditioned or \( M \) is well conditioned and \( A \) is not too ill-conditioned and a solver for \( A \) and \( A^T \) is stable [25, p. 470]. However, Govaerts and Pryce ([25, p. 470] [26, 492-493]) suggested that, in the special case when \( A \) is less well conditioned, the computed solutions can be improved by iterative refinement. Govaerts and Pryce [26, 492-493] used LU and QR solvers in showing that BEC+1\(^4\) (BEC plus one iterative refinement) gives \( x \) and \( f \) accurately with two examples in which \( A \) is singular in one and nearly singular in the other. Nevertheless, it has been shown numerically in [27, 471-472] that BEC+1 fails (failure in computing \( x \) accurately) with a solver based on the preconditioned conjugate gradient algorithm applied to a symmetric positive-semidefinite \( A \) (with the diagonals of \( A \) as preconditioner) and proposed the method of Block Elimination Mixed (BEM) ([26, p. 491], [25, p. 470], [27, pp. 162-163]).

\(^4\)In the iterative refinement step of BEC+1, we do not recompute \( q \) and \( \mu \) again i.e., Crout’s factorization is done once. Meaning that BEC+1 entails only 3 “black box” solves for \( A [26, p. 492.\)
2.4.2 Block Elimination Mixed method (BEM)

In this section, we present the Block Elimination Mixed method (BEM) algorithm given by Govaerts [25] which combines the two previous algorithms. BEM uses a mixture of BED and BEC in which \( f \) is first computed by BED, the value of \( f \) obtained in addition to a zero vector as an approximate solution to \( x \), are then used in one step of BEC [25, p. 472] to produce the following algorithm: BEM Algorithm 8.

**Algorithm 8** BEM Algorithm for Solving Bordered Linear Systems

**Input:** \( M \) partitioned into \( A, b, c, d \) and right hand sides \( y \) and \( e \).

1. Solve \( A^T w = c \) for \( w \).
2. Calculate \( \mu_1 = d - w^T b \).
3. Calculate \( f = (e - w^T y) / \mu_1 \).
4. Solve \( Aq = b \) for \( q \).
5. Calculate \( \mu = d - c^T q \).
6. Compute \( y_1 = y - fb \).
7. Compute \( e_1 = e - fd \).
8. Solve \( Ah = y_1 \) for \( h \).
9. Calculate \( f_1 = (e_1 - c^T h) / \mu \).
10. Compute \( x = h - f_1 q \).
11. Compute \( f = f + f_1 \).

**Output:** \( x, f \).

The error analysis of BEM in [25] shows that it gives accurate approximations to both \( x \) and \( f \) if \( M \) is well conditioned and the solvers for both \( A \) and \( A^T \) are stable. Observe from Algorithm 8, that the first three steps are the preprocessing part of BED, steps 4-5 of BEM are the preprocessing part of BEC. Furthermore, steps 6-7 compute the residuals with the \( f \) obtained in step 3 and a zero vector for \( x \) as first approximations to the solution. Steps 8-10 corresponds to the residual correction by BEC, while in step 11, the computed value of \( f \) is updated. For a solver based on 'LU' factorization, only one LU factorization is needed to implement steps 1, 4 and 8 of BEM. This is because \( A = LU \) implies \( A^T = U^T L^T \). It should be remarked that step 4 of BED is omitted in BEM to escape another solve for \( A \). Had we included step 4 of BED in BEM, we then modify steps 6-7 and update \( x = x + x_1 \) in step 12 [25, p. 473].

If \( A \) is ill-conditioned, then the computed results of BEM can be improved by one (i.e., BEM+1) or more iterative refinements. BEM+1 requires just four
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solves, namely, the three solves in Algorithm 8 plus one solve in step 7 of Algorithm 9. Next, we present the iterative refinement steps of BEM: Algorithm 9.

**Algorithm 9** BEM+k Algorithm (*k* number of iterative refinements)

**Input:** \( \mathbf{M} \) partitioned into \( \mathbf{A} \), \( \mathbf{b} \), \( \mathbf{c} \), \( \mathbf{d} \) and right hand sides \( \mathbf{y} \) and \( \mathbf{e} \).

1. Use BEM Algorithm 8 to compute \( \mathbf{x}_1 \) and \( f_1, \mathbf{w}, \mathbf{q}, \mu_1 \) and \( \mu \).
2. **for** \( k = 1, 2, \ldots, \) **do**
3. Compute the residuals
   \[ y_1 = \mathbf{y} - \mathbf{A} \mathbf{x}_1 - f_1 \mathbf{b} \]
   \[ e_1 = \mathbf{e} - \mathbf{c}^T \mathbf{x}_1 - f_1 \mathbf{d} \]
4. Calculate \( f = (e_1 - \mathbf{w}^T y_1) / \mu_1 \).
5. Compute \( \mathbf{y}_2 = \mathbf{y}_1 - f \mathbf{b} \).
6. Compute \( e_2 = e_1 - f \mathbf{d} \).
7. Solve \( \mathbf{Ah} = \mathbf{y}_2 \) for \( \mathbf{h} \) using Thomas algorithm or any other solver.
8. Calculate \( f_2 = (e_2 - \mathbf{c}^T \mathbf{h}) / \mu \).
9. Compute \( \mathbf{x}_2 = \mathbf{h} - f_2 \mathbf{q} \).
10. Compute \( f_2 = f + f_2 \).
11. Update \( \mathbf{x}_1 = \mathbf{x}_1 + \mathbf{x}_2 \) and \( f_1 = f_1 + f_2 \).
12. **end for**

**Output:** \( \mathbf{x}_1, f_1 \).

We conclude this section by stating that given stable solvers for \( \mathbf{A} \) and \( \mathbf{A}^T \), BEM is a stable solver. Let \( C_T \) be the common upper bound of the stability constants of the solvers with \( \mathbf{A} \) and \( \mathbf{A}^T \) transposed. The stability result in [27, p. 165] shows that provided \( \mathbf{M} \) is not too ill-conditioned, the stability constant of BEM is a linear combination of \( C_T \) and the inner product constant \(^5\) \( C_p \).

Often in cases where the matrix \( \mathbf{A} \) arises from the five-point finite difference discretization of partial differential equations, it usually has special structure, that is, large sparse and block tridiagonal. In which an 'LU' type factorization destroys the sparsity structure within the blocks, it is better to use solvers that preserve this block structure. One of such structure preserving direct solver is the block Thomas algorithm. In the next section, we describe the block Thomas algorithm for solving block tridiagonal systems.

---

\(^5\) The inner product constant \( C_p \) is such that \( f(\mathbf{x}^T \mathbf{y}) = \mathbf{x}^T \vartheta \mathbf{y}, \vartheta \in (iC_p) \) where \( \vartheta \) is a diagonal matrix and \( C_p \leq n, n \) is the size of \( \mathbf{A} \). In the scalar case, the notation \( \vartheta \in \{1(\delta)\}, \delta > 0 \) means \( \vartheta = \epsilon^\delta \) where \( |\mu| \leq \delta \). In the matrix case, \( \vartheta \) is a product of a finite number of matrices \( \exp(\mathbf{E}_k) \) where \( \sum_k \|\mathbf{E}_k\| \leq \delta \) [27, p. 474].

---

61
2.4.3 Thomas Algorithm for Solving Block Tridiagonal Systems

We consider the problem of solving a square linear system of equations, \( Ax = b \) in which \( A \) is large sparse, partitioned into blocks, each block is of size \( N \) by \( N \) and is either diagonal or tridiagonal. In practical applications, such matrices arise from a five-point finite difference discretization of partial differential equations as in Examples 2.3.2, 2.3.3 and 2.3.4.

This section is structured as follows, we use a block LU-type factorization in factoring \( A \), after which block forward and backward substitutions are used in solving for the unknown vector-x. We present Algorithm 10, which is actually the Thomas algorithm for solving block tridiagonal systems, and the computational cost in terms of the number of floating point operations required. The material in this section can be found in [31, pp. 58-61], [20, pp. 121-122] and [1].

Let \( A \) be partitioned as

\[
A = \begin{bmatrix}
B_1 & C_1 \\
A_2 & B_2 & C_2 \\
A_3 & B_3 & C_3 \\
& \ddots & \ddots \\
A_{N-1} & B_{N-1} & C_{N-1} \\
A_N & B_N \\
\end{bmatrix}, \tag{2.41}
\]

where the \( A_k, B_k, C_k \)'s are of size \( N \) by \( N \). Note that the \( A_k, B_k, C_k \)'s do not have to be equal. The unknown vector \( x \) and corresponding right hand side is partitioned as

\[
x = \begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_N \\
\end{bmatrix}, \quad \text{and} \quad b = \begin{bmatrix}
b_1 \\
b_2 \\
b_3 \\
\vdots \\
b_N \\
\end{bmatrix}, \tag{2.42}
\]

where each \( x_k \) and \( b_k \) are in \( \mathbb{R}^N \). We factor \( A \) into a block LU type factorization.
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of the form

$$A = LU = \begin{bmatrix}
\Gamma_1 & \Theta_2 & \Gamma_2 & \Theta_3 & \Gamma_3 & \ldots & \Theta_{N-1} & \Gamma_{N-1} \\
\Theta_2 & \Gamma_2 & \Theta_3 & \Gamma_3 & \ldots & \Theta_{N-1} & \Gamma_{N-1} \\
\Gamma_2 & \Theta_3 & \Gamma_3 & \ldots & \Theta_{N-1} & \Gamma_{N-1} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\Theta_{N-1} & \Gamma_{N-1} & \Theta_N & \Gamma_N
\end{bmatrix} \begin{bmatrix}
I & \Delta_1 \\
I & \Delta_2 \\
I & \Delta_3 \\
\ldots & \ldots & \ldots & \ldots \\
I & \Delta_{N-1} \\
I & \Gamma_{N-1} \\
I & \Gamma_N
\end{bmatrix},$$

(2.43)

where $I$ is the $N$ by $N$ identity matrix, $\Theta_k$, $\Delta_k$ and $\Gamma_k$ are square matrices. The 'L' and 'U' factors are block bidiagonal and the above factorization is not unique. This is because, we can also factor $A$ as

$$A = \begin{bmatrix}
I & \Delta_1 & I & \ldots & \ldots & \ldots & \ldots \\
\Delta_1 & I & \Delta_2 & I & \ldots & \ldots & \ldots \\
\Delta_2 & I & \ldots & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\Delta_{N-2} & I & \ldots & \ldots & \ldots & \ldots & \ldots \\
\Delta_{N-1} & I
\end{bmatrix} \begin{bmatrix}
\Gamma_1 & \Theta_2 \\
\Gamma_2 & \Theta_3 \\
\Gamma_3 & \Theta_4 \\
\ldots & \ldots & \ldots & \ldots \\
\Gamma_{N-1} & \Theta_N \\
\Gamma_N
\end{bmatrix}.$$  

After expanding the right hand side of (2.43) and comparing with the entries of $A$ in (2.41) blockwisely, we obtain

$$\Theta_k = A_k, \quad \text{for} \quad k = 2, 3, \ldots, N,$n

$$\Gamma_1 = B_1, \quad \text{and} \quad \Gamma_1 \Delta_1 = C_1,$n

and the following recurrence $\Gamma_k \Delta_k = C_k$, where

$$\Gamma_k = B_k - A_k \Delta_{k-1},$$

for $k = 2, 3, \ldots N$. We first solve for $\Delta_k$, use the previous $\Delta_{k-1}$ and then substitute into $\Gamma_k = B_k - A_k \Delta_{k-1}$ to get the $\Gamma_k$’s. This completes the block LU factorization of $A$. The system $Ax = b$ now reduces to solving

$$Ly = b, \quad \text{and} \quad Ux = y,$$
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for \( y \) and \( x \) respectively. Now, using the L factor in (2.42), we can rewrite \( Ly = b \) as

\[
Ly = \begin{bmatrix}
\Gamma_1 \\
A_2 & \Gamma_2 \\
A_3 & \Gamma_3 \\
\vdots & \ddots \\
A_{N-1} & \Gamma_{N-1} \\
A_N & \Gamma_N
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
\vdots \\
y_{N-1} \\
y_N
\end{bmatrix} = \begin{bmatrix}
b_1 \\
b_2 \\
b_3 \\
\vdots \\
b_{N-1} \\
b_N
\end{bmatrix}.
\]

Observe that one can solve for the \( y_k \)'s, using forward substitution, beginning with \( \Gamma_1 y_1 = b_1 \), for \( y_1 \). Then for \( k = 2, 3, \ldots, N \), we solve for the remaining \( y_k \)'s from the relation

\[
\Gamma_k y_k = b_k - A_k y_{k-1}.
\]

We now substitute the computed values of \( y_k \) into \( Ux = y \), that is,

\[
\begin{bmatrix}
I & \Delta_1 \\
I & \Delta_2 \\
I & \Delta_3 \\
\vdots & \ddots \\
I & \Delta_{N-1} \\
I
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_{N-1} \\
x_N
\end{bmatrix} = \begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
\vdots \\
y_{N-1} \\
y_N
\end{bmatrix}.
\]

It is easily seen from the last row above that \( x_N = y_N \). Using backward substitution, we obtain the remaining \( x_k \)'s from the recurrence relation

\[
x_k = y_k - \Delta_k x_{k+1},
\]

for \( k = N - 1, N - 2, \ldots, 2, 1 \). The above theory now leads to Algorithm 10: Thomas Algorithm (see, for example, [31, pp. 58-61] and [20, pp. 121-122]). Note that 'LU' factorization can be used in the four block solves in Algorithm 10. This is what makes the Thomas algorithm an efficient solver for BEM, because one can store the 'L' and 'U' factors for \( \Gamma_1 \) and \( \Gamma_k \) in steps 2 and 6 of Algorithm 10 to solve the systems in steps 1, 4 and 8 of BEM Algorithm 8.

Next, we briefly describe the operation counts for the Thomas Algorithm.
**Algorithm 10** Thomas Algorithm for block Tridiagonal Systems

**Input:** A, b and N.

1. Set $\Gamma_1 = B_1$.
2. Solve $\Gamma_1 \Delta_1 = C_1$ for $\Delta_1$.
3. Solve $\Gamma_1 y_1 = b_1$ for $y_1$.
4. for $k = 2, 3, \ldots, N$ do
   5. Compute $\Gamma_k = B_k - A_k \Delta_{k-1}$.
   6. Solve $\Gamma_k \Delta_k = C_k$ for $\Delta_k$.
   7. Solve $\Gamma_k y_k = b_k - A_k y_{k-1}$, for $y_k$.
   8. end for
9. Set $x_N = y_N$.
10. for $k = N - 1 : -1 : 1$ do
11. $x_k = y_k - \Delta_k x_{k+1}$.
12. end for

**Output:** x

Note that since A has been partitioned into N blocks in N unknowns, this means that there are $n = N^2$ unknowns. Observe that the solution of $Ax = b$ by LU factorization costs $O(N^2)^3$ operations. Since the product of two N by N matrices requires $N^3$ operations [31], this implies that forward substitution which involves $(N - 1)$ matrix-matrix multiplication at a cost of $2N^3$ operations and approximately $2(N^2)^2$ total operations. Similarly, there are $(N - 1)$ LU factorizations at $\frac{2}{3}N^3$ operations which amounts to approximately $O(N^2)^2$ operations. Moreover, $N^2$ triangular solves are required at a cost of $N^2$ operations and $\sim O(N^2)^2$ floating point operations. Therefore, the total floating point operations required for Thomas block tridiagonal algorithm is approximately $O(N^2)^2$ operations. Hence, in solving $Ax = b$ where A is large and sparse, Thomas algorithm requires less number of operations and storage than the direct LU.

Finally, we compare the computational time and number of iterations obtained by using direct LU factorization to solve the bordered linear systems of Algorithm 3 and BEM on three numerical examples from the last section. In all numerical examples, the solver for BEM is the Thomas algorithm for block tridiagonal systems. The comparison table is drawn based on the results presented in Tables 2.1, 2.2 and 2.3 of Examples 2.3.2, 2.3.3 and 2.3.4 respectively.

**Example 2.4.1.** We repeated the computations in Section 2.3 using BEM with the
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same initial guesses and stopping tolerance. Table 2.4 gives a comparison of the cpu time and number of iterations obtained by solving the five bordered systems in Algorithm 2.2.2 using LU factorization of $M(\lambda^{(k)}, \gamma^{(k)})$ and BEM. In using BEM, at each stage of the iteration, we used the Thomas algorithm in solving the three linear systems in BEM involving $A(\gamma^{(k)}) - \lambda^{(k)}I$ on the left hand sides, that is, steps 1, 4, and 8 of Algorithm 8, where in this case $A_k$ and $C_k$ are diagonal matrices and $B_k$ are tridiagonal. The numerical experiments show that solving the bordered system in Examples 2.3.2, 2.3.3 and 2.3.4 using LU factorization of $M(\lambda^{(k)}, \gamma^{(k)})$ and BEM plus one iterative refinement give identical results at the root.

<table>
<thead>
<tr>
<th>Example</th>
<th>Size of $A(\gamma)$</th>
<th>LU of $M(\lambda^{(k)}, \gamma^{(k)})$</th>
<th>BEM+1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3.2</td>
<td>$961 \times 961$</td>
<td>0.32 $k$ 7</td>
<td>0.09 8</td>
</tr>
<tr>
<td>2.3.3</td>
<td>$961 \times 961$</td>
<td>0.32 $k$ 9</td>
<td>0.09 10</td>
</tr>
<tr>
<td>2.3.4</td>
<td>$3969 \times 3969$</td>
<td>12.02 $k$ 7</td>
<td>1.01 7</td>
</tr>
</tbody>
</table>

Table 2.4: Comparing the cpu time between the solution obtained by direct LU factorization of $M(\lambda^{(k)}, \gamma^{(k)})$ with one iterative refinement and BEM+1. The solver for $A(\gamma^{(k)}) - \lambda^{(k)}I$ in BEM is the Thomas algorithm for solving block tridiagonal systems. Clearly, BEM solver outperforms its LU factorization counterpart with the same number of iterative refinement.

From Table 2.4, Time/s represents the total time (in seconds) taken to solve for $f(\lambda, \gamma), f_\lambda(\lambda, \gamma), f_{\lambda\lambda}(\lambda, \gamma), f_\gamma(\lambda, \gamma), f_{\lambda\gamma}(\lambda, \gamma)$ and the corresponding x’s. $k$ represents the total number of iterations it took for Algorithm 3 to satisfy the desired tolerance as reported in the tables in Section 2.3. We remark that as we approach the root in the course of implementing BEM, $A(\gamma^{(k)}) - \lambda^{(k)}I$ became singular as predicted by the theory. Nevertheless, we did not encounter any problem with the program. This is because, only blockwise solves of the entries in $A(\gamma^{(k)}) - \lambda^{(k)}I$ are carried out in the Thomas algorithm. Besides, each $\Gamma_k$ in (2.43) is not singular. It should be noted that without iterative refinement, the accuracy of the results obtained by BEM is of order $10^{-12}$ and $10^{-13}$. A similar situation was encountered in using LU factorization on $M(\lambda^{(k)}, \gamma^{(k)})$. As a result of this, one step of iterative refinement, significantly improved the accuracy of the computed solution by BEM and LU factorization on Examples 2.3.2, 2.3.3, 2.3.4.

Observe from the second row, third and fourth columns of Table 2.4 that while it took 0.32 seconds and 7 iterations for the computed solution obtained by LU fac-
Implicit Determinant Method and the Computation of a 2-Dimensional Jordan Block in a Parameter Dependent Matrix

torization of $\mathbf{M}(\lambda^{(k)}, \gamma^{(k)})$ with one iterative refinement to converge to the desired tolerance, columns five and six show that BEM+1 takes 0.09 seconds and 9 iterations. In the same vein, from the third row, it took 0.32 seconds for the direct LU solver with $\mathbf{M}(\lambda^{(k)}, \gamma^{(k)})$ plus one iterative refinement and 0.09 seconds with BEM+1. It took 9 and 10 iterations respectively for both methods to converge to the desired tolerance.

In the last row of Table 2.4, we see that when the size of the mesh is doubled, the total time taken to solve the five linear systems in Algorithm 3 involving $\mathbf{M}(\lambda^{(k)}, \gamma^{(k)})$ on the right hand sides by LU factorization plus one iterative refinement is twelve times more than the time it took BEM+1. It should be mentioned that when systems involving $\mathbf{M}(\lambda^{(k)}, \gamma^{(k)})$ on the left hand sides were solved in Examples 2.3.2 and 2.3.3 using BEM with an LU solver, it took more time than with an LU solver on $\mathbf{M}(\lambda^{(k)}, \gamma^{(k)})$. This is because BEM required more than one iterative refinements to attain the desired accuracy achieved by using LU on $\mathbf{M}(\lambda^{(k)}, \gamma^{(k)})$ in both examples. This is as a result of the near-singularity or singularity of $\mathbf{A}(\gamma^{(k)}) - \lambda^{(k)} \mathbf{I}$.

In summary, as shown in Table 2.4, the goal of this section has been achieved as we have been able to solve the five bordered linear systems in Algorithm 3 more efficiently using BEM plus one iterative refinement.

In the next section, we present the special case of the theory developed in Section 2.2 in which $\lambda$ is complex.

2.5 Implicit Determinant Method for a Parameter-Dependent Matrix when $\lambda$ is Complex

Up till now, we have assumed that $\lambda^*$ is real. In this section, we extend the theory to the case when $\lambda^*$ is complex, and give an example.

When $\lambda^*$ is complex in (2.4), we split $\lambda$ into its real and imaginary parts as $\lambda = \alpha + i\beta$, where $\alpha$ and $\beta$ are real. Hence, (2.11) can be rewritten as

$$\mathbf{G}(\mathbf{y}) = \begin{bmatrix} f(\alpha, \beta, \gamma) \\ f_\alpha(\alpha, \beta, \gamma) \\ f_\beta(\alpha, \beta, \gamma) \end{bmatrix} = \mathbf{0}, \quad (2.44)$$

where $\mathbf{y} = [\alpha, \beta, \gamma]^T$, and $f(\alpha, \beta, \gamma), f_\alpha(\alpha, \beta, \gamma), f_\beta(\alpha, \beta, \gamma)$ are complex. This means $\mathbf{G}(\mathbf{y}) = \mathbf{0}$, is six real nonlinear equations in three real unknowns, that
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is,

\[ G(y) = \begin{bmatrix} \text{Re} f(a, \beta, \gamma) \\ \text{Re} f_a(a, \beta, \gamma) \\ \text{Re} f_{\beta}(a, \beta, \gamma) \\ \text{Im} f(a, \beta, \gamma) \\ \text{Im} f_a(a, \beta, \gamma) \\ \text{Im} f_{\beta}(a, \beta, \gamma) \end{bmatrix} = 0. \]

However, in the course of the discussion in this section, this will reduce to a system of four real nonlinear equations in three real unknowns. This is due to the fact that \( f_{\beta}(a, \beta, \gamma) = i f_a(a, \beta, \gamma) \) for all values of \( a, \beta \) and \( \gamma \) as we prove later. Hence, the last equation in (2.44) contains no extra information, and so it will be neglected. The resulting system of nonlinear equations will then be solved using the Gauss-Newton method.

This section is structured as follows, we begin by applying the theory of the implicit determinant method to

\[ N(a, \beta, \gamma) = A(\gamma) - \lambda I = A(\gamma) - (a + i\beta)I, \]

where \( \dim N(N(a^*, \beta^*, \gamma^*)) = 1 \), and \( N(a^*, \beta^*, \gamma^*) \) has a 2-dimensional Jordan block corresponding to a zero eigenvalue. This will then be followed by presenting the four real nonlinear equations in three real unknowns. In Subsection 2.5.1, we show that the resulting Jacobian is of full rank and use the Gauss-Newton method in solving the over-determined nonlinear system of equations. The key results in this section are Lemma 2.5.1, Theorems 2.5.1, 2.5.2, 2.5.3, and Algorithm 11 is given for computing \( a^*, \beta^* \) and \( \gamma^* \).

Write \( M \) from (2.2) in the form

\[ M(a, \beta, \gamma) = \begin{bmatrix} N(a, \beta, \gamma) & b \\ c^H & 0 \end{bmatrix}, \]

where \( N(a, \beta, \gamma) = (A - (a + i\beta)I) \), \( b \) and \( c \) satisfy the conditions of Lemma 2.2.1 and consider the following system of linear equations

\[ \begin{bmatrix} N(a, \beta, \gamma) & b \\ c^H & 0 \end{bmatrix} \begin{bmatrix} x(a, \beta, \gamma) \\ f(a, \beta, \gamma) \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \] (2.45)
Implicit Determinant Method and the Computation of a 2-Dimensional Jordan Block in a Parameter Dependent Matrix

Here, N(α, β, γ) is complex and b, c may be complex, so x(α, β, γ) and f(α, β, γ) are complex. Observe that

$$N_\alpha(\alpha, \beta, \gamma) = -iI, \quad N_\beta(\alpha, \beta, \gamma) = -iI, \quad \text{and} \quad N_\gamma(\alpha, \beta, \gamma) = A'(\gamma), \quad (2.46)$$

so $N_\beta(\alpha, \beta, \gamma) = iN_\alpha(\alpha, \beta, \gamma)$, where $N_\alpha(\alpha, \beta, \gamma) = \frac{d}{d\alpha} N(\alpha, \beta, \gamma)$ e.t.c.

**Lemma 2.5.1.** If b, c are chosen such that $M(\alpha^*, \beta^*, \gamma^*)$ is nonsingular, then

$$f_\beta(\alpha, \beta, \gamma) = if_\alpha(\alpha, \beta, \gamma),$$

for all $\alpha, \beta$ and $\gamma$.

**Proof:** After differentiating (2.45) with respect to $\alpha$ and using (2.46), we obtain

$$\left[ \begin{array}{cc} N(\alpha, \beta, \gamma) & b \\ c^H & 0 \end{array} \right] \left[ \begin{array}{c} x_\alpha(\alpha, \beta, \gamma) \\ f_\alpha(\alpha, \beta, \gamma) \end{array} \right] = \left[ \begin{array}{c} x(\alpha, \beta, \gamma) \\ 0 \end{array} \right]. \quad (2.47)$$

Again, if we differentiate both sides of (2.45) with respect to $\beta$, then with the help of (2.46),

$$\left[ \begin{array}{cc} N(\alpha, \beta, \gamma) & b \\ c^H & 0 \end{array} \right] \left[ \begin{array}{c} x_\beta(\alpha, \beta, \gamma) \\ f_\beta(\alpha, \beta, \gamma) \end{array} \right] = \left[ \begin{array}{c} i x(\alpha, \beta, \gamma) \\ 0 \end{array} \right]. \quad (2.48)$$

Note that both equations (2.47) and (2.48) have the same left hand side $M(\alpha, \beta, \gamma)$ but with different right hand sides, though, the right hand side of (2.47) is a multiple of the right hand side of (2.48), that is,

$$\left[ \begin{array}{c} x_\beta(\alpha, \beta, \gamma) \\ f_\beta(\alpha, \beta, \gamma) \end{array} \right] = i \left[ \begin{array}{c} x_\alpha(\alpha, \beta, \gamma) \\ f_\alpha(\alpha, \beta, \gamma) \end{array} \right], \quad (2.49)$$

for all $\alpha, \beta$ and $\gamma$. Hence, $f_\beta(\alpha, \beta, \gamma) = if_\alpha(\alpha, \beta, \gamma)$ and $x_\beta(\alpha, \beta, \gamma) = ix_\alpha(\alpha, \beta, \gamma)$ for all $\alpha, \beta$ and $\gamma$.

The following fundamental result is a corollary of Theorem 2.2.1.

**Theorem 2.5.1.** Let $A(\gamma^*)$ be a real $n$ by $n$ matrix such that

$$\dim N(N(\alpha^*, \beta^*, \gamma^*)) = 1.$$
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Let zero be an eigenvalue of $N(\alpha^*, \beta^*, \gamma^*)$ corresponding to a 2-dimensional Jordan block. If $b, c$ are chosen such that $M(\alpha^*, \beta^*, \gamma^*)$ is nonsingular, then

1. $f(\alpha^*, \beta^*, \gamma^*) = 0$,
2. $f_\alpha(\alpha^*, \beta^*, \gamma^*) = 0$,
3. $f_\beta(\alpha^*, \beta^*, \gamma^*) = 0$,
4. $f_{\alpha\alpha}(\alpha^*, \beta^*, \gamma^*) \neq 0$.

**Proof:** From (2.45) and because $\dim \mathcal{N}(N(\alpha^*, \beta^*, \gamma^*)) = 1$, the first part of the theorem follows from Lemma 2.2.2. By expanding the first $n$ rows of (2.47) and evaluating at the root, one easily obtains

$$N(\alpha^*, \beta^*, \gamma^*) x_\alpha(\alpha^*, \beta^*, \gamma^*) + f_\alpha(\alpha^*, \beta^*, \gamma^*) b = x(\alpha^*, \beta^*, \gamma^*). \quad (2.50)$$

After premultiplying both sides by $\psi^* H$, for all $\psi^* \in \mathcal{N}(N(\alpha^*, \beta^*, \gamma^*)^H) \setminus \{0\}$, we obtain

$$\psi^* H N(\alpha^*, \beta^*, \gamma^*) x_\alpha(\alpha^*, \beta^*, \gamma^*) + f_\alpha(\alpha^*, \beta^*, \gamma^*) \psi^* H b = \psi^* H x(\alpha^*, \beta^*, \gamma^*).$$

The definition of $\psi^*$ ensures that the first term on the left hand side equals zero, so that

$$f_\alpha(\alpha^*, \beta^*, \gamma^*) = \frac{\psi^* H x(\alpha^*, \beta^*, \gamma^*)}{\psi^* H b} = \frac{\tau \psi^* H \phi^*}{\psi^* H b}.$$

Note that from Lemma 2.2.1, $x(\alpha^*, \beta^*, \gamma^*) = \tau \phi^*$. Hence, $f_\alpha(\alpha^*, \beta^*, \gamma^*) = 0$ because $\psi^* H \phi^* = 0$, (cf., Theorem 2.2.1). Thus,

$$N(\alpha^*, \beta^*, \gamma^*) x_\alpha(\alpha^*, \beta^*, \gamma^*) = x(\alpha^*, \beta^*, \gamma^*),$$

is obvious from (2.50). This means $x_\alpha(\alpha^*, \beta^*, \gamma^*)$ can be taken as the generalised eigenvector of $N(\alpha^*, \beta^*, \gamma^*)$ corresponding to a double zero eigenvalue. Hence,

$$\psi^* H x_\alpha(\alpha^*, \beta^*, \gamma^*) \neq 0, \quad (2.51)$$

by the dimensionality of the Jordan block.
Since (2.49) holds for all \( \alpha, \beta \) and \( \gamma \), we deduce that,

\[
f_\beta(\alpha^*, \beta^*, \gamma^*) = \text{id}_\alpha(\alpha^*, \beta^*, \gamma^*) = 0,
\]

because \( f_\alpha(\alpha^*, \beta^*, \gamma^*) \). Thus, proving the third part of the theorem. Next, if we differentiate both sides of (2.47) with respect to \( \alpha \) and after some simplifications

\[
\begin{bmatrix}
\mathbf{N}(\alpha, \beta, \gamma) & \mathbf{b} \\
\mathbf{c}^H & 0
\end{bmatrix}
\begin{bmatrix}
x_{\alpha\alpha}(\alpha, \beta, \gamma) \\
f_{\alpha\alpha}(\alpha, \beta, \gamma)
\end{bmatrix}
= 
\begin{bmatrix}
2x_\alpha(\alpha, \beta, \gamma) \\
0
\end{bmatrix}.
\]

This means

\[
\mathbf{N}(\alpha, \beta, \gamma)x_{\alpha\alpha}(\alpha, \beta, \gamma) + f_{\alpha\alpha}(\alpha, \beta, \gamma)b = 2x_\alpha(\alpha, \beta, \gamma),
\]

and

\[
f_{\alpha\alpha}(\alpha^*, \beta^*, \gamma^*) = \frac{2\psi^*Hx_\alpha(\alpha^*, \beta^*, \gamma^*)}{\psi^*Hb}.
\]

Accordingly, \( f_{\alpha\alpha}(\alpha^*, \beta^*, \gamma^*) \) is nonzero using (2.51).

Now, by differentiating both sides of (2.48) with respect to \( \beta \),

\[
\begin{bmatrix}
\mathbf{N}(\alpha, \beta, \gamma) & \mathbf{b} \\
\mathbf{c}^H & 0
\end{bmatrix}
\begin{bmatrix}
x_{\beta\beta}(\alpha, \beta, \gamma) \\
f_{\beta\beta}(\alpha, \beta, \gamma)
\end{bmatrix}
= 
\begin{bmatrix}
2ix_\beta(\alpha, \beta, \gamma) \\
0
\end{bmatrix} = 
\begin{bmatrix}
-2x_\alpha(\alpha, \beta, \gamma) \\
0
\end{bmatrix}.
\]

Observe from (2.52) and (2.54) that for all \( \alpha, \beta \) and \( \gamma \),

\[
\begin{bmatrix}
x_{\beta\beta}(\alpha, \beta, \gamma) \\
f_{\beta\beta}(\alpha, \beta, \gamma)
\end{bmatrix} = - \begin{bmatrix}
x_{\alpha\alpha}(\alpha, \beta, \gamma) \\
f_{\alpha\alpha}(\alpha, \beta, \gamma)
\end{bmatrix}.
\]

The next result tells us more about the conditions satisfied by the partial derivatives of \( f(\alpha, \beta, \gamma) \). The second part of the theorem makes use of (2.49).

**Theorem 2.5.2.** Assume the conditions of Theorem 2.5.1 hold. If

\[
\psi^*H\mathbf{A}'(\gamma^*)X(\alpha^*, \beta^*, \gamma^*) \neq 0,
\]

then \( f_\gamma(\alpha^*, \beta^*, \gamma^*) \neq 0 \). Moreover, \( f_{\alpha \beta}(\alpha^*, \beta^*, \gamma^*) \neq 0 \).
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**Proof:** If we differentiate both sides of (2.45) with respect to \( \gamma \), then

\[
\begin{bmatrix}
N(\alpha, \beta, \gamma) & b \\
cH & 0
\end{bmatrix}
\begin{bmatrix}
x_\gamma(\alpha, \beta, \gamma) \\
f_\gamma(\alpha, \beta, \gamma)
\end{bmatrix}
= \begin{bmatrix}
-A'(\gamma)x(\alpha, \beta, \gamma) \\
0
\end{bmatrix}.
\]  

(2.56)

But by assumption, \( \psi^*H A'(\gamma^*)x(\alpha^*, \beta^*, \gamma^*) \) is nonzero, this implies

\[f_\gamma(\alpha^*, \beta^*, \gamma^*) = -\frac{\psi^*H A'(\gamma^*)x(\alpha^*, \beta^*, \gamma^*)}{\psi^*H b},\]

which is also nonzero. Furthermore, by differentiating both sides of (2.47) with respect to \( \beta \), and using (2.49) yields

\[
\begin{bmatrix}
N(\alpha, \beta, \gamma) & b \\
cH & 0
\end{bmatrix}
\begin{bmatrix}
x_\alpha(\alpha, \beta, \gamma) \\
x_\beta(\alpha, \beta, \gamma)
\end{bmatrix}
= \begin{bmatrix}
x_\beta(\alpha, \beta, \gamma) + ix_\alpha(\alpha, \beta, \gamma) \\
0
\end{bmatrix}.
\]  

(2.57)

It is not difficult to see from (2.49) that

\[f_\alpha(\alpha^*, \beta^*, \gamma^*) = \frac{2i\psi^*H x_\alpha(\alpha^*, \beta^*, \gamma^*)}{\psi^*H b},\]

(2.58)

which is nonzero, since \( \psi^*H x_\alpha(\alpha^*, \beta^*, \gamma^*) \neq 0 \).

Notice that by virtue of the right hand sides of (2.52) and (2.57),

\[
\begin{bmatrix}
x_\alpha(\alpha, \beta, \gamma) \\
f_\alpha(\alpha, \beta, \gamma)
\end{bmatrix}
= i \begin{bmatrix}
x_\alpha(\alpha, \beta, \gamma) \\
f_\alpha(\alpha, \beta, \gamma)
\end{bmatrix}.
\]  

(2.59)

Observe that after differentiating both sides of (2.47) and (2.48) respectively with respect to \( \gamma \), one easily obtains

\[
\begin{bmatrix}
N(\alpha, \beta, \gamma) & b \\
cH & 0
\end{bmatrix}
\begin{bmatrix}
x_\gamma(\alpha, \beta, \gamma) \\
f_\gamma(\alpha, \beta, \gamma)
\end{bmatrix}
= \begin{bmatrix}
x_\gamma(\alpha, \beta, \gamma) - A'(\gamma)x_\alpha(\alpha, \beta, \gamma) \\
0
\end{bmatrix}.
\]  

(2.60)

Since \( f_\beta(\alpha, \beta, \gamma) = if_\alpha(\alpha, \beta, \gamma) \) for all \( \alpha, \beta \) and \( \gamma \) from (2.49), it then means \( f_\beta(\alpha, \beta, \gamma) \) contains no extra information. Consequently, we neglect the third
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equation in (2.44), so that

\[ \mathbf{G}(\mathbf{y}) = \begin{bmatrix} f(a, \beta, \gamma) \\ f_a(a, \beta, \gamma) \end{bmatrix} = 0. \]

Therefore, the six over-determined nonlinear system in three real unknowns presented earlier reduces to the following four real over-determined nonlinear system of equations in three real unknowns,

\[ \mathbf{F}(\mathbf{y}) = \begin{bmatrix} \text{Re}[f(a, \beta, \gamma)] \\ \text{Re}[f_a(a, \beta, \gamma)] \\ \text{Im}[f(a, \beta, \gamma)] \\ \text{Im}[f_a(a, \beta, \gamma)] \end{bmatrix} = 0, \quad (2.61) \]

where \( \mathbf{F} : \mathbb{R}^3 \to \mathbb{R}^4 \), \( \mathbf{F}(\mathbf{y}) \in \mathbb{R}^4 \) and \( \mathbf{y} = [a, \beta, \gamma]^T \). The Jacobian of \( \mathbf{F}(\mathbf{y}) \), can be expressed as

\[ \mathbf{F}_y(\mathbf{y}) = \begin{bmatrix} \text{Re}[f_a(a, \beta, \gamma)] & \text{Re}[f_\beta(a, \beta, \gamma)] & \text{Re}[f_\gamma(a, \beta, \gamma)] \\ \text{Re}[f_{aa}(a, \beta, \gamma)] & \text{Re}[f_{a\beta}(a, \beta, \gamma)] & \text{Re}[f_{a\gamma}(a, \beta, \gamma)] \\ \text{Im}[f_a(a, \beta, \gamma)] & \text{Im}[f_\beta(a, \beta, \gamma)] & \text{Im}[f_\gamma(a, \beta, \gamma)] \\ \text{Im}[f_{aa}(a, \beta, \gamma)] & \text{Im}[f_{a\beta}(a, \beta, \gamma)] & \text{Im}[f_{a\gamma}(a, \beta, \gamma)] \end{bmatrix} \in \mathbb{R}^{4 \times 3}. \quad (2.62) \]

Next, we describe the Gauss-Newton method for solving the four real over-determined nonlinear system of equations for the three real unknown parameters, \( a, \beta \) and \( \gamma \).

### 2.5.1 The Gauss-Newton Method for Solving (2.61)

In this section, we show that the rectangular Jacobian in (2.62) is of full rank at the root and apply the Gauss-Newton method to solve the four real over-determined nonlinear system of equations (2.61) in three real unknowns. The key result in this section is Theorem 2.5.3, and Algorithm 11 is given for computing the parameters \( a, \beta \) and \( \gamma \).

From the algebra of complex numbers, since \( f_\beta(a, \beta, \gamma) = if_a(a, \beta, \gamma) \), this
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is equivalent to \( \text{Re}[f_\beta(a, \beta, \gamma)] = -\text{Im}[f_a(a, \beta, \gamma)] \) and

\[ \text{Im}[f_\beta(a, \beta, \gamma)] = \text{Re}[f_a(a, \beta, \gamma)]. \]

In the same vein, \( \text{Re}[f_{a\beta}(a, \beta, \gamma)] = -\text{Im}[f_{aa}(a, \beta, \gamma)] \) and

\[ \text{Im}[f_{a\beta}(a, \beta, \gamma)] = \text{Re}[f_{aa}(a, \beta, \gamma)], \]

because

\[ f_{a\beta}(a, \beta, \gamma) = if_{aa}(a, \beta, \gamma). \]

Now, observe from (2.58), that \( f_{aa}(a^*, \beta^*, \gamma^*) \neq 0 \). This implies that either \( \text{Re}[f_{aa}(a^*, \beta^*, \gamma^*)] \) is nonzero and \( \text{Im}[f_{aa}(a^*, \beta^*, \gamma^*)] \) is zero, or, \( \text{Re}[f_{aa}(a^*, \beta^*, \gamma^*)] \) is zero and \( \text{Im}[f_{aa}(a^*, \beta^*, \gamma^*)] \) is nonzero, or, both are nonzero. The same argument holds for the real and imaginary parts of \( f_{a\beta}(a^*, \beta^*, \gamma^*) \). Hence, at the root, the Jacobian simplifies to

\[
F_y(y^*) = \begin{bmatrix}
0 & 0 & \text{Re}[f_\gamma(a^*, \beta^*, \gamma^*)] \\
\text{Re}[f_{aa}(a^*, \beta^*, \gamma^*)] & -\text{Im}[f_{aa}(a^*, \beta^*, \gamma^*)] & \text{Im}[f_{a\gamma}(a^*, \beta^*, \gamma^*)] \\
0 & 0 & \text{Im}[f_{\gamma}(a^*, \beta^*, \gamma^*)] \\
\text{Im}[f_{aa}(a^*, \beta^*, \gamma^*)] & \text{Re}[f_{aa}(a^*, \beta^*, \gamma^*)] & \text{Im}[f_{a\gamma}(a^*, \beta^*, \gamma^*)]
\end{bmatrix}
\]

(2.63)

The next theorem shows that the Jacobian above is of full rank.

**Theorem 2.5.3.** Under the assumptions of Theorem 2.5.1 and if \( f_\gamma(a^*, \beta^*, \gamma^*) \neq 0 \), then the Jacobian (2.63) is of full rank.

**Proof:** If we can show that the unknowns \( p, q \) and \( r \) are zero in

\[
\begin{bmatrix}
0 & 0 & \text{Re}[f_\gamma(a^*, \beta^*, \gamma^*)] \\
\text{Re}[f_{aa}(a^*, \beta^*, \gamma^*)] & -\text{Im}[f_{aa}(a^*, \beta^*, \gamma^*)] & \text{Im}[f_{a\gamma}(a^*, \beta^*, \gamma^*)] \\
0 & 0 & \text{Im}[f_{\gamma}(a^*, \beta^*, \gamma^*)] \\
\text{Im}[f_{aa}(a^*, \beta^*, \gamma^*)] & \text{Re}[f_{aa}(a^*, \beta^*, \gamma^*)] & \text{Im}[f_{a\gamma}(a^*, \beta^*, \gamma^*)]
\end{bmatrix}
\begin{bmatrix}
p \\
q \\
r
\end{bmatrix} = 0,
\]

then the Jacobian is of full rank. From the first and third rows, and using the fact that \( f_\gamma(a^*, \beta^*, \gamma^*) \neq 0 \), so that, at least one of \( \text{Re}f_\gamma(a^*, \beta^*, \gamma^*) \) and \( \text{Im}f_\gamma(a^*, \beta^*, \gamma^*) \) is nonzero. This implies, \( r = 0 \). This means that we are left
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with

\[
\begin{bmatrix}
  p \\
  q
\end{bmatrix} = \begin{bmatrix}
  \text{Re}[f_{aa}(\alpha^*, \beta^*, \gamma^*)] & -\text{Im}[f_{aa}(\alpha^*, \beta^*, \gamma^*)] \\
  \text{Im}[f_{aa}(\alpha^*, \beta^*, \gamma^*)] & \text{Re}[f_{aa}(\alpha^*, \beta^*, \gamma^*)]
\end{bmatrix} \begin{bmatrix}
  p \\
  q
\end{bmatrix} = 0.
\]

The determinant of the matrix on the left hand side above is

\[
\det[F_y(y^*)_{2 \times 2}] = (\text{Re}[f_{aa}(\alpha^*, \beta^*, \gamma^*)])^2 + (\text{Im}[f_{aa}(\alpha^*, \beta^*, \gamma^*)])^2.
\]

But from Theorem 2.5.1, \( f_{aa}(\alpha^*, \beta^*, \gamma^*) \) is nonzero. Accordingly, the determinant of \( [F_y(y^*)_{2 \times 2}] \) is nonzero and \( F_y(y^*)_{2 \times 2} \) is nonsingular. Therefore, \( p = q = 0 \) and so \( F_y(y^*) \) is of full rank.

So far, because \( f_\beta(\alpha, \beta, \gamma) = if_a(\alpha, \beta, \gamma) \), we have been able to reduce the six real over-determined nonlinear system of equations in three real unknowns to four with the same number of unknowns. In addition, we have been able to show that the resulting Jacobian is of full rank at the root. Next, we describe an application of the Gauss-Newton method for the solution of the four real over-determined nonlinear system of equations in three real unknowns.

By an application of Gauss-Newton method (see, for example, [16, pp. 221-223]) to the nonlinear least squares problem

\[
\min_{y \in \mathbb{R}^3} \|F(y)\|,
\]

we solve (at least in theory)

\[
[F_y(y^{(k)})^T F_y(y^{(k)})] \Delta y^{(k)} = -F_y(y^{(k)})^T F(y^{(k)}),
\]

for \( \Delta y^{(k)} \) and update \( y^{(k+1)} = y^{(k)} + \Delta y^{(k)} \). Computationally, we find the reduced QR factorization of \( F_y(y^{(k)}) = QR \), where \( Q \in \mathbb{R}^{4 \times 4} \) and \( R \in \mathbb{R}^{3 \times 3} \). After making the necessary substitutions in (2.64), we obtain

\[
R \Delta y^{(k)} = -Q^T F_y(y^{(k)}).
\]

Thus, the four real over-determined nonlinear equations in three real unknowns reduce to solving a square linear system of 3 equations for the 3 unknowns.
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\[ \Delta y^{(k)} = [\Delta \alpha^{(k)}, \Delta \beta^{(k)}, \Delta \gamma^{(k)}] \] and updating

\[
\begin{bmatrix}
\alpha^{(k+1)} \\
\beta^{(k+1)} \\
\gamma^{(k+1)}
\end{bmatrix} =
\begin{bmatrix}
\alpha^{(k)} \\
\beta^{(k)} \\
\gamma^{(k)}
\end{bmatrix} +
\begin{bmatrix}
\Delta \alpha^{(k)} \\
\Delta \beta^{(k)} \\
\Delta \gamma^{(k)}
\end{bmatrix}, \quad \text{for } k = 0, 1, 2, \ldots.
\]

\[ \text{Algorithm 11 Implicit Determinant on } N(\alpha, \beta, \gamma) \text{ to find } [\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}]^T \]

**Input:** Choose \( \alpha^{(0)}, \beta^{(0)}, \gamma^{(0)} \) and \( b, c \in \mathbb{R}^n \setminus \{0\} \) such that \( M(\alpha^{(0)}, \beta^{(0)}, \gamma^{(0)}) \) is nonsingular, \( tol \).

1: \textbf{for} \( k = 0, 1, 2, \ldots \), until convergence \textbf{do}
2: \textbf{Solve} (2.45) for \( f(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \).
3: \textbf{Use} the \( x(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \) from the first step to compute \( f_\alpha(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \) from (2.47).
4: \textbf{Equate} \( f_\beta(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) = i f_\alpha(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \).
5: \textbf{With} \( x_\alpha(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \) from step 2, \textbf{solve} (2.52) for \( f_{\alpha\alpha}(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \).
6: \textbf{Equate} \( f_{\alpha\beta}(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) = i f_{\alpha\alpha}(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \).
7: \textbf{Solve} (2.56) for \( f_\gamma(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \).
8: \textbf{Solve} (2.60) for \( f_{\alpha \gamma}(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \).
9: \textbf{Form} \( F(y^{(k)}) \) from (2.61).
10: \textbf{Find} the reduced QR factorization of \( F_y(y^{(k)}) \) as in (2.62).
11: \textbf{Solve} the 3 by 3 linear system

\[ R \Delta y^{(k)} = -Q^T F(y^{(k)}), \]

for \( \Delta y^{(k)} \).

12: \textbf{Apply} Newton update

\[
\begin{bmatrix}
\alpha^{(k+1)} \\
\beta^{(k+1)} \\
\gamma^{(k+1)}
\end{bmatrix} =
\begin{bmatrix}
\alpha^{(k)} \\
\beta^{(k)} \\
\gamma^{(k)}
\end{bmatrix} +
\begin{bmatrix}
\Delta \alpha^{(k)} \\
\Delta \beta^{(k)} \\
\Delta \gamma^{(k)}
\end{bmatrix}.
\]

13: \textbf{end for}

**Output:** \( y^{k_{\text{max}}} = [\alpha^{(k_{\text{max}})}, \beta^{(k_{\text{max}})}, \gamma^{(k_{\text{max}})}] \).

Algorithm 11 involves five linear solves with \( M(\alpha^{(k)}, \beta^{(k)}, \gamma^{(k)}) \) on the left hand side but with different right hand sides. Hence, for each iteration, only one LU-factorization is computed while the L and U factors are used in the
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five solves. The stopping condition for Algorithm 11 is

$$\|\Delta y^{(k)}\| \leq tol.$$  \hspace{1cm} (2.65)

Next, we give the following numerical example which illustrates the above theory.

**Example 2.5.1.** Consider the following real parameter-dependent matrix

$$A(\gamma) = \begin{bmatrix} -1 & 1 & 2 & 1 \\ 2 & -1 & 0 & 2 \\ -2 & -1 & -1 & 1 \\ 0 & -2 & \gamma & -1 \end{bmatrix},$$

where $\gamma$ represents power dispatch. This matrix was used in [19, p. 342] to illustrate exact resonance of two complex conjugate pairs of eigenvalues, which occurs when two damped oscillatory modes coalesce. In this example, we seek the value of $\gamma^*$ such that $A(\gamma^*)$ has a 2-dimensional Jordan block corresponding to the eigenvalue $\lambda^* = \alpha^* + i\beta^*$. In fact, $\gamma^* = 0$. The initial guesses for $\alpha^{(0)}$, $\beta^{(0)}$ and $\gamma^{(0)}$ are 2, 5 and 2 respectively. We chose $c$ and $b$ as $c = [1, 0, 0, 0]^T$ and $b = A'(\gamma)c$. The computed values of $\alpha$, $\beta$ and $\gamma$ are as tabulated in Table 2.5. From Table 2.5, we see that as we

| $k$ | $\alpha^{(k)}$ | $\beta^{(k)}$ | $\gamma^{(k)}$ | $|\lambda^{(k)} - \lambda^{(k+1)}|$ | $|\beta^{(k)} - \beta^{(k+1)}|$ | $|\gamma^{(k+1)} - \gamma^{(k)}|$ | $\|G(y^{(k)})\|$ |
|-----|----------------|----------------|----------------|------------------|------------------|------------------|------------------|
| 0   | 2.0            | 5.0            | 2e+00          | 3.5e+00          | 1.6e+00          | 1.2e+01          | 1.2e+01          |
| 1   | -1.4           | 3.3            | 9e+00          | 4.3e-01          | 2.4e+00          | 1.4e+01          | 1.5e+01          |
| 2   | -1.0           | 0.9            | 4e+00          | 1.9e+00          | 2.0e+00          | 5.2e+00          | 5.9e+00          |
| 3   | -2.9           | 2.9            | 5e-01          | 1.1e+00          | 1.1e+00          | 1.8e+00          | 2.4e+00          |
| 4   | -1.8           | 1.9            | 1e+00          | 8.8e-01          | 1.6e-01          | 1.8e+00          | 2.0e+00          |
| 5   | -1.0           | 2.0            | 5e-01          | 2.3e-02          | 5.2e-02          | 5.2e-01          | 5.2e-01          |
| 6   | -0.9           | 2.0            | 1e-02          | 4.9e-03          | 1.3e-02          | 1.4e-02          | 2.0e-02          |
| 7   | -1.0           | 2.0            | 3e-07          | 3.1e-05          | 2.2e-05          | 3.9e-07          | 3.8e-05          |
| 8   | -1.0           | 2.0            | 9e-10          | 2.6e-12          | 4.2e-13          | 9.1e-10          | 9.1e-10          |
| 9   | -1.0           | 2.0            | 5e-20          | 0.0e+00          | 0.0e+00          | 5.1e-20          | 5.2e-20          |

Table 2.5: Values of $\alpha^{(k)}$, $\beta^{(k)}$ and $\gamma^{(k)}$ obtained after applying Algorithm 11 on $A(\gamma)$. From the last row, it will be observed that $\alpha^* = -1$, $\beta^* = 2$ and $\gamma^* = 0$. Column 8 show that the results converged quadratically as predicted by Theorem 2.5.2.

approach the root (in this context, ‘root’ is the same as resonance), we observe quadratic convergence in column eight. This agrees with the standard Gauss-Newton theory.
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Besides, at $\gamma^*=0$, our computations show that $\alpha^* = -1, \beta^* = 2, \text{and } \lambda^* = -1 + 2i$, (as in [19]). Moreover, the computed values of $f_{\gamma}(\alpha^*, \beta^*, \gamma^*)$ and $f_{\alpha\lambda}(\lambda^*, \beta^*, \gamma^*)$ are -2 and 2-2i respectively, which are nonzero as required by Theorems 2.5.1 (part 4) and 2.5.2.

2.6 Conclusion

The aim of this chapter has been achieved, in the sense that given a real parameter-dependent nonsymmetric matrix $A(\gamma)$, we have been able to extend the implicit determinant method of Spence and Poulton in [55] to obtain numerical algorithms for determining when two eigenvalues of $A(\gamma)$ move together and coalesce as the parameter $\gamma$ is varied thereby forming a 2-dimensional Jordan block. The algorithms are based on Newton’s method and we provide conditions under which they achieve quadratic convergence. Results of numerical experiments are given which confirm the theory. Be that as it may, the algorithms relies on close enough initial guesses to the desired values of $\lambda$ and $\gamma$. 
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CHAPTER 3

The Calculation of the Distance to a Nearby Defective Matrix

3.1 Introduction

Let \( A \) be a complex \( n \) by \( n \) matrix with \( n \) distinct eigenvalues. It is a classic problem in numerical linear algebra to find

\[
d(A) = \inf \{ \| A - B \| : B \text{ is a defective matrix} \},
\]

where \( \| \cdot \| = \| \cdot \|_F \) or \( \| \cdot \| = \| \cdot \|_2 \). Hence, \( d(A) \) is the distance of the matrix \( A \) to the set of matrices which have a Jordan block of at least dimension 2. In this chapter, given a simple matrix \( A \), we present two numerical methods to find a nearby defective matrix from \( A \) and the distance between them. For the first method, we extend the implicit determinant method used in Chapter 2 to formulate the problem as a real system of three nonlinear equations in three real unknowns which will be solved by Newton’s method.

The second method is more straightforward but less elegant. Assuming the nearest defective matrix is real, we simply write down all the equations involving all the unknowns, and obtain a real system of \( (2n + 3) \) nonlinear equations in \( (2n + 2) \) real unknowns (we do not consider the complex case here). Though not guaranteed to find the nearest defective matrix, since Newton’s method provides no such guarantees, in all the examples considered our
methods did, in fact, find the nearest defective matrix and hence $d(A)$ was computed.

The distance of a simple matrix to a defective matrix is linked with the sensitivity analysis of eigenvalues. The condition number of a simple eigenvalue $\lambda$ is given by $1/|y^H x|$, (see [62]) where $x$ and $y$ are normalised right and left eigenvectors respectively corresponding to $\lambda$. For a defective eigenvalue, we have $y^H x = 0$. Therefore, the condition number of the defective eigenvalue $\lambda$, is infinite.

However, it is well-known that even if the eigenvalues of a matrix are simple and well-separated from each other, they can be ill-conditioned [62]. Hence the measure of the distance $d(A)$ of a matrix $A$ to a defective matrix $B$ is important for determining the sensitivity of an eigendecomposition. There is a very informative discussion and history of this problem in [5], where the contributions of Demmel [13; 14] and Wilkinson [65; 66] are discussed in detail. Another important paper is that by Lippert and Edelman [36], who use ideas from differential geometry and singularity theory to discuss the sensitivity of double eigenvalues. In particular, they present a condition that measures the ill-conditioning of a matrix with a 2-dimensional Jordan block. Section 1.2 of Chapter one, contains some more literature reviews on this topic. The key paper that provides the solution to the nearest defective matrix problem is that of Alam & Bora [4] who provide both the theory and an algorithm based on pseudospectra.

Following Trefethen and Embree [61], the $\epsilon$-pseudospectrum $\Lambda_\epsilon(A)$ of a matrix $A$ is given by

$$\Lambda_\epsilon(A) = \{\sigma_{\text{min}}(A - zI) < \epsilon\},$$

where $\epsilon > 0$, $\sigma_{\text{min}}$ denotes the smallest singular value and $z \in \mathbb{C}$. Equivalently,

$$\Lambda_\epsilon(A) = \{z \in \mathbb{C} | \det(A + E - zI) = 0, \text{ for some } E \in \mathbb{C}^{n \times n} \text{ with } \|E\| < \epsilon\}.$$ If $\Lambda_\epsilon(A)$ has $n$ components, then $A + E$ has $n$ distinct eigenvalues for all perturbation matrices $E \in \mathbb{C}^{n \times n}$ with $\|E\| < \epsilon$ and hence, $A + E$ is not defective. Alam and Bora [4] take these ideas and seek the smallest perturbation matrix $E$ such that the pseudospectra of $A + E$ coalesce. They present the following
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Theorem (see [4, Theorem 4.1] and [5, Lemma 1]).

**Theorem 3.1.1.** Let \( A \in \mathbb{C}^{n \times n} \) and \( z \in \mathbb{C} \setminus \Lambda(A) \), so that \( A - zI \) has a simple smallest singular value \( \epsilon > 0 \) with corresponding left and right singular vectors \( u \) and \( v \) such that \( (A - zI)v = \epsilon u \). Then \( z \) is an eigenvalue of \( B = A - \epsilon uv^H \) with geometric multiplicity 1 and corresponding left and right eigenvectors \( u \) and \( v \) respectively. Furthermore, if \( u^Hv = 0 \), then \( z \) has algebraic multiplicity two which is greater than one (its geometric multiplicity), hence it is a defective eigenvalue of \( B \) and \( \|A - B\| = \epsilon \).

**Proof:** First, we want to show that \( z \) is an eigenvalue of \( B \). To do this, we subtract \( zI \) from both sides of \( B = A - \epsilon uv^H \) to obtain

\[
B - zI = A - zI - \epsilon uv^H,
\]

and by post multiplying both sides by the right singular vector \( v \) we have,

\[
(B - zI)v = (A - zI - \epsilon uv^H)v = (A - zI)v - \epsilon u = 0,
\]

by assumption. Hence, \( Bv = zv \). In a similar fashion, it can be shown that \( u^HB = zu^H \). This shows that \( u \) and \( v \) are left and right eigenvectors corresponding to the eigenvalue \( z \). Next, we want to show that the geometric multiplicity of \( z \) is one. From \( (B - zI)v = (A - zI - \epsilon uv^H)v \), and using the singular value decomposition

\[
A - zI = U\Sigma V^H = \sum_{k=1}^{n} \sigma_k u_k v_k^H,
\]

where \( u = u_n, \sigma_n = \epsilon \) and \( v = v_n \). Thus, since \( \sigma_n = \epsilon \) is a simple singular value of \( (B - zI) \),

\[
B - zI = \sum_{k=1}^{n} \sigma_k u_k v_k^H - \epsilon uv^H
\]

\[
= \sum_{k=1}^{n-1} \sigma_k u_k v_k^H + \sigma_n u_n v_n^H - \epsilon u_n v_n^H
\]

\[
= \sum_{k=1}^{n-1} \sigma_k u_k v_k^H
\]

\[
= U_{n-1} \Sigma_{n-1} V_{n-1}^H.
\]
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This shows that the rank of \( B - zI \) is \( n - 1 \). Hence \( z \) has a geometric multiplicity of \( 1^1 \). Furthermore, if \( u^Hv = 0 \), then standard Jordan theory shows that there exists a generalised eigenvector \( \hat{v} \) corresponding to the eigenvalue \( z \) such that \( (B - zI)\hat{v} = v \). Hence, \( (B - zI)^2\hat{v} = 0 \) with \( \hat{v} \neq 0 \). Therefore, the algebraic multiplicity of \( z \) is greater than one (its geometric multiplicity), hence \( z \) is a defective eigenvalue of \( B \).

Theorem 3.1.1 leads to the result \( E := -\epsilon uv^H \) so that \( B = A + E \) is a defective matrix and

\[
d(A) = \|E\| = \epsilon \|uv^H\| = \epsilon,
\]

since \( v^Hv = u^Hu = 1 \). One drawback of the algorithm in [4] is that it is rather expensive since it involves repeated calculation of pseudospectra. Also a decision on when two pseudospectral curves coalesce is required. In [5], a method based on calculating lowest generalised saddle points of singular values is described. This has the advantage that it is able to deal with the nongeneric case when \( A - \epsilon uv^H \) is ill-conditioned. We shall present a straightforward, yet elegant and very fast method that deals with the generic case when \( A - \epsilon uv^H \) is well-conditioned.

Using the notation of Theorem 3.1.1 the problem is to find \( z \in \mathbb{C}, u, v \in \mathbb{C}^n \) and \( \epsilon \in \mathbb{R} \) such that

\[
(A - zI)v - \epsilon u = 0, \tag{3.1}
\]
\[
\epsilon v - (A - zI)^Hu = 0, \tag{3.2}
\]

and

\[
u^Hv = 0. \tag{3.3}
\]

Following Theorem 3.1.1 and Lippert and Edelman [36, Sections 4 and 5] we make the following assumption.

Assumption 3.1.1. Assume \( A - zI \) satisfies the conditions of Theorem 3.1.1 and that \( B = A - \epsilon uv^H \) is well-conditioned. That is, with \( z = \alpha + i\beta \), the \( 2 \times 2 \) matrix

\[
\text{rank}(B - zI) = n - \dim \mathcal{N}(B - zI) = n - 1.
\]

This means that the dimension of the nullspace of \( B - zI \) is 1 or \( B \) has a geometric multiplicity of 1.
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\[
\begin{bmatrix}
\varepsilon_{aa} & \varepsilon_{a\beta} \\
\varepsilon_{a\beta} & \varepsilon_{\beta\beta}
\end{bmatrix}
\] is well-conditioned, where \(\varepsilon_{aa}\) denotes the second partial derivative of \(\varepsilon\) with respect to \(\alpha\), etc. (see [36, Theorem 5.1 and Corollary 5.2]).

This chapter is organised as follows. Section 3.2 contains some background theory and the derivation of the implicit determinant method to solve the nearest defective matrix problem. Section 3.3 describes Newton’s method applied to this problem and in Section 3.4 we give numerical examples that illustrate the power of our approach. An alternative approach based on solving (3.1), (3.2) and (3.3) with normalisations of \(u\) and \(v\) is presented in Section 3.5. This is not as elegant as the one in Sections 3.2-3.4, yet gives the same results.

3.2 The Implicit Determinant Method to find a Nearby Defective Matrix

In this section, we describe some background theory and present our numerical approach to finding a nearby defective matrix from a simple one, which is formulated as solving a real 3-dimensional nonlinear system. We emphasise that, since our numerical method uses standard Newton’s method to solve the nonlinear system, we cannot guarantee that it finds the nearest defective matrix. Therefore, the use of the word ‘nearby’. However, a more sophisticated nonlinear solver may be used if greater reliability were sought. We do not do this here because in all our examples the nearest defective matrix was found using standard Newton’s method.

First, we formulate the problem following Alam and Bora [4, Section 4]. Equations (3.1)-(3.2) can be written as

\[
\begin{bmatrix}
-\varepsilon I & A - zI \\
(A - zI)^H & -\varepsilon I
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix} = 0. \quad (3.4)
\]

Set \(z = \alpha + i\beta\), \(x = \begin{bmatrix} u \\ v \end{bmatrix}\) and consider the Hermitian matrix [4]

\[
K(\alpha, \beta, \varepsilon) = \begin{bmatrix}
-\varepsilon I & A - (\alpha + i\beta)I \\
(A - (\alpha + i\beta)I)^H & -\varepsilon I
\end{bmatrix}. \quad (3.5)
\]
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Clearly, by the Hermitian property of $K(\alpha, \beta, \epsilon)$, $x$ is both a right and left nullvector of $K(\alpha, \beta, \epsilon)$. Now, it is not difficult to see that,

$$K_{\kappa}(\alpha, \beta, \epsilon) = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}; \quad \text{and} \quad K_{\kappa}(\alpha, \beta, \epsilon) = i \begin{bmatrix} I & -I \\ -I & I \end{bmatrix};$$

with $K_{\kappa}(\alpha, \beta, \epsilon) = -I_{2n}$. From above, it is obvious that $K_{\kappa}(\alpha, \beta, \epsilon) = O$, $K_{\alpha}(\alpha, \beta, \epsilon) = O$, $K_{\beta}(\alpha, \beta, \epsilon) = O$, etc. The following Lemma follows immediately from Assumption 3.1.1.

**Lemma 3.2.1.** Let $\epsilon > 0$ satisfy the conditions in Theorem 3.1.1. Furthermore, let $z = \alpha + i\beta$ be such that $K(\alpha, \beta, \epsilon)x = 0$, where $x = \begin{bmatrix} u \\ v \end{bmatrix} \in \mathbb{C}^{2n} \setminus \{0\}$. Then $\dim N(K(\alpha, \beta, \epsilon)) = 1$.

**Proof:** If $\epsilon$ is a simple singular value of $(A - zI)$, then the right and left singular vectors $v$ and $u$ in (3.1) and (3.2) are uniquely defined (up to their sign). Hence, there exists only one vector $x = \begin{bmatrix} u \\ v \end{bmatrix}$ (up to sign) which satisfies $K(\alpha, \beta, \epsilon)x = 0$ and hence the result follows.

We now introduce an algorithm to find the critical values of $\alpha$, $\beta$ and $\epsilon$ such that the Hermitian matrix $K(\alpha, \beta, \epsilon)$ is singular at the root and the constraint on $x$ given by (3.3) is satisfied. We use the implicit determinant method, introduced in [55] to find photonic band structure in periodic materials such as photonic crystals. In [22], the implicit determinant method was used to find a 2-dimensional Jordan block in a Hamiltonian matrix in order to calculate the distance to instability and in Chapter 2 it was used to compute a 2-dimensional Jordan block in a parameter-dependent nonsymmetric matrix. Here, we have a three-parameter problem with a constraint to satisfy.

First, we introduce the bordered matrix $M(\alpha, \beta, \gamma)$, defined in (3.6) below. The next theorem gives conditions to ensure that this matrix is nonsingular.

**Theorem 3.2.1.** Let $(\alpha^*, \beta^*, \epsilon^*, x^*)$ solve

$$K(\alpha, \beta, \epsilon)x(\alpha, \beta, \epsilon) = 0, \quad x(\alpha, \beta, \epsilon) \neq 0,$$
The Calculation of the Distance to a Nearby Defective Matrix

so that \( \dim N(K(\alpha^*, \beta^*, \epsilon^*)) = 1 \) and \( x^* \in N(K(\alpha^*, \beta^*, \epsilon^*)) \setminus \{0\} \). For some \( c \in \mathbb{C}^{2n} \setminus \{0\} \), assume
\[
c^H x^* \neq 0.
\]

Then the Hermitian matrix
\[
M(\alpha, \beta, \epsilon) = \begin{bmatrix} K(\alpha, \beta, \epsilon) & c \\ c^H & 0 \end{bmatrix},
\]
(3.6)
is nonsingular at \( \alpha = \alpha^*, \beta = \beta^*, \epsilon = \epsilon^* \).

**Proof:** This result follows from the proof of the first part of Lemma 2.2.1. □

Now consider the following linear system
\[
\begin{bmatrix} K(\alpha, \beta, \epsilon) & c \\ c^H & 0 \end{bmatrix} \begin{bmatrix} x \\ f \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\]
(3.7)
where \( K(\alpha, \beta, \epsilon) \) is given by (3.5). As \( M(\alpha^*, \beta^*, \epsilon^*) \) is nonsingular we have that \( M(\alpha, \beta, \epsilon) \) is nonsingular for \( \alpha, \beta \) and \( \epsilon \) in the vicinity of \( \alpha^*, \beta^*, \epsilon^* \). Theorem 3.2.1 implies that both \( x \) and \( f \) are smooth functions of \( \alpha, \beta \) and \( \epsilon \) near \( (\alpha^*, \beta^*, \epsilon^*) \), and so we write \( x = x(\alpha, \beta, \gamma), f = f(\alpha, \beta, \gamma) \) and (3.7) as
\[
\begin{bmatrix} K(\alpha, \beta, \epsilon) & c \\ c^H & 0 \end{bmatrix} \begin{bmatrix} x(\alpha, \beta, \epsilon) \\ f(\alpha, \beta, \epsilon) \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{batrix}.
\]
(3.8)

Applying Cramer’s rule to (3.8), we obtain
\[
f(\alpha, \beta, \epsilon) = \frac{\det K(\alpha, \beta, \epsilon)}{\det M(\alpha, \beta, \epsilon)}.
\]

Since \( M(\alpha, \beta, \epsilon) \) is nonsingular in the neighbourhood of \( (\alpha^*, \beta^*, \epsilon^*) \), then by Theorem 3.2.1 there is an equivalence between the zero eigenvalue of \( K(\alpha, \beta, \epsilon) \) (which we are looking for) and the zeros of \( f(\alpha, \beta, \epsilon) \). Hence, to find the values of \( \alpha, \beta \) and \( \epsilon \) such that \( \det K(\alpha, \beta, \epsilon) = 0 \) we seek the solutions of
\[
f(\alpha, \beta, \epsilon) = 0.
\]
(3.9)
If \( f(\alpha^*, \beta^*, \varepsilon^*) = 0 \), then the first row of (3.8) reduces to

\[
\mathbf{K}(\alpha^*, \beta^*, \varepsilon^*) \mathbf{x}(\alpha^*, \beta^*, \varepsilon^*) = \mathbf{0},
\]

(3.10)

that is, \( \mathbf{x}(\alpha^*, \beta^*, \varepsilon^*) = \mathbf{x}^* \) is an eigenvector of \( \mathbf{K}(\alpha^*, \beta^*, \varepsilon^*) \) belonging to the eigenvalue zero. For the following derivation we use the notation

\[
\mathbf{x}(\alpha, \beta, \varepsilon) = \begin{bmatrix} \mathbf{u}(\alpha, \beta, \varepsilon) \\ \mathbf{v}(\alpha, \beta, \varepsilon) \end{bmatrix}.
\]

(3.11)

Note also that since \( \mathbf{K}(\alpha, \beta, \varepsilon) \) and \( \mathbf{M}(\alpha, \beta, \varepsilon) \) are Hermitian, \( f(\alpha, \beta, \varepsilon) \) is real. Differentiating both sides of (3.8) with respect to \( \alpha \) leads to

\[
\begin{bmatrix} \mathbf{K}(\alpha, \beta, \varepsilon) & \mathbf{c} \\ \mathbf{c}^H & 0 \end{bmatrix} \begin{bmatrix} \mathbf{x}_\alpha(\alpha, \beta, \varepsilon) \\ f(\alpha, \beta, \varepsilon) \end{bmatrix} = \begin{bmatrix} -\mathbf{K}_\alpha(\alpha, \beta, \varepsilon) \mathbf{x}(\alpha, \beta, \varepsilon) \\ 0 \end{bmatrix} = \begin{bmatrix} \mathbf{v}(\alpha, \beta, \varepsilon) \\ \mathbf{u}(\alpha, \beta, \varepsilon) \end{bmatrix}.
\]

(3.12)

Expanding along the first row gives

\[
\mathbf{K}(\alpha, \beta, \varepsilon) \mathbf{x}(\alpha, \beta, \varepsilon) + \mathbf{c} f(\alpha, \beta, \varepsilon) = \begin{bmatrix} \mathbf{v}_\alpha(\alpha, \beta, \varepsilon) \\ \mathbf{u}_\alpha(\alpha, \beta, \varepsilon) \end{bmatrix}.
\]

(3.13)

Multiplying this equation, evaluated at \( (\alpha^*, \beta^*, \varepsilon^*) \), from the left by the eigenvector \( \mathbf{x}^{H\ast} \) of \( \mathbf{K}(\alpha^*, \beta^*, \varepsilon^*) \) gives

\[
f(\alpha^*, \beta^*, \varepsilon^*) = \begin{bmatrix} \mathbf{u}^* & \mathbf{v}^* \end{bmatrix} \begin{bmatrix} \mathbf{v}^* \\ \mathbf{u}^* \end{bmatrix}
\]

\[
= \mathbf{u}^* \mathbf{v}^* + \mathbf{v}^* \mathbf{u}^* 
= 2\text{Re}(\mathbf{u}^* \mathbf{v}^*),
\]

where we have used \( \mathbf{x}^{H\ast} \mathbf{c} = 1 \) from (3.8). Similarly, differentiating both sides
of (3.8) with respect to \( \beta \), gives

\[
\begin{bmatrix}
K(\alpha, \beta, \varepsilon) & c \\
\bar{c} & 0
\end{bmatrix}
\begin{bmatrix}
x_{\beta}(\alpha, \beta, \varepsilon) \\
f_{\beta}(\alpha, \beta, \varepsilon)
\end{bmatrix}
= \begin{bmatrix}
-K_{\beta}(\alpha, \beta, \varepsilon)x(\alpha, \beta, \varepsilon) \\
0
\end{bmatrix}
= i \begin{bmatrix}
v(\alpha, \beta, \varepsilon) \\
-u(\alpha, \beta, \varepsilon)
\end{bmatrix}.
\]

Again, evaluating at \((\alpha^*, \beta^*, \varepsilon^*)\) and multiplying by \(x^+H\) from the left leads to

\[
f_{\beta}(\alpha^*, \beta^*, \varepsilon^*) = i \begin{bmatrix} u^+H & v^+ \end{bmatrix} \begin{bmatrix} v^* \\
-u^*
\end{bmatrix} = i(u^+Hv^* - v^+Hu^*) = -2\text{Im}(u^+Hv^*).
\]

Clearly,

\[
f_{\alpha}(\alpha^*, \beta^*, \varepsilon^*) = 0 \quad \text{and} \quad f_{\beta}(\alpha^*, \beta^*, \varepsilon^*) = 0 \iff u^+Hv^* = 0.
\]

Thus, we have reduced the problem of finding a solution to

\[
\det K(\alpha^*, \beta^*, \varepsilon^*) = 0,
\]

with \(u^+Hv^* = 0\), to that of solving \(g(\alpha, \beta, \varepsilon) = 0\), where

\[
g(\alpha, \beta, \varepsilon) = \begin{bmatrix}
f(\alpha, \beta, \varepsilon) \\
f_{\alpha}(\alpha, \beta, \varepsilon) \\
f_{\beta}(\alpha, \beta, \varepsilon)
\end{bmatrix}, \quad (3.15)
\]

which is a real system of three nonlinear equations in three real unknowns. In the next section we describe the solution procedure using Newton’s method.

### 3.3 Newton’s method applied to \(g(\alpha, \beta, \varepsilon) = 0\)

In this section, we describe how to implement Newton’s method for the nonlinear system \(g(\alpha, \beta, \varepsilon) = 0\). We also obtain a nondegeneracy condition that ensures nonsingularity of the Jacobian matrix of \(g(\alpha, \beta, \varepsilon)\) at the root, and hence
confirms that Newton’s method converges quadratically for a close enough
starting guess. The nondegeneracy condition is shown to be equivalent to
one introduced by Lippert and Edelman [36] for the conditioning of the 2-
dimensional Jordan block of $B = A - \epsilon uv^H$ (see Assumption 3.1.1). The main
result in this section is Lemma 3.3.1 and Algorithm 12 is given for computing
the values of the parameters $\alpha$, $\beta$ and $\epsilon$.

Newton’s method applied to $g(\alpha, \beta, \epsilon)$ is given by

$$
G(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)}) \begin{bmatrix} \Delta \alpha^{(k)} \\ \Delta \beta^{(k)} \\ \Delta \epsilon^{(k)} \end{bmatrix} = -g(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)}),
$$

(3.16)

where $\alpha^{(k+1)} = \alpha^{(k)} + \Delta \alpha^{(k)}$, $\beta^{(k+1)} = \beta^{(k)} + \Delta \beta^{(k)}$ and $\epsilon^{(k+1)} = \epsilon^{(k)} + \Delta \epsilon^{(k)}$, for $k = 0, 1, 2 \ldots$ until convergence, with a starting guess $(\alpha^{(0)}, \beta^{(0)}, \epsilon^{(0)})$, and

where the Jacobian is

$$
G(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)}) = \begin{bmatrix}
    f_{\alpha}^{(k)} & f_{\beta}^{(k)} & f_{\epsilon}^{(k)} \\
    f_{\alpha \alpha}^{(k)} & f_{\alpha \beta}^{(k)} & f_{\alpha \epsilon}^{(k)} \\
    f_{\beta \alpha}^{(k)} & f_{\beta \beta}^{(k)} & f_{\beta \epsilon}^{(k)}
\end{bmatrix},
$$

(3.17)

and all the matrix entries are evaluated at $(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})$. The values of $f^{(k)}$, $f_{\alpha}^{(k)}$ and $f_{\beta}^{(k)}$ are found using (3.8), (3.12) and (3.14). For the remaining values, we differentiate (3.8), (3.12) and (3.14) with respect to $\epsilon$, that is,

$$
\begin{bmatrix} K(\alpha, \beta, \epsilon) & c \end{bmatrix} \begin{bmatrix} x_{\epsilon}(\alpha, \beta, \epsilon) \\
    0 \\
    f_{\epsilon}(\alpha, \beta, \epsilon) \end{bmatrix} = \begin{bmatrix} -K_{\epsilon}(\alpha, \beta, \epsilon) \\
    0 \\
    0 \end{bmatrix} = \begin{bmatrix} x(\alpha, \beta, \epsilon) \\
    0 \\
    0 \end{bmatrix},
$$

(3.18)

and

$$
\begin{bmatrix} K(\alpha, \beta, \epsilon) & c \end{bmatrix} \begin{bmatrix} x_{\alpha \epsilon}(\alpha, \beta, \epsilon) \\
    0 \\
    f_{\alpha \epsilon}(\alpha, \beta, \epsilon) \end{bmatrix} = \begin{bmatrix} -[K_{\alpha}(\alpha, \beta, \epsilon)x_{\epsilon}(\alpha, \beta, \epsilon) + K_{\epsilon}(\alpha, \beta, \epsilon)x_{\alpha}(\alpha, \beta, \epsilon)] \\
    0 \\
    0 \end{bmatrix}
$$

(3.19)

$$
= \begin{bmatrix} v_{\epsilon}(\alpha, \beta, \epsilon) + u_{\alpha}(\alpha, \beta, \epsilon) \\
    u_{\epsilon}(\alpha, \beta, \epsilon) + v_{\alpha}(\alpha, \beta, \epsilon) \\
    0 \end{bmatrix},
$$
as well as

\[
\begin{bmatrix}
K(\alpha, \beta, \epsilon) & c \\
0 & c^H
\end{bmatrix}
\begin{bmatrix}
x_{\beta\epsilon}(\alpha, \beta, \epsilon) \\
f_{\beta\epsilon}(\alpha, \beta, \epsilon)
\end{bmatrix} =
\begin{bmatrix}
-\left[ K_{\beta}(\alpha, \beta, \epsilon)x_{\epsilon}(\alpha, \beta, \epsilon) + K_{\epsilon}(\alpha, \beta, \epsilon)x_{\beta}(\alpha, \beta, \epsilon) \right] \\
0
\end{bmatrix}
\]

\begin{equation}
(3.20)
\end{equation}

\[
= \begin{bmatrix}
i v_{\epsilon}(\alpha, \beta, \epsilon) + u_{\beta}(\alpha, \beta, \epsilon) \\
- i u_{\epsilon}(\alpha, \beta, \epsilon) + v_{\beta}(\alpha, \beta, \epsilon) \\
0
\end{bmatrix},
\]

in order to find \( f^{(k)}_{\epsilon} \), \( f^{(k)}_{\alpha\epsilon} \) and \( f^{(k)}_{\beta\epsilon} \) respectively. Furthermore, by differentiating both sides of (3.12) with respect to \( \alpha \) and \( \beta \), we obtain

\[
\begin{bmatrix}
K(\alpha, \beta, \epsilon) & c \\
0 & c^H
\end{bmatrix}
\begin{bmatrix}
x_{\alpha\alpha}(\alpha, \beta, \epsilon) \\
f_{\alpha\alpha}(\alpha, \beta, \epsilon)
\end{bmatrix} =
\begin{bmatrix}
-2K_{\alpha}(\alpha, \beta, \epsilon)x_{\alpha}(\alpha, \beta, \epsilon) \\
0
\end{bmatrix} = 2
\begin{bmatrix}
v_{\alpha}(\alpha, \beta, \epsilon) \\
u_{\alpha}(\alpha, \beta, \epsilon)
\end{bmatrix},
\]

\begin{equation}
(3.21)
\end{equation}

and

\[
\begin{bmatrix}
K(\alpha, \beta, \epsilon) & c \\
0 & c^H
\end{bmatrix}
\begin{bmatrix}
x_{\alpha\beta}(\alpha, \beta, \epsilon) \\
f_{\alpha\beta}(\alpha, \beta, \epsilon)
\end{bmatrix} =
\begin{bmatrix}
-\left[ K_{\beta}(\alpha, \beta, \epsilon)x_{\alpha}(\alpha, \beta, \epsilon) + K_{\alpha}(\alpha, \beta, \epsilon)x_{\beta}(\alpha, \beta, \epsilon) \right] \\
0
\end{bmatrix}
\]

\begin{equation}
(3.22)
\end{equation}

\[
= \begin{bmatrix}
i v_{\alpha}(\alpha, \beta, \epsilon) + v_{\beta}(\alpha, \beta, \epsilon) \\
- i u_{\alpha}(\alpha, \beta, \epsilon) + u_{\beta}(\alpha, \beta, \epsilon) \\
0
\end{bmatrix},
\]

to compute \( f^{(k)}_{\alpha\alpha} \) and \( f^{(k)}_{\alpha\beta} = f^{(k)}_{\beta\alpha} \) respectively. Finally, differentiate both sides of (3.14) with respect to \( \beta \) to get

\[
\begin{bmatrix}
K(\alpha, \beta, \epsilon) & c \\
0 & c^H
\end{bmatrix}
\begin{bmatrix}
x_{\beta\beta}(\alpha, \beta, \epsilon) \\
f_{\beta\beta}(\alpha, \beta, \epsilon)
\end{bmatrix} =
\begin{bmatrix}
-2K_{\beta}(\alpha, \beta, \epsilon)x_{\beta}(\alpha, \beta, \epsilon) \\
0
\end{bmatrix}
\]

\begin{equation}
(3.23)
\end{equation}

\[
= 2i
\begin{bmatrix}
v_{\beta}(\alpha, \beta, \epsilon) \\
u_{\beta}(\alpha, \beta, \epsilon)
\end{bmatrix}.
\]
Therefore, in order to evaluate the components of \(G(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})\) and 
\(g(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})\) we only need to solve the linear systems above, which, importantly, all have the same Hermitian system matrix \(M(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})\). Hence, only one LU factorisation of \(M(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})\) per iteration in Newton’s method is required. Note that Newton’s method itself is only carried out in three dimensions. Next, we state the Newton-based algorithm for this problem.

**Algorithm 12** Newton’s method for computing \(\alpha, \beta\) and \(\epsilon\).

**Input:** Given \((\alpha^{(0)}, \beta^{(0)}, \epsilon^{(0)})\) and \(c \in \mathbb{C}^{2n}\setminus\{0\}\) such that \(M(\alpha^{(0)}, \beta^{(0)}, \epsilon^{(0)})\) is nonsingular; set \(k = 0:\)

1. Solve (3.8) and (3.12) and (3.14) in order to evaluate

\[
g(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)}) = \begin{bmatrix}
f(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})
f_{\alpha}(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})
f_{\beta}(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})
\end{bmatrix}.
\]

2. Solve (3.18), (3.21), (3.22), (3.23), (3.19) and (3.20) in order to evaluate the Jacobian \(G(\alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)})\) given by (3.17).

3. Newton update: Solve (3.16) in order to get \((\alpha^{(k+1)}, \beta^{(k+1)}, \epsilon^{(k+1)})\)

4. Repeat until convergence.

**Output:** \(\alpha^*, \beta^*, \epsilon^*\)

Finally we show, that provided a certain nondegeneracy condition holds, the Jacobian \(G\) is nonsingular at the root. In the limit we have

\[
G(\alpha^*, \beta^*, \epsilon^*) = \begin{bmatrix}
0 & 0 & f_{\epsilon}^* \\
f_{\alpha\alpha}^* & f_{\alpha\beta}^* & f_{\alpha\epsilon}^* \\
f_{\beta\alpha}^* & f_{\beta\beta}^* & f_{\beta\epsilon}^*
\end{bmatrix},
\]

(3.24)

since \(f_{\alpha}^* = f_{\beta}^* = 0\). Multiplying the first row of (3.18) evaluated at \((\alpha^*, \beta^*, \epsilon^*)\) from the left by \(x^*H\) gives

\[
f_{\epsilon}(\alpha^*, \beta^*, \epsilon^*) = x^*Hx^* \neq 0,
\]

(recall \(x^*Hc = 1\) from (3.8)). Hence, the Jacobian (3.24) is nonsingular if and only if

\[
F_{\alpha\beta}^* := f_{\alpha\alpha}^*f_{\beta\beta}^* - f_{\alpha\beta}^*2 \neq 0, \quad \text{since} \quad f_{\alpha\beta}^* = f_{\beta\alpha}^*.
\]

(3.25)
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With similar calculations as before we obtain

\[ f_{αα}(α^*, β^*, ε^*) = 2x^*H \begin{bmatrix} v_{α}^* \\ u_{α}^* \end{bmatrix}, \quad f_{ββ}(α^*, β^*, ε^*) = 2i x^*H \begin{bmatrix} v_{β}^* \\ -u_{β}^* \end{bmatrix}, \]  

(3.26)

and

\[ f_{αβ}(α^*, β^*, ε^*) = x^*H \left( i \begin{bmatrix} v_{α}^* \\ -u_{α}^* \end{bmatrix} + \begin{bmatrix} v_{β}^* \\ u_{β}^* \end{bmatrix} \right). \]  

(3.27)

Lemma 3.3.1.: Under Assumption 3.1.1, \( F_{αβ}^* = f_{αα}^* f_{ββ}^* - f_{αβ}^* \neq 0. \)

Proof: If \( ε \) is a simple singular value of \( (A - (α + βi)I), α, β \in \mathbb{R}, \) so that

\[
(A - (α + βi)I) v = ε u, \quad (A - (α + βi)I)^H u = ε v,
\]
than (see Sun [58]) \( ε, u \) and \( v \) are smooth functions of \( α \) and \( β \). Furthermore, Lippert and Edelman [36, Theorem 3.1] show that if \( u^*H v^* = 0 \), then \( ε_* := ε_α(α^*, β^*) = 0, ε_* := ε_β(α^*, β^*) = 0 \) and \( B = A - εv^*v^*H \) has a 2-dimensional Jordan block. In addition, the ill-conditioning of the matrix \( B \) is determined by the ill-conditioning of \( E = \begin{bmatrix} ε_* & ε_* \\ ε_* & ε_* \end{bmatrix} \), see [36, Corollary 5.2]. Under Assumption 3.1.1 we have \( \det(E) \neq 0. \) Recall (3.4) and (3.5) with \( ε = ε(α, β), v = \mathbf{v}(α, β), u = \mathbf{u}(α, β) \) and \( x = \begin{bmatrix} u \\ v \end{bmatrix} \). This means (3.4) and (3.5) can be rewritten as

\[ \begin{bmatrix} -ε(α, β)I & A - (α + iβ)I \\ [A - (α + iβ)]^H & -ε(α, β)I \end{bmatrix} \begin{bmatrix} u(α, β) \\ v(α, β) \end{bmatrix} = 0. \]  

(3.28)

Differentiate both sides with respect to \( α \) to obtain

\[ \begin{bmatrix} -ε(α, β)I & -I \\ -I & -ε(α, β)I \end{bmatrix} \begin{bmatrix} u(α, β) \\ v(α, β) \end{bmatrix} + \begin{bmatrix} -ε(α, β)I & A - (α + iβ)I \\ [A - (α + iβ)]^H & -ε(α, β)I \end{bmatrix} \begin{bmatrix} u_α(α, β) \\ v_α(α, β) \end{bmatrix} = 0. \]  

(3.29)
Again, by differentiating both sides of the above with respect to $a$, yields
\[
\begin{bmatrix}
-\varepsilon_{aa}(\alpha, \beta)I & 0 \\
0 & -\varepsilon_{aa}(\alpha, \beta)I
\end{bmatrix}
\begin{bmatrix}
u(\alpha, \beta) \\
v(\alpha, \beta)
\end{bmatrix}
+ 2
\begin{bmatrix}
-\varepsilon_{aa}(\alpha, \beta)I & -I \\
-I & -\varepsilon_{aa}(\alpha, \beta)I
\end{bmatrix}
\begin{bmatrix}
u(\alpha, \beta) \\
v(\alpha, \beta)
\end{bmatrix}
+ 
\begin{bmatrix}
-\varepsilon(\alpha, \beta)I & A - (\alpha + i\beta)I \\
A - (\alpha + i\beta)I & -\varepsilon(\alpha, \beta)I
\end{bmatrix}
\begin{bmatrix}
u(\alpha, \beta) \\
v(\alpha, \beta)
\end{bmatrix}
= 0.
\]

Now, using the fact that at the root $\varepsilon(\alpha, \beta) = 0$, then
\[
-\varepsilon_{aa}(\alpha^*, \beta^*)x(\alpha^*, \beta^*) - 2
\begin{bmatrix}
u(\alpha^*, \beta^*) \\
u(\alpha^*, \beta^*)
\end{bmatrix}
+ K(\alpha^*, \beta^*, \varepsilon^*)
\begin{bmatrix}
u_{aa}(\alpha^*, \beta^*) \\
u_{aa}(\alpha^*, \beta^*)
\end{bmatrix}
= 0.
\]

So that
\[
K(\alpha^*, \beta^*, \varepsilon^*)x_{aa}(\alpha^*, \beta^*) - 2
\begin{bmatrix}
u(\alpha^*, \beta^*) \\
u(\alpha^*, \beta^*)
\end{bmatrix}
= x(\alpha^*, \beta^*)\varepsilon_{aa}(\alpha^*, \beta^*). \tag{3.30}
\]

After premultiplying both sides by $x^H = x(\alpha^*, \beta^*)$, we have
\[
x^H K(\alpha^*, \beta^*, \varepsilon^*)x_{aa}(\alpha^*, \beta^*) - 2x^H
\begin{bmatrix}
u(\alpha^*, \beta^*) \\
u(\alpha^*, \beta^*)
\end{bmatrix}
= (x^H x^*)\varepsilon_{aa}(\alpha^*, \beta^*).
\]

The first term on the left hand side is zero because $x^*$ is both a left and right nullvector of $K(\alpha^*, \beta^*, \varepsilon^*)$, so that the above reduces to
\[
2x^H
\begin{bmatrix}
u(\alpha^*, \beta^*) \\
u(\alpha^*, \beta^*)
\end{bmatrix}
= -(x^H x^*)\varepsilon_{aa}(\alpha^*, \beta^*).
\]

Using the definition for $f_{aa}(\alpha^*, \beta^*)$ from (3.26) in the above expression, then
\[
f_{aa}(\alpha^*, \beta^*) = 2x^H
\begin{bmatrix}
u(\alpha^*, \beta^*) \\
u(\alpha^*, \beta^*)
\end{bmatrix}
= -(x^H x^*)\varepsilon_{aa}(\alpha^*, \beta^*).
\]

Taking the second partial derivative of both sides of (3.29) with respect to $\beta$
and evaluating at the root using $\epsilon_a(\alpha^*, \beta^*) = \epsilon_\beta(\alpha^*, \beta^*) = 0$ we obtain

$$K(\alpha^*, \beta^*, \epsilon^*)x^*_{\alpha\beta} + \left[ -i\mathbf{v}_\alpha^* - \mathbf{v}_\beta^* \right] = \epsilon^*_{\alpha\beta} x^*.$$  

(3.31)

Similarly, it can be shown by taking first and second partial derivatives of both sides of (3.28) with respect to $\beta$ and evaluating at the root, that

$$K(\alpha^*, \beta^*, \epsilon^*)x^*_{\beta\beta} + 2i \left[ -\mathbf{v}_\beta^* \right] = \epsilon^*_{\beta\beta} x^*.$$  

(3.32)

Premultiplying both sides of (3.31) and (3.32) by the eigenvector $x^H$ of $K(\alpha^*, \beta^*, \epsilon^*)$, we obtain respectively

$$f_{a\beta} = -(x^H x^*) \epsilon^*_{a\beta} \quad \text{and} \quad f_{\beta\beta} = -(x^H x^*) \epsilon^*_{\beta\beta},$$  

(3.33)

where we have used (3.26) and (3.27). Therefore,

$$F_{a\beta} = f^*_{a\alpha} f_{a\beta}^* - f_{a\beta}^2 = (x^H x^*)^2 \left[ \epsilon^*_{a\alpha} \epsilon^*_{a\beta} - \epsilon^*_{a\beta} \right] = (x^H x^*)^2 \det(E) \neq 0,$$

since $\det(E) \neq 0$ and $x^* \neq 0$.  

In summary, Lemma 3.3.1 shows that when the defective matrix $B = A - \epsilon uv^H$ is well-conditioned, Algorithm 12 should exhibit quadratic convergence for a close enough starting guess.

Next, we present a brief discussion on how to choose optimum starting vectors for Algorithm 12.

### 3.3.1 Optimal Starting Vectors when A is Nonnormal

In this subsection, given a simple nonnormal matrix $A$, we discuss a systematic way to choose good starting guesses for computing $d(A)$ and a nearby defective matrix from $A$.

1. Reduce matrix to Schur form (this is not necessary in cases where $A$ is already in upper triangular form).
2. Take $z^{(0)}$ as the average of the two smallest diagonal elements, for example, for the Kahan matrix we could take $z^{(0)} = \frac{e^{n-1} + e^n}{2}$, or a value close to the average of two diagonal elements where the defective eigenvalues is suspected to be lurking (if they are known before hand), e.g., Trefethen and Wilkinson matrix.

3. Find the singular value decomposition of $(A - z^{(0)}I)$.

4. Choose $\varepsilon^{(0)}$ as the minimum singular value of $(A - z^{(0)}I)$.

5. Choose $u^{(0)}, v^{(0)}$, as the left and right singular vectors respectively corresponding to the smallest singular value $\varepsilon^{(0)}$ of $(A - z^{(0)}I)$, $x^{(0)} = [u^{(0)}, v^{(0)}]^T$, so that $c = x^{(0)}$.

3.4 Numerical Experiments

We now illustrate the numerical performance of our method with several examples which are taken from [4]. As has been mentioned earlier, since our method is based on Newton’s method it finds a nearby defective matrix. We cannot guarantee it finds the nearest defective matrix. However, in all cases considered here, our method found the nearest defective matrix according to Alam and Bora [4] (but at much less cost, of course). Throughout this section, $\Delta y^{(k)} = [\Delta a^{(k)} , \Delta \beta^{(k)} , \Delta \varepsilon^{(k)} ]^T$.

**Example 3.4.1.** Consider the matrix $A = \begin{bmatrix} -1 & 5 \\ 0 & -2 \end{bmatrix}$, (see [61]). As initial guesses we choose $a^{(0)} = \beta^{(0)} = 0$, $\varepsilon^{(0)} = \sigma_{\text{min}}$, $u^{(0)}_{\text{min}}$ and $v^{(0)}_{\text{min}}$, where $\sigma_{\text{min}}$ is the minimum singular value of $A$ with corresponding left and right singular vectors $u_{\text{min}}$ and $v_{\text{min}}$. $x^{(0)}$ is determined from (3.11) and $c = x^{(0)}$. We stop the iteration once

$$\|g(a^{(k)}, \beta^{(k)}, \varepsilon^{(k)})\| < \tau, \quad \text{where} \quad \tau = 10 \times 10^{-15}.$$ 

Table 3.1 shows the results for Example 3.4.1. Hence, $z = -1.5$ is a degenerate common boundary point of the pseudospectrum, according to [4]. With $\varepsilon = 4.9510 \times 10^{-2}$, $u = [-9.8538 \times 10^{-2}, -9.9513 \times 10^{-1}]$ and $v = [9.9513 \times 10^{-1}, -9.8538 \times 10^{-2}]$ we have that $B = A - \varepsilon uv^H$ is a defective matrix. The last
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<table>
<thead>
<tr>
<th></th>
<th>$a^{(k)}$</th>
<th>$\beta^{(k)}$</th>
<th>$\epsilon^{(k)}$</th>
<th>$|g(a^{(k)}, \beta^{(k)}, \epsilon^{(k)})|$</th>
<th>$|\Delta y^{(k)}|$</th>
<th>$F_{a\beta}^{(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>0</td>
<td>3.6597e-01</td>
<td>2.5725e-01</td>
<td>2.3e-00</td>
<td>2.7421e-02</td>
</tr>
<tr>
<td>1</td>
<td>-2.0400e+00</td>
<td>0</td>
<td>6.8361e-01</td>
<td>4.5671e-01</td>
<td>6.7e-01</td>
<td>-1.0604e-01</td>
</tr>
<tr>
<td>2</td>
<td>-1.6498e+00</td>
<td>0</td>
<td>1.4010e-01</td>
<td>6.5424e-02</td>
<td>1.7e-01</td>
<td>-5.4992e-02</td>
</tr>
<tr>
<td>3</td>
<td>-1.5063e+00</td>
<td>0</td>
<td>5.5504e-02</td>
<td>3.6573e-03</td>
<td>8.6e-03</td>
<td>-4.5647e-02</td>
</tr>
<tr>
<td>4</td>
<td>-1.5000e+00</td>
<td>0</td>
<td>4.9522e-02</td>
<td>7.8979e-06</td>
<td>2.0e-05</td>
<td>-4.5473e-02</td>
</tr>
<tr>
<td>5</td>
<td>-1.5000e+00</td>
<td>0</td>
<td>4.9510e-02</td>
<td>4.5572e-11</td>
<td>1.1e-10</td>
<td>-4.5473e-02</td>
</tr>
<tr>
<td>6</td>
<td>-1.5000e+00</td>
<td>0</td>
<td>4.9510e-02</td>
<td>1.6022e-17</td>
<td>7.5e-17</td>
<td>-4.5473e-02</td>
</tr>
</tbody>
</table>

Table 3.1: Columns five and six shows quadratic convergence for Example 3.4.1.

The column of Table 3.1 shows the value of $F_{a\beta}^{(k)} = f_{a\alpha}^{(k)} f_{\beta\beta}^{(k)} - f_{a\beta}^{(k)}$ (given by (3.25)) and we see that the final value $F_{a\beta}^{*} \neq 0$ at the root. Algorithm 12 converges quadratically in 6 iterations, as expected from Newton’s method.

**Example 3.4.2.** Let $A \in \mathbb{C}^{n \times n}$ be the Kahan matrix [61], which is given by

$$A = \begin{bmatrix} 1 & -c & -c & -c & \cdots & -c \\ s & -sc & -sc & -sc & \cdots & -sc \\ s^2 & -s^2c & -s^2c & \cdots & -s^2c \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ s^{n-1} & \cdots & \cdots & \cdots & \cdots & s^{n-1} \end{bmatrix},$$

(3.34)

where $s^{n-1} = 0.1$ and $s^2 + c^2 = 1$. We consider this matrix for $n = 6, 15, 20$. The starting values and stopping condition are chosen as in Example 3.4.1.

<table>
<thead>
<tr>
<th></th>
<th>$a^{(k)}$</th>
<th>$\beta^{(k)}$</th>
<th>$\epsilon^{(k)}$</th>
<th>$|g(a^{(k)}, \beta^{(k)}, \epsilon^{(k)})|$</th>
<th>$|\Delta y^{(k)}|$</th>
<th>$F_{a\beta}^{(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>0</td>
<td>9.9694e-03</td>
<td>8.1049e-02</td>
<td>1.4e-01</td>
<td>3.9318e-01</td>
</tr>
<tr>
<td>1</td>
<td>1.3643e-01</td>
<td>0</td>
<td>1.2145e-02</td>
<td>3.9165e-02</td>
<td>1.2e-02</td>
<td>-1.0032e+00</td>
</tr>
<tr>
<td>2</td>
<td>1.3319e-01</td>
<td>0</td>
<td>7.1339e-04</td>
<td>4.3976e-03</td>
<td>5.5e-03</td>
<td>-4.5529e-01</td>
</tr>
<tr>
<td>3</td>
<td>1.2767e-01</td>
<td>0</td>
<td>4.9351e-04</td>
<td>8.2870e-05</td>
<td>4.8e-05</td>
<td>-4.3191e-01</td>
</tr>
<tr>
<td>4</td>
<td>1.2763e-01</td>
<td>0</td>
<td>4.7049e-04</td>
<td>4.7344e-08</td>
<td>7.7e-08</td>
<td>-4.3136e-01</td>
</tr>
<tr>
<td>5</td>
<td>1.2763e-01</td>
<td>0</td>
<td>4.7049e-04</td>
<td>5.3858e-15</td>
<td>1.8e-14</td>
<td>-4.3136e-01</td>
</tr>
<tr>
<td>6</td>
<td>1.2763e-01</td>
<td>0</td>
<td>4.7049e-04</td>
<td>1.5099e-17</td>
<td>2.2e-17</td>
<td>-4.3136e-01</td>
</tr>
</tbody>
</table>

Table 3.2: Results for Example 3.4.2, $n = 6$. Quadratic convergence is seen in column five for $k = 4$ and 5.

Table 3.2 shows the results for $n = 6$. In this case the two smallest eigenvalues of
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A i.e., \(1.5849 \times 10^{-1} \text{ and } 10^{-1} \text{ coalesce at } 1.2763 \times 10^{-1} \text{ for a value of } \varepsilon = 4.7049 \times 10^{-4}. \) It means \(z^* = 1.2763 \times 10^{-1} \) is a double eigenvalue of the nearby defective matrix \( \mathbf{B} = \mathbf{A} - \varepsilon \mathbf{u} \mathbf{v}^H \) with, \( \varepsilon^* = 4.7049 \times 10^{-4} \) and the computed value of \( \mathbf{x}^* = [\mathbf{u}, \mathbf{v}]^T, \mathbf{u} \text{ and } \mathbf{v} \) are the left and right eigenvectors of \( \mathbf{B} \) corresponding to the eigenvalue \( z^* \). The last column of Table 3.2 shows the value of \( F_{\alpha\beta}^{(k)} \), which is not close to zero. The quadratic convergence rate is observed in rows five and six of column five.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \alpha^{(k)} )</th>
<th>( \beta^{(k)} )</th>
<th>( \varepsilon^{(k)} )</th>
<th>( |g(\alpha^{(k)}, \beta^{(k)}, \varepsilon^{(k)})| )</th>
<th>( |\Delta y^{(k)}| )</th>
<th>( F_{\alpha\beta}^{(k)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>0</td>
<td>4.7454e-04</td>
<td>6.1760e-03</td>
<td>5.9e-02</td>
<td>5.3943e-03</td>
</tr>
<tr>
<td>1</td>
<td>5.9261e-02</td>
<td>0</td>
<td>2.5746e-04</td>
<td>1.2796e-03</td>
<td>2.5e-02</td>
<td>-5.3968e-03</td>
</tr>
<tr>
<td>2</td>
<td>8.3781e-02</td>
<td>0</td>
<td>8.5281e-06</td>
<td>8.9265e-05</td>
<td>9.1e-03</td>
<td>6.1204e-01</td>
</tr>
<tr>
<td>3</td>
<td>9.2879e-02</td>
<td>0</td>
<td>4.5688e-09</td>
<td>2.2854e-04</td>
<td>1.0e-02</td>
<td>1.5419e-03</td>
</tr>
<tr>
<td>4</td>
<td>1.0301e-01</td>
<td>0</td>
<td>2.0519e-06</td>
<td>4.1072e-05</td>
<td>3.6e-03</td>
<td>-2.1635e-04</td>
</tr>
<tr>
<td>5</td>
<td>1.0659e-01</td>
<td>0</td>
<td>5.9562e-07</td>
<td>6.4229e-06</td>
<td>6.8e-04</td>
<td>-1.0397e-04</td>
</tr>
<tr>
<td>6</td>
<td>1.0727e-01</td>
<td>0</td>
<td>5.2063e-07</td>
<td>1.9724e-07</td>
<td>2.2e-05</td>
<td>-9.0471e-05</td>
</tr>
<tr>
<td>7</td>
<td>1.0729e-01</td>
<td>0</td>
<td>5.1757e-07</td>
<td>2.2164e-10</td>
<td>2.5e-08</td>
<td>-9.0078e-05</td>
</tr>
<tr>
<td>8</td>
<td>1.0729e-01</td>
<td>0</td>
<td>5.1757e-07</td>
<td>2.7618e-16</td>
<td>3.1e-14</td>
<td>-9.0077e-05</td>
</tr>
<tr>
<td>9</td>
<td>1.0729e-01</td>
<td>0</td>
<td>5.1757e-07</td>
<td>3.7721e-18</td>
<td>4.0e-16</td>
<td>-9.0077e-05</td>
</tr>
</tbody>
</table>

Table 3.3: In Example 3.4.2, for \( n = 15 \), superlinear convergence is observed for \( k = 6, 7, 8 \) and 9 in columns five and six.

Table 3.3 shows the results for \( n = 15 \). In this case the two smallest eigenvalues of \( \mathbf{A} \) i.e., \(1.1788 \times 10^{-1} \text{ and } 10^{-1} \text{ coalesce at } 1.0729 \times 10^{-1} \text{ for a value of } \varepsilon = 5.1757 \times 10^{-7}. \) It means \(z^* = 1.0729 \times 10^{-1} \) is a double eigenvalue of the nearby defective matrix \( \mathbf{B} = \mathbf{A} - \varepsilon \mathbf{u} \mathbf{v}^H \) with, \( \varepsilon^* = 5.1757 \times 10^{-7} \) and the computed value of \( \mathbf{x}^* = [\mathbf{u}, \mathbf{v}]^T, \mathbf{u} \text{ and } \mathbf{v} \) are the left and right eigenvectors of \( \mathbf{B} \) corresponding to the eigenvalue \( z^* \).

Table 3.4 shows the results for \( n = 20 \). In this case the two smallest eigenvalues of \( \mathbf{A} \) i.e., \(1.1288 \times 10^{-1} \text{ and } 10^{-1} \text{ coalesce at } 1.0501 \times 10^{-1} \text{ for a value of } \varepsilon = 2.8841 \times 10^{-8}. \) This means that \(z^* = 1.0501 \times 10^{-1} \) is a double eigenvalue of the nearby defective matrix \( \mathbf{B} = \mathbf{A} - \varepsilon \mathbf{u} \mathbf{v}^H \) with, \( \varepsilon^* = 2.8841 \times 10^{-8} \) and the computed value of \( \mathbf{x}^* = [\mathbf{u}, \mathbf{v}]^T, \mathbf{u} \text{ and } \mathbf{v} \) are the left and right eigenvectors of \( \mathbf{B} \) corresponding to the eigenvalue \( z^* \).

From the last columns in Tables 3.2-3.4, we see that the value of \( F_{\alpha\beta}^{(k)} \) becomes smaller as the size of the Kahan matrix becomes large. This means the matrix \( \mathbf{B} = \mathbf{A} - \varepsilon \mathbf{u} \mathbf{v}^H \) becomes increasingly ill-conditioned as \( n \) increases. We also observed a corresponding deterioration in the rate of convergence of Newton’s method as the value
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<table>
<thead>
<tr>
<th>k</th>
<th>(a^{(k)})</th>
<th>(\beta^{(k)})</th>
<th>(\epsilon^{(k)})</th>
<th>(|g(a^{(k)},\beta^{(k)},\epsilon^{(k)})|)</th>
<th>(|\Delta y^{(k)}|)</th>
<th>(F_{\alpha\beta}^{(k)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>0</td>
<td>1.3141e-04</td>
<td>2.0010e-03</td>
<td>4.7e-02</td>
<td>7.2389e-04</td>
</tr>
<tr>
<td>1</td>
<td>4.7216e-02</td>
<td>0</td>
<td>5.7554e-05</td>
<td>5.0411e-04</td>
<td>2.5e-02</td>
<td>-1.0374e-03</td>
</tr>
<tr>
<td>2</td>
<td>7.2398e-02</td>
<td>0</td>
<td>4.8678e-06</td>
<td>1.5028e-04</td>
<td>2.1e-02</td>
<td>-5.2893e-04</td>
</tr>
<tr>
<td>3</td>
<td>9.3454e-02</td>
<td>0</td>
<td>2.5086e-06</td>
<td>1.7045e-05</td>
<td>6.5e-03</td>
<td>-1.7880e-05</td>
</tr>
<tr>
<td>4</td>
<td>9.9991e-02</td>
<td>0</td>
<td>9.4991e-09</td>
<td>7.7825e-06</td>
<td>8.1e-03</td>
<td>-2.2361e-05</td>
</tr>
<tr>
<td>5</td>
<td>1.0812e-01</td>
<td>0</td>
<td>1.0316e-07</td>
<td>3.0809e-06</td>
<td>4.8e-03</td>
<td>-3.8308e-07</td>
</tr>
<tr>
<td>6</td>
<td>1.0332e-01</td>
<td>0</td>
<td>4.4010e-08</td>
<td>2.0224e-06</td>
<td>1.9e-03</td>
<td>-2.3190e-06</td>
</tr>
<tr>
<td>7</td>
<td>1.0482e-01</td>
<td>0</td>
<td>3.0835e-08</td>
<td>2.0224e-07</td>
<td>1.9e-04</td>
<td>-1.3074e-06</td>
</tr>
<tr>
<td>8</td>
<td>1.0501e-01</td>
<td>0</td>
<td>2.8867e-08</td>
<td>3.2047e-09</td>
<td>3.1e-06</td>
<td>-1.2248e-06</td>
</tr>
<tr>
<td>9</td>
<td>1.0501e-01</td>
<td>0</td>
<td>2.8841e-08</td>
<td>8.2531e-13</td>
<td>7.9e-10</td>
<td>-1.2236e-06</td>
</tr>
<tr>
<td>10</td>
<td>1.0501e-01</td>
<td>0</td>
<td>2.8841e-08</td>
<td>1.3443e-18</td>
<td>1.1e-15</td>
<td>-1.2236e-06</td>
</tr>
</tbody>
</table>

Table 3.4: Results for Example 3.4.2 for \(n = 20\). The above table shows that \(k = 7, 8, 9, 10\), we obtained superlinear convergence in columns 5 and 6.

The \(F_{\alpha\beta}^{(k)}\) becomes smaller, which is consistent with the theory.

**Example 3.4.3.** Let \(\mathbf{A} \in \mathbb{C}^{n \times n}\) be the Frank matrix taken from the Matlab gallery \(\mathbf{A} = \text{gallery}('\text{frank}', n)\), for \(n = 6, 12\). As initial guesses we choose \(a^{(0)} = \beta^{(0)} = 0, \epsilon^{(0)} = \sigma_{\text{min}}, \mathbf{u}^{(0)} = \mathbf{u}_{\text{min}}\) and \(\mathbf{v}^{(0)} = \mathbf{v}_{\text{min}}\), where \(\sigma_{\text{min}}\) is the minimum singular value of \(\mathbf{A}\) with corresponding left and right singular vectors \(\mathbf{u}_{\text{min}}\) and \(\mathbf{v}_{\text{min}}\). \(\mathbf{x}^{(0)}\) is determined from (3.11), \(\mathbf{c} = \mathbf{x}^{(0)}\) and the stopping condition is the same as in the previous examples.

<table>
<thead>
<tr>
<th>k</th>
<th>(a^{(k)})</th>
<th>(\beta^{(k)})</th>
<th>(\epsilon^{(k)})</th>
<th>(|g(a^{(k)},\beta^{(k)},\epsilon^{(k)})|)</th>
<th>(|\Delta y^{(k)}|)</th>
<th>(F_{\alpha\beta}^{(k)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>0</td>
<td>3.4855e-03</td>
<td>3.4825e-02</td>
<td>1.0e-01</td>
<td>1.1926e-01</td>
</tr>
<tr>
<td>1</td>
<td>1.0137e-01</td>
<td>0</td>
<td>3.5747e-03</td>
<td>5.6058e-03</td>
<td>2.4e-02</td>
<td>-5.9111e-02</td>
</tr>
<tr>
<td>2</td>
<td>1.2569e-01</td>
<td>0</td>
<td>6.7098e-04</td>
<td>4.2693e-04</td>
<td>2.2e-03</td>
<td>-3.9088e-02</td>
</tr>
<tr>
<td>3</td>
<td>1.2789e-01</td>
<td>0</td>
<td>5.5638e-04</td>
<td>3.2627e-06</td>
<td>1.7e-05</td>
<td>-3.7857e-02</td>
</tr>
<tr>
<td>4</td>
<td>1.2790e-01</td>
<td>0</td>
<td>5.5549e-04</td>
<td>1.9630e-10</td>
<td>1.0e-09</td>
<td>-3.7849e-02</td>
</tr>
<tr>
<td>5</td>
<td>1.2790e-01</td>
<td>0</td>
<td>5.5549e-04</td>
<td>2.2460e-16</td>
<td>1.2e-15</td>
<td>-3.7849e-02</td>
</tr>
</tbody>
</table>

Table 3.5: Results for Example 3.4.3, \(n = 6\). Almost quadratic convergence can be seen in column 6 of the above table.

Table 3.5 shows the results for \(n = 6\). In this case, the eigenvalues \(7.7080 \times 10^{-2}\) and \(1.8576 \times 10^{-1}\) closest to zero coalesce at \(1.2790 \times 10^{-1}\) for a value of \(\epsilon = 5.5549 \times 10^{-4}\). This means that \(z^* = 1.8576 \times 10^{-1}\) is a double eigenvalue of the nearby defective matrix \(\mathbf{B} = \mathbf{A} - \epsilon \mathbf{u} \mathbf{v}^H\) with, \(\epsilon^* = 5.5549 \times 10^{-4}\) and the computed
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value of $\mathbf{x}^* = [\mathbf{u}, \mathbf{v}]^T$, $\mathbf{u}$ and $\mathbf{v}$ are the left and right eigenvectors of $\mathbf{B}$ corresponding to the eigenvalue $z^*$. Table 3.6 shows the results for $n = 12$. In this case the eigenvalues

<table>
<thead>
<tr>
<th>$k$</th>
<th>$a^{(k)}$</th>
<th>$\beta^{(k)}$</th>
<th>$\varepsilon^{(k)}$</th>
<th>$|g(a^{(k)}, \beta^{(k)}, \varepsilon^{(k)})|$</th>
<th>$|\Delta y^{(k)}|$</th>
<th>$F_{\alpha \beta}^{(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>0</td>
<td>1.1186e-08</td>
<td>4.3121e-07</td>
<td>1.8e-02</td>
<td>2.2236e-10</td>
</tr>
<tr>
<td>1</td>
<td>1.8010e-02</td>
<td>0</td>
<td>4.3454e-09</td>
<td>1.2695e-07</td>
<td>1.2e-02</td>
<td>-3.9762e-10</td>
</tr>
<tr>
<td>2</td>
<td>2.9691e-02</td>
<td>0</td>
<td>1.1251e-09</td>
<td>3.4180e-08</td>
<td>6.4e-03</td>
<td>-5.2812e-11</td>
</tr>
<tr>
<td>3</td>
<td>3.6065e-02</td>
<td>0</td>
<td>3.5327e-10</td>
<td>7.2436e-09</td>
<td>2.3e-03</td>
<td>-1.1397e-11</td>
</tr>
<tr>
<td>4</td>
<td>3.8343e-02</td>
<td>0</td>
<td>2.0008e-10</td>
<td>7.5968e-10</td>
<td>3.0e-04</td>
<td>-6.3856e-12</td>
</tr>
<tr>
<td>5</td>
<td>3.8644e-02</td>
<td>0</td>
<td>1.8521e-10</td>
<td>1.2385e-11</td>
<td>5.1e-06</td>
<td>-5.9627e-12</td>
</tr>
<tr>
<td>6</td>
<td>3.8649e-02</td>
<td>0</td>
<td>1.8499e-10</td>
<td>3.6841e-15</td>
<td>1.5e-09</td>
<td>-5.9560e-12</td>
</tr>
<tr>
<td>7</td>
<td>3.8649e-02</td>
<td>0</td>
<td>1.8499e-10</td>
<td>6.1460e-17</td>
<td>2.5e-11</td>
<td>-5.9560e-12</td>
</tr>
</tbody>
</table>

Table 3.6: Results of Example 3.4.3, for $n = 12$. Note that we obtained a slower rate of convergence in column 5 in the table above.

$3.1028 \times 10^{-2}$ and $4.9509 \times 10^{-2}$ closest to zero coalesce at $3.8649 \times 10^{-2}$ for a value of $\varepsilon = 1.8499 \times 10^{-10}$. This means that $z^* = 3.8649 \times 10^{-2}$ is a double eigenvalue of the nearby defective matrix $\mathbf{B} = \mathbf{A} - \varepsilon \mathbf{uv}^H$ with, $\varepsilon^* = 1.8499 \times 10^{-10}$ and the computed value of $\mathbf{x}^* = [\mathbf{u}, \mathbf{v}]^T$, $\mathbf{u}$ and $\mathbf{v}$ are the left and right eigenvectors of $\mathbf{B}$ corresponding to the eigenvalue $z^*$.

Again the last columns in tables 3.5 and 3.6 show the values for $F_{\alpha \beta}^{(k)}$. From Table 3.5 we see that if $F_{\alpha \beta}^{(k)}$ is not too small, quadratic, or almost quadratic convergence of Newton’s method is obtained in column 6. However, for a small value of $F_{\alpha \beta}^{(k)}$, as in Table 3.6, a slower convergence rate is observed.

Example 3.4.4. Consider the $20 \times 20$ bi-diagonal matrix whose diagonal entries are 20, 19, . . . , 1 and the super-diagonals are 20. This matrix was considered by Wilkinson in [62] and has eigenvalues 1, 2, . . . , 20. Wilkinson has shown that if $\varepsilon$ is added in position $(20,1)$, then for $\varepsilon = 10^{-10}$, the eigenvalues display some sort of symmetry around 10.5. As $\varepsilon$ grows [4] from 0 and is approximately equal to $7.8 \times 10^{-14}$ the eigenvalues 10 and 11 move together and coalesce at 10.5 to form a defective eigenvalue.

We seek $\varepsilon$, $\mathbf{u}$ and $\mathbf{v}$ such that $\mathbf{A} - \varepsilon \mathbf{uv}^H$ has a defective eigenvalue around 10.5, where $\mathbf{A}$ is the Wilkinson matrix. As initial guess we take $a^{(0)} = 10.2$, $\beta^{(0)} = 0$, $\varepsilon^{(0)} = \sigma_{\min}$, $\mathbf{u}^{(0)} = \mathbf{u}_{\min}$ and $\mathbf{v}^{(0)} = \mathbf{v}_{\min}$, where $\sigma_{\min}$ is the minimum singular value of $\mathbf{A}$ with corresponding left and right singular vectors $\mathbf{u}_{\min}$ and $\mathbf{v}_{\min}$. $\mathbf{x}^{(0)}$
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is determined from (3.11) and \( c = x^{(0)} \). The stopping condition is the same as in Example 3.4.1.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( a^{(k)} )</th>
<th>( \beta^{(k)} )</th>
<th>( \epsilon^{(k)} )</th>
<th>( |g(a^{(k)}, \beta^{(k)}, \epsilon^{(k)})| )</th>
<th>( |\Delta y^{(k)}| )</th>
<th>( F_{a\beta}^{(k)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10.2000</td>
<td>0</td>
<td>3.6322e-14</td>
<td>7.7484e-14</td>
<td>4.2e-01</td>
<td>-9.5152e-26</td>
</tr>
<tr>
<td>1</td>
<td>10.6194</td>
<td>0</td>
<td>1.0132e-13</td>
<td>4.1197e-14</td>
<td>1.2e-01</td>
<td>-8.5682e-26</td>
</tr>
<tr>
<td>2</td>
<td>10.4948</td>
<td>0</td>
<td>6.5737e-14</td>
<td>2.7207e-15</td>
<td>5.2e-03</td>
<td>-8.7808e-26</td>
</tr>
<tr>
<td>3</td>
<td>10.5000</td>
<td>0</td>
<td>6.1272e-14</td>
<td>4.0129e-18</td>
<td>2.0e-07</td>
<td>-8.7811e-26</td>
</tr>
<tr>
<td>4</td>
<td>10.5000</td>
<td>0</td>
<td>6.1264e-14</td>
<td>9.6368e-27</td>
<td>1.9e-14</td>
<td>-8.7811e-26</td>
</tr>
<tr>
<td>5</td>
<td>10.5000</td>
<td>0</td>
<td>6.1264e-14</td>
<td>3.7092e-29</td>
<td>1.1e-16</td>
<td>-8.7811e-26</td>
</tr>
</tbody>
</table>

Table 3.7: Results for Example 3.4.4. Superlinear and quadratic convergence is obtained in columns 5 and 6 respectively.

The numerical results are shown in Table 3.7. We see that \( \beta \) is zero and \( z = 10.5 \) for a value of \( \epsilon = 6.1264 \times 10^{-14} \). Hence, \( B = A - \epsilon uv^H \) is a defective matrix with defective eigenvalue \( z = 10.5 \), where \( u \) and \( v \) have been computed within our iteration. We see that the values of \( F_{a\beta}^{(k)} \) are very small though, given the extremely small value for \( F_{a\beta}^{(k)} \) it is surprising that the method even converges, though it was sensitive to the starting guess.

Note that in theory the values of \( \alpha \) and \( \beta \) are real, however, in practice, since both \( v \) and \( u \) are complex imaginary entries at roundoff level can occur.

**Example 3.4.5.** Let \( A \in \mathbb{C}^{n \times n} \) be the Grcar matrix taken from the Matlab gallery \( A = \text{gallery}('\text{grcar}',n) \), where \( n = 6, 20 \). The eigenvalues of \( A \) appear in complex conjugate pairs and hence in this case two pairs of complex eigenvalues of \( A \) coalesce at two boundary points of the pseudospectrum.

As initial guesses for \( n = 6 \) we take \( \alpha^{(0)} = 0, \ \beta^{(0)} = -1, \ \epsilon^{(0)} = 0, \ u^{(0)} = u_{\text{min}} \) and \( v^{(0)} = v_{\text{min}} \), where \( u_{\text{min}} \) and \( v_{\text{min}} \) are left and right singular vectors of \( A - \beta^{(0)}iI \) corresponding to the smallest singular value. \( x^{(0)} \) is determined from (3.11). The stopping condition is the same as in Example 3.4.1. For \( n = 20 \) we take \( \beta^{(0)} = -2.5 \), the initial guesses for the remaining values are determined similarly. Furthermore \( c = x^{(0)} \).

Table 3.8 shows the results for \( n = 6 \). The eigenvalue pairs \( 1.1391 \pm 1.2303i \) and \( 3.5849 \times 10^{-1} \pm 1.9501i \) coalesce at \( 7.5332 \times 10^{-1} \pm 1.5912i \) for a value of \( \epsilon = 2.1519 \times 10^{-1} \).

Table 3.9 shows the results for \( n = 20 \). The eigenvalue pairs \( 1.0802 \times 10^{-1} \pm 1.0903i \) and \( 3.5849 \times 10^{-1} \pm 1.9501i \) coalesce at \( 7.5332 \times 10^{-1} \pm 1.5912i \) for a value of \( \epsilon = 2.1519 \times 10^{-1} \).
The Calculation of the Distance to a Nearby Defective Matrix

<table>
<thead>
<tr>
<th>k</th>
<th>$a^{(k)}$</th>
<th>$\beta^{(k)}$</th>
<th>$\epsilon^{(k)}$</th>
<th>$|g(a^{(k)}, \beta^{(k)}, \epsilon^{(k)})|$</th>
<th>$|\Delta y^{(k)}|$</th>
<th>$F_{a_\beta}^{(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>-1.0000</td>
<td>0.0000e+00</td>
<td>5.0533e-01</td>
<td>2.0e+00</td>
<td>1.4186e-01</td>
</tr>
<tr>
<td>1</td>
<td>1.2141e+00</td>
<td>-2.3756</td>
<td>-7.4297e-01</td>
<td>2.2193e-01</td>
<td>1.3e+00</td>
<td>-2.7279e-04</td>
</tr>
<tr>
<td>2</td>
<td>1.1159e+00</td>
<td>-1.4291</td>
<td>9.5425e-02</td>
<td>5.2914e-01</td>
<td>6.6e-01</td>
<td>-5.0768e+00</td>
</tr>
<tr>
<td>3</td>
<td>1.0512e+00</td>
<td>-1.9848</td>
<td>4.3767e-01</td>
<td>4.1255e-01</td>
<td>5.4e-01</td>
<td>-1.1717e+00</td>
</tr>
<tr>
<td>4</td>
<td>8.0543e-01</td>
<td>-1.5940</td>
<td>1.4858e-01</td>
<td>8.6847e-02</td>
<td>8.0e-02</td>
<td>-1.1323e+00</td>
</tr>
<tr>
<td>5</td>
<td>7.5742e-01</td>
<td>-1.5944</td>
<td>2.1279e-01</td>
<td>5.5621e-03</td>
<td>5.7e-03</td>
<td>-9.7810e-01</td>
</tr>
<tr>
<td>6</td>
<td>7.5335e-01</td>
<td>-1.5912</td>
<td>2.1516e-01</td>
<td>4.2790e-05</td>
<td>4.4e-05</td>
<td>-9.6333e-01</td>
</tr>
<tr>
<td>7</td>
<td>7.5332e-01</td>
<td>-1.5912</td>
<td>2.1519e-01</td>
<td>2.4851e-09</td>
<td>2.5e-09</td>
<td>-9.6323e-01</td>
</tr>
<tr>
<td>8</td>
<td>7.5332e-01</td>
<td>-1.5912</td>
<td>2.1519e-01</td>
<td>1.6564e-16</td>
<td>2.1e-16</td>
<td>-9.6323e-01</td>
</tr>
</tbody>
</table>

Table 3.8: Results of Example 3.4.5, for $n = 6$. Almost quadratic convergence is shown in columns 5 and 6.

<table>
<thead>
<tr>
<th>k</th>
<th>$a^{(k)}$</th>
<th>$\beta^{(k)}$</th>
<th>$\epsilon^{(k)}$</th>
<th>$|g(a^{(k)}, \beta^{(k)}, \epsilon^{(k)})|$</th>
<th>$|\Delta y^{(k)}|$</th>
<th>$F_{a_\beta}^{(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000e+00</td>
<td>-2.5000</td>
<td>0.0000e+00</td>
<td>1.3806e-01</td>
<td>2.0e-01</td>
<td>9.9103e-01</td>
</tr>
<tr>
<td>1</td>
<td>9.5854e-02</td>
<td>-2.3299</td>
<td>1.7989e-02</td>
<td>3.2308e-02</td>
<td>9.5e-02</td>
<td>-2.3623e-01</td>
</tr>
<tr>
<td>2</td>
<td>1.3904e-01</td>
<td>-2.2465</td>
<td>1.3564e-03</td>
<td>1.1930e-02</td>
<td>4.8e-02</td>
<td>-1.5963e-01</td>
</tr>
<tr>
<td>3</td>
<td>1.6141e-01</td>
<td>-2.2042</td>
<td>7.2914e-04</td>
<td>3.4851e-03</td>
<td>2.3e-02</td>
<td>-2.7982e-02</td>
</tr>
<tr>
<td>4</td>
<td>1.5554e-01</td>
<td>-2.1818</td>
<td>4.5435e-04</td>
<td>3.4265e-04</td>
<td>2.2e-03</td>
<td>-2.4693e-02</td>
</tr>
<tr>
<td>5</td>
<td>1.5338e-01</td>
<td>-2.1815</td>
<td>4.9060e-04</td>
<td>2.3240e-05</td>
<td>1.5e-04</td>
<td>-2.3956e-02</td>
</tr>
<tr>
<td>6</td>
<td>1.5331e-01</td>
<td>-2.1817</td>
<td>4.9141e-04</td>
<td>1.6942e-08</td>
<td>1.1e-07</td>
<td>-2.4012e-02</td>
</tr>
<tr>
<td>7</td>
<td>1.5331e-01</td>
<td>-2.1817</td>
<td>4.9141e-04</td>
<td>4.6669e-14</td>
<td>3.1e-13</td>
<td>-2.4012e-02</td>
</tr>
<tr>
<td>8</td>
<td>1.5331e-01</td>
<td>-2.1817</td>
<td>4.9141e-04</td>
<td>1.6381e-17</td>
<td>1.0e-16</td>
<td>-2.4012e-02</td>
</tr>
</tbody>
</table>

Table 3.9: Results of Example 3.4.5, for $n = 20$. Columns 5 and 6 shows almost quadratic convergence for $k = 6$ and 7.

$2.2253i$ and $2.1882 \times 10^{-1} \pm 2.1132i$ coalesce at $1.5331 \times 10^{-1} \pm 2.1817i$ for a value of $\epsilon = 4.9141 \times 10^{-4}$.

The last columns in Tables 3.8-3.9 show the values of $F_{a_\beta}^{(k)}$ which converge to values away from zero. The latter iterates illustrate almost quadratic convergence. Note that in this example $\beta \neq 0$, so $z$ is complex, though this makes no difference to the numerical method.
3.5 Nonlinear System for Finding $d(A)$ and a Nearby Defective Matrix

In this section, we present an alternative approach to solving the problem considered in this chapter, namely, given a simple matrix $A$, find a nearby defective matrix $B$ from $A$ and the distance between them. This approach involves solving an over-determined system of $2n + 3$ nonlinear equations in $2n + 2$ unknowns. A method based on the Gauss-Newton theory for computing a nearby defective matrix to $A$ and the distance between them, which is more efficient than the approach proposed by Alam of Bora [4], even though it does not guarantee that the computed defective matrix is the nearest. In this section, we present the theory only for the case when the nearest defective matrix is real, as in the case for the Examples 3.4.1-3.4.4 in Section 3.4.

We begin by presenting the system of nonlinear equations (3.35), find analytic expressions for the Jacobian and present the key result; Lemma 3.5.2 which shows that the Jacobian is of full rank and so the method should have quadratic convergence with a close enough guess.

As mentioned earlier in the introduction to this chapter, the second approach consists of simply writing down the equations (3.1), (3.2), (3.3) and adding normalisations of the singular vectors. This is the spirit of Newton’s method for the standard eigenvalue problem as discussed in Chapter 4 (for the complex case). Thus, we try to solve the following real over-determined system of $(2n + 3)$ nonlinear equations

$$
(A - zI)v = \varepsilon u \\
\frac{1}{2}v^T v = \frac{1}{2} \\
(A^T - zI)u = \varepsilon v
$$

(3.35)

$$
\frac{1}{2}u^T u = \frac{1}{2} \\
u^T v = 0,
$$
in $(2n + 2)$ real unknowns: $w = [v, \varepsilon, u, z]^T$. Recall, we have assumed that $u$ and $v$ are real, so that all variables in (3.35) are real. After solving for $w$
in (3.35), we will then compute a nearby defective matrix \( B \) by the formula 
\[ B = A - \epsilon uv^T \] in line with Alam and Bora [4]. The computed value of \( \epsilon \) is then
the distance between the simple matrix \( A \) and the defective \( B \).

In compact form \( F(w) = 0 \), (3.35) can be expressed as
\[
F(w) = \begin{bmatrix}
(A - zI)v - \epsilon u \\
-\frac{1}{2}v^T v + \frac{1}{2} \\
(A^T - zI)u - \epsilon v \\
-\frac{1}{2}u^T u + \frac{1}{2} \\
u^T v
\end{bmatrix} = 0,
\]
and the Jacobian of the system of equations (3.36) is given by
\[
F_w(w) = \begin{bmatrix}
(A - zI) & -u & -\epsilon I & -v \\
-v^T & 0 & 0 & 0 \\
-\epsilon I & -v & (A^T - zI) & -u \\
0 & 0 & -u^T & 0 \\
u^T & 0 & v^T & 0
\end{bmatrix}.
\]

Let \( A - zI = U \Sigma V^T \) be the singular value decomposition of \( A - zI \) where
\[
\Sigma = \begin{bmatrix}
\Sigma_1 & \\
& \epsilon
\end{bmatrix}, \quad \text{with} \quad \Sigma_1 = \begin{bmatrix}
\sigma_1 & \\
& \sigma_2 & \\
& \ddots & \\
& & \sigma_{n-1}
\end{bmatrix}, \quad \sigma_{n-1} > \epsilon,
\]
and \( \epsilon \neq 0 \) is a simple smallest singular value of \( A - zI \). Further, let the Jacobian
\[ F_w(w) \text{ in (3.37) be decomposed as } F_w(w) = U_F G_F V_T. \]

\[
F_w(w) = \begin{bmatrix}
U \Sigma V^T & -U e_n & -e I & -U \nu \\
-(Ve_n)^T & 0 & 0^T & 0 \\
-e I & -V e_n & (U \Sigma V^T)^T & -V \mu \\
0^T & 0 & -(U e_n)^T & 0 \\
(V \mu)^T & 0 & (U \nu)^T & 0
\end{bmatrix}
\]

\[
= \begin{bmatrix}
U & 1 \\
V & 1 \\
1 & 1
\end{bmatrix}
\begin{bmatrix}
\Sigma & -e_n & -e I & -\nu \\
-e_n^T & 0 & 0^T & 0 \\
e I & e_n & \Sigma & -\mu \\
0^T & 0 & -e_n^T & 0 \\
\mu^T & 0 & \nu^T & 0
\end{bmatrix}
\begin{bmatrix}
V^T & 1 \\
1 & U^T
\end{bmatrix},
\]

(3.39)

where \( e_n \) is the \( n \)-th column of the \( n \times n \) identity matrix, \( U_F \in \mathbb{R}^{(2n+3)\times(2n+3)}, G_F \in \mathbb{R}^{(2n+3)\times(2n+2)}, \) and \( V_F \in \mathbb{R}^{(2n+2)\times(2n+2)} \). Note that in the above factorization of the Jacobian (3.39), the vectors \( u \) and \( v \) of (3.37) each have two different expressions, i.e.,

\[ v = V e_n, \quad \text{or} \quad v = U \nu, \]

and

\[ u = U e_n, \quad \text{or} \quad u = V \mu. \]

By using the fact that \( u \) and \( v \) are orthogonal i.e., \( u^T v = 0 \), this gives

\[ u^T v = (U e_n)^T U \nu = e_n^T (U^T U) \nu = e_n^T \nu = \nu_n = 0. \]  

(3.40)

In the same vein, it can be shown that

\[ \mu_n = 0. \]  

(3.41)

So that at the root, \( \nu \) and \( \mu \) become respectively

\[ \nu = [\nu_{n-1}, 0]^T, \quad \text{and} \quad \mu = [\mu_{n-1}, 0]^T. \]  

(3.42)
In expanded form, we rewrite the matrix $G_F$ as

$$
G_F = \begin{bmatrix}
\Sigma_1 & 0_{n-1} & 0_{n-1} & -\varepsilon I_{n-1} & 0_{n-1} & -\nu_{n-1} \\
0_T^{n-1} & \varepsilon & -1 & 0_T^{n-1} & -\varepsilon & 0 \\
0_T^{n-1} & -1 & 0 & 0_T^{n-1} & 0 & 0 \\
-\varepsilon I_{n-1} & 0_{n-1} & 0_{n-1} & \Sigma_1 & 0_{n-1} & -\mu_{n-1} \\
0_T^{n-1} & -\varepsilon & -1 & 0_T^{n-1} & \varepsilon & 0 \\
0_T^{n-1} & 0 & 0 & 0_T^{n-1} & -1 & 0 \\
\mu_{n-1}^T & 0 & 0 & \nu_{n-1}^T & 0 & 0
\end{bmatrix}.
$$

(3.43)

The following preliminary analysis contains some important relationships that will help in proving Lemma 3.5.2 and Lemma 3.5.3 shortly. We build on the assumption that $z$ is a multiple eigenvalue of $B$ by defining $\hat{v} = V\beta$ as the right generalised eigenvector corresponding to the eigenvalue $z$ such that

$$(B - zI)\hat{v} = v \quad \text{with} \quad v^T\hat{v} = 0, \quad \text{and} \quad u^T\hat{v} \neq 0.$$ 

The condition $u^T\hat{v} \neq 0$ ensures that $B$ has a 2-dimensional Jordan block only. In the same vein, we define $\hat{u} = U\alpha$ as the left generalised eigenvector corresponding to $z$ such that

$$(B^T - zI)\hat{u} = u, \quad \text{with} \quad u^T\hat{u} = 0, \quad \text{and} \quad v^T\hat{u} \neq 0.$$ 

By taking transpose of both sides of $(B - zI)\hat{v} = v$, we have $v^T = \hat{v}^T(B^T - zI)$, and post-multiplying by $\hat{u}$ yields

$$v^T\hat{u} = \hat{v}^T(B^T - zI)\hat{u}$$

$$= \hat{v}^Tu$$

$$= u^T\hat{v}.$$ 

This shows that $v^T\hat{u} = u^T\hat{v}$. The following result now follows.

**Lemma 3.5.1.** If $B = A - \varepsilon uv^T$ has a 2-dimensional Jordan block corresponding to the eigenvalue $z$, such that $u^T\hat{v} \neq 0$, then

$$\mu_{n-1}^T\Sigma_1^{-1}\nu_{n-1} \neq 0.$$
**Proof:** Since \( B = A - \varepsilon uv^T \), by post-multiplying both sides of

\[
B - zI = A - zI - \varepsilon uv^T,
\]

by \( \hat{v} \), and after simplifying we get

\[
(B - zI)\hat{v} = (A - zI)\hat{v}.
\]

Similarly, it can be shown that \( (B^T - zI)\hat{u} = (A^T - zI)\hat{u} \). Since \( (B - zI)\hat{v} = v \) is the same as \( (A - zI)\hat{v} = v \), we have \( U\Sigma(V^TV)\beta = U\nu \). Because \( U, V \) are orthogonal, \( \Sigma\beta = \nu \) and so

\[
\begin{bmatrix}
\Sigma_1 \\
\varepsilon
\end{bmatrix}
\begin{bmatrix}
\beta_{n-1} \\
\beta_n
\end{bmatrix}
= 
\begin{bmatrix}
\nu_{n-1} \\
0
\end{bmatrix}.
\]

This means that

\[
\beta_{n-1} = \Sigma_1^{-1}\nu_{n-1}.
\]

Observe that after premultiplying \( \hat{v} = V\beta \) by \( V^T \), we have \( \beta = V^T\hat{v} \). By following the steps that led to (3.40) using \( v^T\hat{v} = 0 \), with \( v = Ve_n \) and \( \hat{v} = V\beta \), it can be shown that \( \beta_n = 0 \). So that we can also write

\[
\beta_{n-1} = V^T\hat{v}_{n-1} = \Sigma_1^{-1}\nu_{n-1}.
\]

Similarly, taking \( \hat{u} = U\alpha \), and \( (A^T - zI)\hat{u} = u \), it can be shown as above that

\[
\alpha_{n-1} = U^T\hat{u}_{n-1} = \Sigma_1^{-1}\mu_{n-1},
\]

and by using the fact that \( u^T\hat{v} \neq 0 \),

\[
u^T\hat{v} = \mu^T V^TV\beta = \mu^T\beta = \mu_{n-1}^T\beta_{n-1} = \mu_{n-1}^T\Sigma_1^{-1}\nu_{n-1}.
\]

Therefore,

\[
\mu_{n-1}^T\Sigma_1^{-1}\nu_{n-1} \neq 0.
\]

In order to apply the Gauss-Newton method to find the solution to the non-
linear least squares problem (1.41), we need to show that the Jacobian \( F_w(w) \) in (3.37) is of full rank. Before we prove that the Jacobian is of full rank, we define the matrix

\[
M = \begin{bmatrix}
\Sigma_1 & -\epsilon I & -\nu_{n-1} \\
-\epsilon I & \Sigma_1 & -\mu_{n-1} \\
\mu_{n-1}^T & -\nu_{n-1} & 0
\end{bmatrix}.
\] (3.45)

\( M \) is obtained from the expanded form of \( G_F \) in (3.43) by deleting appropriate rows and columns-reason of which will be made clear in the proof of Lemma 3.5.2.

**Lemma 3.5.2.** The rank of the Jacobian \( F_w(w) \) in (3.37) is \( 2n + 2 \) at the root, (that is, \( F_w(w^*) \) is of full rank) if \( M \) is nonsingular.

**Proof:** Let \( M \) be nonsingular and \( p = [p_{n-1}, p_n]^T, r = [r_{n-1}, r_n]^T \) be nonzero vectors, then we want to show that the rank of \( F_w(w) \) is \( 2n + 2 \). The rank of \( F_w(w) \) equals the rank of \( G_F \), because in the decomposition \( F_w(w) = U_F G_F V_F^T \), the matrices \( U_F \in \mathbb{R}^{(2n+3) \times (2n+2)} \) and \( V_F \in \mathbb{R}^{(2n+2) \times (2n+2)} \) are orthogonal, while \( G_F \in \mathbb{R}^{(2n+3) \times (2n+2)} \) is of the same size as \( F_w(w) \). So it is enough to show that the rank of \( G_F \) equals \( 2n + 2 \). This is the same as showing that the \( 2n + 2 \) vectors \( [p, q, r, s]^T \) are zero in

\[
\begin{bmatrix}
\Sigma & -e_n & -\epsilon I & -\nu \\
-e_n^T & 0 & 0 & 0 \\
-\epsilon I & -e_n & \Sigma & -\mu \\
0 & 0 & -e_n^T & 0 \\
\mu^T & 0 & \nu^T & 0
\end{bmatrix}
\begin{bmatrix}
p \\
q \\
r \\
s
\end{bmatrix} = 0.
\]

To make things easier, we will use the expanded form of \( G_F \) in (3.43) in our analysis. Multiply \( G_F \) from the right by the vector \( [p_{n-1}, p_n, q, r_{n-1}, r_n, s]^T \), upon expanding the matrix vector multiplication and equating to the zero vector on the right hand side, we obtain \( p_n = q = r_n = 0 \). This is equivalent to deleting the \( n \)th, \((n + 1)\)th, \((2n + 1)\)th columns and the \( n \)th, \((n + 1)\)th, \((2n + 1)\)th, \((2n + 2)\)th rows of \( G_F \), the remaining nonzero entries constitute the
matrix $M$. Thus, we are left to show that $p_{n-1} - r_{n-1} = 0$ and $s = 0$ in

$$
\begin{align*}
\sum_1 p_{n-1} - \varepsilon r_{n-1} - \nu_{n-1}s &= 0 \\
-\varepsilon p_{n-1} + \sum_1 r_{n-1} - \mu_{n-1}s &= 0 \\
\mu_{n-1}^T p_{n-1} + \nu_{n-1}^T r_{n-1} &= 0,
\end{align*}
$$

which amounts to showing that $M$ is nonsingular. But by assumption, $M$ is nonsingular, hence, $p_{n-1} = r_{n-1} = 0$ and $s = 0$. Therefore, $[p, q, r, s] = [p_{n-1}, q, r_{n-1}, r_{n-1}, s] = 0$ and rank$(G_F) = 2n + 2$. Since rank$(F_w(w)) = \text{rank}(G_F)$, thus rank$(F_w(w)) = 2n + 2$ or the Jacobian is of full rank.

Next, we will make use of Keller’s [33] ABCD Lemma 1.3.1 to prove that $M$ is nonsingular. To do this, we partition $M$ as follows

$$
M = \begin{bmatrix} A & b \\ c^T & d \end{bmatrix},
$$

where in this case

$$
A = \begin{bmatrix} \sum_1 & -\varepsilon I \\ -\varepsilon I & \sum_1 \end{bmatrix}; \quad b = \begin{bmatrix} -\nu_{n-1} \\ -\mu_{n-1} \end{bmatrix}, \quad c^T = [\mu_{n-1}^T, \nu_{n-1}^T], \quad \text{and} \quad d = 0.
$$

One of the cases of the ABCD Lemma [33] (cf., Lemma 1.3.1) for showing that the partitioned matrix $M$ is nonsingular, is when $A$ is nonsingular. So, we need to show that $A$ is nonsingular. Which is equivalent to showing that $a$ and $h$ are both zero vectors in

$$
\begin{bmatrix} \sum_1 & -\varepsilon I \\ -\varepsilon I & \sum_1 \end{bmatrix} \begin{bmatrix} a \\ h \end{bmatrix} = 0.
$$

Multiply the first $n$ rows by $\varepsilon$ and the second by $\sum_1$ and after adding, we have

$$
\begin{bmatrix} \sum_1 & -\varepsilon I \\ 0 I & \sum_1^2 - \varepsilon^2 I \end{bmatrix} \begin{bmatrix} a \\ h \end{bmatrix} = 0.
$$

Using (3.49), the fact that $\sum_1^2 - \varepsilon^2 I$ is nonsingular if $\varepsilon < \sigma_{n-1}$ (cf., (3.38)), accordingly, $h = 0$. In the same fashion, because $\sum_1$ is nonsingular we obtain $a = 0$. Therefore, $A$ is nonsingular.
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The following lemma shows that under certain conditions on $\varepsilon$, the matrix $M$ defined by (3.45) is nonsingular.

**Lemma 3.5.3.** Assume that

$$\varepsilon < \sigma_{n-1}. \tag{3.49}$$

Also, assume $\varepsilon$ is so small that its second and higher powers can be neglected, and that

$$\varepsilon < \frac{2u^T \hat{\nu}}{\| \hat{u}_{n-1} \|^2 + \| \hat{v}_{n-1} \|^2}, \tag{3.50}$$

then the matrix $M$ is nonsingular.

**Proof:** Since $A$ has been shown to be nonsingular, in establishing the nonsingularity of $M$ using the ABCD Lemma, all we need is to show that the Schur complement, $d - \varepsilon^T A^{-1} b$, is not equal to zero, where $b$, $c^T$ and $d$ are as defined in (3.47). To begin, we note that $A^{-1} b$ is the same as solving for $[f, g]^T$ in

$$\begin{bmatrix} \Sigma_1 & -\varepsilon I \\ -\varepsilon I & \Sigma_1 \end{bmatrix} \begin{bmatrix} f \\ g \end{bmatrix} = \begin{bmatrix} -\nu_{n-1} \\ -\mu_{n-1} \end{bmatrix}. \tag{3.51}$$

Multiply the first $n$-equations by $\varepsilon$ and the second one by $\Sigma_1$, add them together, solve for $g$ to obtain

$$g = -[\Sigma^2_1 - \varepsilon^2 I]^{-1}(\Sigma_1 \mu_{n-1} + \varepsilon \nu_{n-1}). \tag{3.52}$$

Hence, by substituting $g$ into $\Sigma_1 f - \varepsilon g = -\nu_{n-1}$; we obtain

$$f = \varepsilon \Sigma_1^{-1} g - \Sigma_1^{-1} \nu_{n-1}.$$ 

Which is equivalent to

$$f = -\left\{ \varepsilon \Sigma_1^{-1} |\Sigma_1^2 - \varepsilon^2 I|^{-1}(\Sigma_1 \mu_{n-1} + \varepsilon \nu_{n-1}) + \Sigma_1^{-1} \nu_{n-1} \right\}. \tag{3.53}$$
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So that

\[
d - c^T A^{-1} b = -[\mu_{n-1}^T \nu_{n-1}^T] \begin{bmatrix} f \\ g \end{bmatrix}
\]

\[
= \epsilon \mu_{n-1}^T \Sigma_1^{-1} [\Sigma_1^2 - \epsilon^2 I]^{-1} (\Sigma_1 \mu_{n-1} + \epsilon \nu_{n-1}) + \mu_{n-1}^T \Sigma_1^{-1} \nu_{n-1}
\]

\[
+ \nu_{n-1}^T [\Sigma_1^2 - \epsilon^2 I]^{-1} (\Sigma_1 \mu_{n-1} + \epsilon \nu_{n-1}).
\] (3.54)

From the statement of the Lemma, if \( \epsilon \) is so small that its second and higher powers can be neglected, with some simplifications, we have

\[
d - c^T A^{-1} b = 2\mu_{n-1}^T \Sigma_1^{-1} \nu_{n-1} + \epsilon (\mu_{n-1}^T \Sigma_1^{-2} \mu_{n-1} + \nu_{n-1}^T \Sigma_1^{-2} \nu_{n-1})
\]

\[
= 2\mu_{n-1}^T \Sigma_1^{-1} \nu_{n-1} + \epsilon (\Sigma_1^{-1} \nu_{n-1})^T (\Sigma_1^{-1} \mu_{n-1})
\]

\[
+ (\Sigma_1^{-1} \nu_{n-1})^T (\Sigma_1^{-1} \nu_{n-1})]
\]

\[
= 2\mu_{n-1}^T \Sigma_1^{-1} \nu_{n-1} + \epsilon (\|\Sigma_1^{-1} \nu_{n-1}\| + \|\Sigma_1^{-1} \mu_{n-1}\|^2). \tag{3.55}
\]

It remains to be shown that the expression on the right side of (3.55) is nonzero provided (3.49) and (3.50) holds. With the simplified expression,

\[
u^T \hat{\nu} = \mu_{n-1}^T \Sigma_1^{-1} \nu_{n-1} \neq 0,
\]

in (3.44), (3.55) now becomes

\[
d - c^T A^{-1} b = 2u^T \hat{\nu} + \epsilon (\|U^T \hat{u}_{n-1}\|^2 + \|V^T \hat{v}_{n-1}\|^2)
\]

\[
= 2u^T \hat{\nu} + \epsilon (\|\hat{u}_{n-1}\|^2 + \|\hat{v}_{n-1}\|^2). \tag{3.56}
\]

In arriving at the expression on the right hand side above, we made use of the fact that the matrices \( V_{n-1} \) and \( U_{n-1} \) are orthogonal. Therefore, \( d - c^T A^{-1} b \) is not equal to zero, if for small enough \( \epsilon \),

\[
\epsilon < \frac{2u^T \hat{\nu}}{\|\hat{u}_{n-1}\|^2 + \|\hat{v}_{n-1}\|^2}.
\]

This shows that the matrix \( M \) is nonsingular if (3.49) and (3.50) holds.

Note that the Jacobian is of full rank under the conditions in which the ma-
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Matrix $\mathbf{M}$ is nonsingular. Since we have established that the Jacobian is of full rank, we can conveniently seek a solution for $\Delta \mathbf{w}^{(k)}$ in (1.46). If we apply the Gauss-Newton method discussed in Subsection 1.5 of Chapter 1 to the overdetermined nonlinear system (3.36), then we obtain the following (cf. (1.47) and (1.48))

$$
\mathbf{R}\Delta \mathbf{w}^{(k)} = -\mathbf{Q}^T \mathbf{F}(\mathbf{w}^{(k)}), \quad \text{and} \quad \mathbf{w}^{(k+1)} = \mathbf{w}^{(k)} + \Delta \mathbf{w}^{(k)},
$$

where in this case $\mathbf{F}(\mathbf{w}^{(k)}) = \mathbf{QR}$, $\mathbf{Q} \in \mathbb{R}^{(2n+3) \times (2n+2)}$ and $\mathbf{R} \in \mathbb{R}^{(2n+2) \times (2n+2)}$.

Now, we present a Gauss-Newton based algorithm for finding the parameters for computing a nearby defective matrix to a simple matrix. This is presented in Algorithm 13.

**Algorithm 13** Gauss-Newton Algorithm for Computing a Nearby Defective Matrix

**Input:** $\mathbf{w}^{(0)} = [\mathbf{v}^{(0)}, \mathbf{e}^{(0)}, \mathbf{u}^{(0)}, \mathbf{z}^{(0)}]^T, k_{max}$ and tol.

1: for $k = 0, 1, 2, \ldots$ until convergence do
2: Find the reduced QR factorization of $\mathbf{F}_w(\mathbf{w}^{(k)})$ in (3.37).
3: Compute the matrix-vector multiplication $\mathbf{y}^{(k)} = -\mathbf{Q}^T \mathbf{F}(\mathbf{w}^{(k)})$.
4: Solve the upper-triangular system $\mathbf{R}\Delta \mathbf{w}^{(k)} = \mathbf{y}^{(k)}$ for $\Delta \mathbf{w}^{(k)}$.
5: Update, $\mathbf{w}^{(k+1)} = \mathbf{w}^{(k)} + \Delta \mathbf{w}^{(k)}$.
6: end for

**Output:** $\mathbf{w}^*$. 

Algorithm 13 should be stopped as soon as the norm of $\Delta \mathbf{w}^{(k)}$ is less than or equal to some user defined tolerance.

In the next section, we present the result of numerical experiments which confirms the theory.

### 3.6 Numerical Experiments

In this section, we present result of numerical experiments which confirms the theory discussed in the last section. We show that Algorithm 13 works for the Trefethen, Kahan, Frank and Wilkinson matrices. The results obtained agrees with those of Section 3.4 using Algorithm 12 with the same starting guesses.
The Calculation of the Distance to a Nearby Defective Matrix

Example 3.6.1. Consider the matrix $A = \begin{bmatrix} -1 & 5 \\ 0 & -2 \end{bmatrix}$, (see [61]). As initial guesses we choose $\alpha(0) = \beta(0) = 0, \epsilon(0) = \sigma_{\min}$, $u(0) = u_{\min}$ and $v(0) = v_{\min}$, where $\sigma_{\min}$ is the minimum singular value of $A$ with corresponding left and right singular vectors $u_{\min}$ and $v_{\min}$. We stop the iteration once

$$\|\Delta w^{(k)}\| < \tau, \quad \text{where} \quad \tau = 8 \times 10^{-16}.$$  

Table 3.10 shows the results for Example 3.4.1. Hence, $z = -1.5$ with $\epsilon = 4.9510 \times 10^{-2}$, $u = [-9.8538 \times 10^{-2}, -9.9513 \times 10^{-1}]^T$ and $v = [9.9513 \times 10^{-1}, -9.8538 \times 10^{-2}]^T$. Therefore, $B = A - \epsilon uv^H$ is a defective matrix. The method converges quadratically in 6 iterations, as expected from Newton’s method. The computed values of $z^*$ and $\epsilon^*$ agree with those of Table 3.1.

| $k$ | $\alpha^{(k)}$ | $\epsilon^{(k)}$ | $|\epsilon^{(k+1)} - \epsilon^{(k)}|$ | $|\alpha^{(k+1)} - \alpha^{(k)}|$ | $\|F(w^{(k)})\|$ | $\|\Delta w^{(k)}\|$ |
|-----|----------------|----------------|-------------------------------|-------------------------------|----------------|----------------|
| 0   | 0.0000         | 3.6597e-1      | 1.0e+00                       | 2.0e+00                       | 5.1e-01        | 2.3e-00        |
| 1   | -2.0400        | 6.8361e-1      | 6.0e-01                       | 5.0e-01                       | 1.2e+00        | 7.8e-01        |
| 2   | -1.5386        | 8.5612e-2      | 3.6e-02                       | 3.8e-02                       | 7.0e-02        | 5.3e-02        |
| 3   | -1.5001        | 4.9585e-2      | 7.6e-05                       | 8.1e-05                       | 1.5e-04        | 1.1e-04        |
| 4   | -1.5000        | 4.9510e-2      | 1.6e-10                       | 1.7e-10                       | 3.3e-10        | 2.3e-10        |
| 5   | -1.5000        | 4.9510e-2      | 6.9e-18                       | 0.0e+00                       | 2.2e-17        | 9.0e-18        |

Table 3.10: Columns five and six shows quadratic convergence for Example 3.4.1. Quadratic convergence is lost in the last row, possibly due to round off errors.

Example 3.6.2. Let $A \in \mathbb{C}^{n \times n}$ be the Kahan matrix [61], which is given by (3.34). We consider this matrix for $n = 6, 15, 20$. The starting values and stopping condition are chosen as in Example 3.4.1. Table 3.6.2 shows the results for $n = 6$. In this case, the eigenvalues $1.5849 \times 10^{-1}$ and $10^{-1}$ coalesce at $1.2763 \times 10^{-1}$ for a value of $\epsilon = 4.7049 \times 10^{-4}$. Quadratic convergence rate is observed in rows six and seven of column five, and the computed values of $z^*$ and $\epsilon^*$ agree with those of Table 3.2.

Table 3.12 shows the results for $n = 15$. In this case, the eigenvalues $1.1788 \times 10^{-1}$ and $10^{-1}$ coalesce at $1.0729 \times 10^{-1}$ for a value of $\epsilon = 5.1757 \times 10^{-7}$. The computed values of $z^*$ and $\epsilon^*$ agree with those of Table 3.3.

Table 3.13 shows the results for $n = 20$. In this case, the eigenvalues $1.1288 \times 10^{-1}$ and $10^{-1}$ coalesce at $1.0501 \times 10^{-1}$ for a value of $\epsilon = 2.8841 \times 10^{-8}$. The
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| $k$ | $\alpha^{(k)}$ | $\epsilon^{(k)}$ | $|\epsilon^{(k+1)} - \epsilon^{(k)}|$ | $|\alpha^{(k+1)} - \alpha^{(k)}|$ | $\|F(w^{(k)})\|$ | $\|\Delta w^{(k)}\|$ |
|-----|----------------|----------------|---------------------------------|---------------------------------|----------------|----------------|
| 0   | 0.0000e+0     | 9.9694e-03    | 2.2e-02                         | 1.4e-01                         | 1.6e-01        | 3.6e-01        |
| 1   | 1.3643e-1     | 1.2145e-2     | 3.0e-02                         | 2.0e-02                         | 7.1e-02        | 2.2e-02        |
| 2   | 1.1639e-1     | 3.7277e-4     | 6.1e-05                         | 9.5e-03                         | 2.5e-02        | 5.6e-02        |
| 3   | 1.2590e-1     | 4.3373e-4     | 3.7e-05                         | 1.7e-03                         | 1.5e-03        | 1.3e-02        |
| 4   | 1.2760e-1     | 4.7082e-4     | 3.2e-05                         | 3.2e-05                         | 8.9e-05        | 3.5e-04        |
| 5   | 1.2763e-1     | 4.7049e-4     | 2.9e-10                         | 1.3e-08                         | 6.3e-08        | 1.5e-07        |
| 6   | 1.2763e-1     | 4.7049e-4     | 4.4e-17                         | 2.2e-15                         | 1.1e-14        | 2.2e-14        |
| 7   | 1.2763e-1     | 4.7049e-4     | 5.4e-20                         | 0.0e+00                         | 9.8e-17        | 6.8e-17        |

Table 3.11: Results for Example 3.4.2, $n = 6$ using Algorithm 13. We observe quadratic convergence in the last column.

| $k$ | $\alpha^{(k)}$ | $\epsilon^{(k)}$ | $|\epsilon^{(k+1)} - \epsilon^{(k)}|$ | $|\alpha^{(k+1)} - \alpha^{(k)}|$ | $\|F(w^{(k)})\|$ | $\|\Delta w^{(k)}\|$ |
|-----|----------------|----------------|---------------------------------|---------------------------------|----------------|----------------|
| 0   | 0.0000e+0     | 4.7454e-4     | 7.3e-04                         | 5.9e-02                         | 1.2e-02        | 2.0e-01        |
| 1   | 5.9261e-2     | 2.5746e-4     | 2.6e-04                         | 2.5e-02                         | 2.1e-02        | 2.2e-01        |
| 2   | 8.4526e-2     | 4.7975e-7     | 8.7e-07                         | 1.3e-02                         | 2.5e-02        | 1.7e-01        |
| 3   | 9.7390e-2     | 1.3532e-6     | 2.0e-06                         | 7.2e-03                         | 1.5e-02        | 1.1e-01        |
| 4   | 1.0455e-1     | 6.6553e-7     | 1.3e-07                         | 2.4e-03                         | 6.3e-03        | 4.4e-02        |
| 5   | 1.0699e-1     | 5.3550e-4     | 1.8e-08                         | 3.0e-04                         | 9.7e-04        | 5.7e-03        |
| 6   | 1.0728e-1     | 5.1778e-7     | 2.0e-10                         | 4.3e-06                         | 1.6e-05        | 8.3e-05        |
| 7   | 1.0729e-1     | 5.1757e-7     | 4.1e-14                         | 8.9e-10                         | 3.4e-09        | 1.7e-08        |
| 8   | 1.0729e-1     | 5.1757e-7     | 1.6e-21                         | 2.8e-17                         | 1.8e-16        | 7.0e-16        |

Table 3.12: Results for Example 3.4.2, $n = 15$ using Algorithm 13. Quadratic convergence is observed in rows eight and nine of the last column.

| $k$ | $\alpha^{(k)}$ | $\epsilon^{(k)}$ | $|\epsilon^{(k+1)} - \epsilon^{(k)}|$ | $|\alpha^{(k+1)} - \alpha^{(k)}|$ | $\|F(w^{(k)})\|$ | $\|\Delta w^{(k)}\|$ |
|-----|----------------|----------------|---------------------------------|---------------------------------|----------------|----------------|
| 0   | 0.0000e+0     | 1.3141e-04    | 1.9e-04                         | 4.7e-02                         | 4.0e-03        | 1.7e-01        |
| 1   | 4.7216e-02    | 5.7554e-05    | 5.8e-05                         | 2.7e-02                         | 1.4e-02        | 1.9e-01        |
| 2   | 7.3921e-02    | 3.1613e-08    | 4.3e-07                         | 1.5e-02                         | 1.9e-02        | 1.8e-01        |
| 3   | 8.9281e-02    | 4.0206e-07    | 4.5e-07                         | 9.3e-03                         | 1.6e-02        | 1.4e-01        |
| 4   | 9.8568e-02    | 5.2530e-08    | 1.5e-08                         | 4.7e-03                         | 1.0e-02        | 9.0e-02        |
| 5   | 1.0329e-01    | 3.7362e-08    | 7.9e-09                         | 1.5e-03                         | 4.0e-03        | 3.3e-02        |
| 6   | 1.0483e-01    | 2.9487e-08    | 6.4e-10                         | 1.8e-04                         | 5.4e-04        | 3.9e-03        |
| 7   | 1.0501e-01    | 2.8848e-08    | 7.3e-12                         | 2.2e-06                         | 7.5e-06        | 4.8e-05        |
| 8   | 1.0501e-01    | 2.8841e-08    | 1.1e-15                         | 3.3e-10                         | 1.2e-09        | 7.3e-09        |
| 9   | 1.0501e-01    | 2.8841e-08    | 3.3e-23                         | 0.0e+00                         | 1.9e-16        | 2.3e-16        |

Table 3.13: Results for Example 3.4.2, for $n = 20$ using Algorithm 13. We observed almost quadratic convergence in the last two rows of the last column.

computed values of $z^*$ and $\epsilon^*$ agree with those of Table 3.4.
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Example 3.6.3. Let \( A \in \mathbb{C}^{n \times n} \) be the Frank matrix taken from the Matlab gallery \( A = \text{gallery}(\text{'frank'}, n) \), where \( n = 6, 12 \). As initial guesses we choose \( \alpha^{(0)} = \beta^{(0)} = 0, \epsilon^{(0)} = \sigma_{\min}, u^{(0)} = u_{\min} \) and \( v^{(0)} = v_{\min} \), where \( \sigma_{\min} \) is the minimum singular value of \( A \) with corresponding left and right singular vectors \( u_{\min} \) and \( v_{\min} \). \( x^{(0)} \) is determined from (3.11), the stopping condition is the same as in the previous examples. Table 3.14 shows the results for \( n = 6 \). In this case the eigenvalues 7.7080 × 10^{-2} and 1.8576 × 10^{-1} closest to zero coalesce at 1.2790 × 10^{-1} for a value of \( \epsilon = 5.5549 \times 10^{-4} \). The computed values of \( z^* \) and \( \epsilon^* \) agree with those of Table 3.5.

| \( k \) | \( \alpha^{(k)} \) | \( \epsilon^{(k)} \) | \( |\epsilon^{(k+1)} - \epsilon^{(k)}| \) | \( |\alpha^{(k+1)} - \alpha^{(k)}| \) | \( \|F(w^{(k)})\| \) | \( \|\Delta w^{(k)}\| \) |
|---|---|---|---|---|---|---|
| 0 | 0.0000e+00 | 3.4855e-03 | 7.1e-03 | 1.0e-01 | 7.0e-02 | 1.6e-01 |
| 1 | 1.0137e-01 | 3.5747e-03 | 3.0e-03 | 2.4e-02 | 1.4e-02 | 4.2e-02 |
| 2 | 1.2532e-01 | 6.0255e-04 | 4.7e-05 | 2.6e-03 | 1.1e-03 | 4.1e-03 |
| 3 | 1.2786e-01 | 5.5588e-04 | 3.9e-07 | 2.4e-05 | 1.0e-05 | 3.9e-05 |
| 4 | 1.2790e-01 | 5.5549e-04 | 3.6e-11 | 2.1e-09 | 8.8e-10 | 3.4e-09 |
| 5 | 1.2790e-01 | 5.5549e-04 | 1.1e-19 | 1.7e-16 | 7.0e-16 | 3.9e-16 |

Table 3.14: Results for Example 3.4.3, \( n = 6 \) using Algorithm 13. We observe almost quadratic convergence in the last column.

\( 10^{-2} \) and \( 1.8576 \times 10^{-1} \) closest to zero coalesce at \( 1.2790 \times 10^{-1} \) for a value of \( \epsilon = 5.5549 \times 10^{-4} \). The computed values of \( z^* \) and \( \epsilon^* \) agree with those of Table 3.5.

| \( k \) | \( \alpha^{(k)} \) | \( \epsilon^{(k)} \) | \( |\epsilon^{(k+1)} - \epsilon^{(k)}| \) | \( |\alpha^{(k+1)} - \alpha^{(k)}| \) | \( \|F(w^{(k)})\| \) | \( \|\Delta w^{(k)}\| \) |
|---|---|---|---|---|---|---|
| 0 | 0.0000e+00 | 1.1186e-08 | 1.6e-08 | 1.8e-02 | 8.6e-07 | 2.7e-02 |
| 1 | 1.8010e-02 | 4.3454e-09 | 3.9e-09 | 1.3e-02 | 4.1e-04 | 1.9e-02 |
| 2 | 3.0849e-02 | 4.1641e-10 | 2.0e-10 | 6.2e-03 | 2.1e-04 | 9.4e-03 |
| 3 | 3.7032e-02 | 2.2016e-10 | 3.3e-11 | 1.5e-03 | 5.0e-05 | 2.3e-03 |
| 4 | 3.8559e-02 | 1.8668e-10 | 1.7e-12 | 9.0e-05 | 3.1e-06 | 1.4e-04 |
| 5 | 3.8649e-02 | 1.8499e-10 | 5.4e-15 | 3.0e-07 | 1.1e-08 | 4.6e-07 |
| 6 | 3.8649e-02 | 1.8499e-10 | 1.4e-17 | 2.6e-11 | 1.2e-13 | 3.9e-11 |
| 7 | 3.8649e-02 | 1.8499e-10 | 9.0e-18 | 2.7e-11 | 1.4e-15 | 4.1e-11 |
| 8 | 3.8649e-02 | 1.8499e-10 | 3.8e-17 | 7.3e-13 | 3.5e-16 | 1.1e-12 |

Table 3.15: Results for Example 3.4.3, \( n = 12 \) using Algorithm 13. We observe superlinear convergence in the second to the last column.

Table 3.15 shows the results for \( n = 12 \). In this case the eigenvalues 3.1028 × 10^{-2} and 4.9509 × 10^{-2} closest to zero coalesce at 3.8649 × 10^{-2} for a value of \( \epsilon = 1.8499 \times 10^{-10} \). The computed values of \( z^* \) and \( \epsilon^* \) agree with those of Table 3.6.

Example 3.6.4. Consider the 20 × 20 bi-diagonal matrix whose diagonal entries are 20, 19, . . . , 1 and the super-diagonals are 20. This matrix was considered by Wilkinson
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[62] and also in Example 3.4.4 and has eigenvalues 1, 2, . . . , 20. We repeated the same example with the same starting guesses as in Example 3.4.4 but in this case with Algorithm 13. Results are as tabulated in Table 3.16. The computed values of z* and e* agree with those of Table 3.7.

| k | α^(k)    | ε^(k)    | |ε^(k+1) − ε^(k)| |α^(k+1) − α^(k)| ||F(w^(k)|| |Δw^(k)|| |
|---|---------|---------|----------------|----------------|----------------|---------|---------|
| 0 | 10.200  | 3.6322e-14 | 6.5e-14      | 4.2e-01      | 1.6e-13      | 4.2e-01  |
| 1 | 10.619  | 1.0152e-13 | 3.9e-14      | 1.0e-01      | 1.5e-02      | 1.0e-01  |
| 2 | 10.519  | 6.2701e-14 | 1.4e-15      | 1.9e-02      | 8.5e-04      | 1.9e-02  |
| 3 | 10.500  | 6.1312e-14 | 4.7e-17      | 1.9e-04      | 3.0e-05      | 1.9e-04  |
| 4 | 10.500  | 6.1264e-14 | 4.6e-21      | 6.9e-08      | 3.0e-09      | 6.9e-08  |
| 5 | 10.500  | 6.1264e-14 | 5.7e-28      | 4.8e-12      | 2.6e-15      | 4.8e-12  |
| 6 | 10.500  | 6.1264e-14 | 1.3e-29      | 0.0e+00      | 1.9e-15      | 1.0e-16  |

Table 3.16: Results for Example 3.4.4 using Algorithm 13. We observed quadratic convergence except for the last two rows of the last column.

3.7 Conclusion

We have developed two new algorithms for computing a nearby defective matrix. Numerical examples show that these new techniques perform well and give quadratic convergence in the generic cases. Also, since the first algorithm is based on Newton’s method applied to a real 3-dimensional nonlinear system (with only one LU factorisation required at each step) it is simple to apply and is significantly faster than the technique in [4]. The second algorithm is based on the Gauss-Newton method for computing a nearby defective matrix from a simple one and the distance between them.

However, as has already been mentioned, since the two algorithms are based on Newton’s method or its variant, convergence to the nearest defective matrix cannot be guaranteed, though in fact, in all the examples considered, convergence to the nearest defective matrix was achieved. Of course, a more sophisticated nonlinear solver, e.g., global Newton’s method or a global minimiser, could be applied to (3.15) if required.

Though Algorithm 12 is designed to compute a nearby defective matrix in the generic case (that is, there is a well-conditioned 2-dimensional Jordan block), the first algorithm has two features that enable it to recognise when
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the conditions of Assumption 3.1.1 fail. First, if there is another singular value near $\varepsilon$ then the condition number of $M(\alpha, \beta, \varepsilon)$ will be large. Second, if the condition number of $M(\alpha, \beta, \varepsilon)$ is small, but $F_{\alpha\beta}$ is close to zero at the root, then this indicates the presence of a nearby defective matrix with a Jordan block of dimension greater than 2. As such the algorithm in this chapter could be used to provide starting values for an alternative algorithm that could detect a higher order singularity.

For Algorithm 13, near a three-dimensional Jordan block, the right hand side condition on $\varepsilon$ in (3.50) tends to zero, so $\varepsilon$ is forced to zero. This means that some diagonal elements of $R$ in $R\Delta w^{(k)} = -Q^tF(w^{(k)})$ could be small if the Jordan block is of dimension three or $\sigma_{n-1}$ is close to $\varepsilon = \sigma_n$, and it is not possible to distinguish between these two situations.
CHAPTER 4

Inverse Iteration with a Complex Shift

4.1 Introduction

Let $\mathbf{A}$ be a large sparse, real $n$ by $n$ nonsymmetric matrix and $\mathbf{B} \in \mathbb{R}^{n \times n}$ a symmetric positive definite matrix. In this chapter, we consider the problem of computing the eigenpair $(\mathbf{z}, \lambda)$ from the following generalised complex eigenvalue problem

$$ \mathbf{A}\mathbf{z} = \lambda \mathbf{B}\mathbf{z}, \quad \mathbf{z} \in \mathbb{C}^n, \; \mathbf{z} \neq \mathbf{0}, \quad (4.1) $$

where $\lambda \in \mathbb{C}$ is the eigenvalue of the pencil $(\mathbf{A}, \mathbf{B})$ and $\mathbf{z}$ its corresponding complex eigenvector. We assume that the eigenpair of interest $(\mathbf{z}, \lambda)$ is algebraically simple, so that $\psi^H$ the corresponding left eigenvector is such that [57, p. 136]

$$ \psi^H \mathbf{B}\mathbf{z} \neq 0. \quad (4.2) $$

By adding the normalisation

$$ \mathbf{z}^H \mathbf{B}\mathbf{z} = 1, \quad (4.3) $$

to (4.1) and with $\mathbf{v} = [\mathbf{z}^T, \lambda]^T$, the combined system of equations can be expressed in the form $\mathbf{F}(\mathbf{v}) = \mathbf{0}$ as

$$ \mathbf{F}(\mathbf{v}) = \begin{bmatrix} (\mathbf{A} - \lambda \mathbf{B})\mathbf{z} \\ -\frac{1}{2} \mathbf{z}^H \mathbf{B}\mathbf{z} + \frac{1}{2} \end{bmatrix} = \mathbf{0}. \quad (4.4) $$
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Note that $z^H B z$ is real since $B$ is symmetric and positive definite. This results in solving a system of $n$ complex and one real nonlinear equation for the $(n + 1)$ complex unknowns $v = [z, \lambda]^T$. Note that, if $z$ from $(z, \lambda)$ solves (4.4), then so does $e^{i\theta}z$ for any $\theta \in [0, 2\pi)$. Hence, (4.4) does not have a unique solution. Another drawback of the normalisation (4.3) is that $\bar{z}$ in $z^H B z = \bar{z}^T B z$ is not differentiable\(^1\). Therefore, we cannot just differentiate (4.4) and apply the standard Newton’s method. In this chapter, we shall show how these drawbacks can be overcome, at least for the $B = I$ case.

Recall that for a real eigenpair $(z, \lambda)$, (4.4) gives $(n + 1)$ real equations for $(n + 1)$ real unknowns and Newton’s method for solving (4.4) involves the solution of the $(n + 1)$ square linear systems

\[\begin{bmatrix}
A - \lambda^{(k)} B & -Bz^{(k)} \\
-(Bz^{(k)})^T & 0
\end{bmatrix}
\begin{bmatrix}
\Delta z^{(k)} \\
\Delta \lambda^{(k)}
\end{bmatrix}
= -\begin{bmatrix}
(A - \lambda^{(k)} B)z^{(k)} \\
-\frac{1}{2}z^{(k)} B z^{(k)} + \frac{1}{2}
\end{bmatrix},
\]

for the $(n + 1)$ real unknowns $\Delta v^{(k)} = [\Delta z^{(k)}]^T, \Delta \lambda^{(k)}]$, and updating $v^{(k+1)} = v^{(k)} + \Delta v^{(k)}$ for $k = 0, 1, 2, \ldots$. Secondly, for $(z, \lambda)$ complex, Ruhe [51] added the normalisation $c^H z = 1$, where $c$ is a fixed complex vector instead of (4.3), so that (4.1) and $c^H z = 1$ provide $(n + 1)$ complex equations for $(n + 1)$ complex unknowns, and the Jacobian of this system is

\[\begin{bmatrix}
(A - \lambda B) & -Bz \\
0 & c^H
\end{bmatrix}.
\]

The above Jacobian is square and can be easily shown to be nonsingular, using the ABCD Lemma if the eigenvalue of interest is algebraically simple and $c^H z \neq 0$ at the root. One major distinction between our normalisation and Ruhe’s is that, ours is the natural normalisation for an eigenvector and we do not worry about how to choose $c$.

Our approach for analysing the solution of (4.4) for $v$ begins by splitting the eigenpair $(z, \lambda)$ into their real and imaginary parts: $z = z_1 + iz_2$, $\lambda = \alpha + i\beta$ where $z_1, z_2 \in \mathbb{R}^n$, and $\alpha, \beta \in \mathbb{R}$. After expanding (4.4), we obtain

---

\(^1\)For a single variable, if $z = x + iy$, $\bar{z} = x - iy$, then the Cauchy-Riemann equations are not satisfied because, with $u(x, y) = x, v(x, y) = -y$, then $u_x(x, y) = 1$ and $v_y(x, y) = -1$, whereas the Cauchy-Riemann equations (see, for example [35]) require that $u_x(x, y) = v_y(x, y)$. This shows that $z$ is not differentiable at $(x, y)$. 
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a real system of \((2n + 1)\) under-determined nonlinear equations in \((2n + 2)\) real unknowns \(\mathbf{v} = [z_1, z_2, \alpha, \beta]^T\), and it is natural to use the Gauss-Newton method (see, for example, Deuflhard [17, pp. 222-223]) to obtain a solution. By linearising the system of under-determined nonlinear equations, we obtain a system of under-determined linear equations involving the corresponding Jacobian. The key results in this chapter are Theorems 4.2.1, 4.4.1 and 4.5.1.

This chapter is structured as follows. In Section 4.2, we show that for an algebraically simple eigenvalue, the Jacobian is of full rank at the root with a known nullvector. Section 4.3 provides theoretical expressions for the exact nullvector of the Jacobian. In Section 4.4, we consider the case \(\mathbf{B} = \mathbf{I}\), where we show that by adding an extra equation to the system of under-determined linear equations, one obtains a square one and prove that the solution obtained by solving this square system is equivalent to that obtained by solving the under-determined linear system. The extra equation that will be added, stems from the orthogonality of a known approximate nullvector and the minimum norm solution to the under-determined system of linear equations. In Theorem 4.5.1, we show that the \((2n + 2)\) square system of equations is equivalent to the corresponding \((n + 1)\) square system (4.5) with \(z\) and \(\lambda\) complex.

To summarise, we give a rigorous proof that, if we ignore the non-uniqueness of solution of (4.4) and the fact that (4.3) is not differentiable, and proceed by applying Newton’s method to (4.4) formally, then we obtain exactly the same results obtained using the Gauss-Newton method. Computationally, this means we may solve square systems like (4.5) using Gaussian elimination rather than solving rectangular systems as is the case if the Gauss-Newton method were used. The case \(\mathbf{B} \neq \mathbf{I}\) is not so nice and as far as we can tell, a similar result does not apply. This is explained further in Section 4.6.

The analysis in each section is supported by a numerical example. All approaches described in this chapter, give quadratic convergence, though, as usual, they rely on good initial guesses to the desired eigenpair. In conclusion, we show the mathematical equivalence of three methods—which is our main aim in this chapter. Throughout this chapter, \(\|\cdot\| = \|\cdot\|_2\).
4.2 Computation of Complex Eigenpairs by solving an Under-determined System of Nonlinear Equations

In this section, we will expand the system of \( n \) complex and one real nonlinear equations in \((n + 1)\) complex unknowns \((4.4)\) by writing \( z \) and \( \lambda \) as \( z = z_1 + iz_2 \) and \( \lambda = \alpha + i\beta \), respectively. The reason for having an under-determined system of equations instead of a square system of equations is because, expanding \( z^H Bz = 1 \) gives only one real equation, since \( B \) is symmetric positive definite, while \((A - \lambda B)z = 0\) results in \(2n\) real equations. This results in a real \((2n + 1)\) under-determined system of nonlinear equations in \((2n + 2)\) real unknowns. This will then be followed by presenting the real under-determined system of nonlinear equations and an explicit expression for its Jacobian.

Furthermore, we will show in the main result of this section-Theorem 4.2.1 that, if the eigenvalue of interest in \((A, B)\) is algebraically simple, then the Jacobian has linearly independent rows at the root. We will find the right null-vector of the Jacobian at the root. We conclude the section by presenting Algorithm 14 for computing the complex eigenpair of the matrix pencil \((A, B)\). A numerical example is given to illustrate the theory.

If we let \( z = z_1 + iz_2 \) and \( \lambda = \alpha + i\beta \), then the nonlinear system of equations \((4.4)\) can be written as

\[
(A - \lambda B)z = [A - (\alpha + i\beta)B](z_1 + iz_2)
= (A - \alpha B)z_1 + \beta Bz_2 + i[(A - \alpha B)z_2 - \beta Bz_1],
\]  
(4.6)

and

\[
z^H Bz = z_1^T Bz_1 + z_2^T Bz_2.
\]  
(4.7)

Hence, \((4.3)\) implies that

\[
-\frac{1}{2} z^H Bz + \frac{1}{2} z_1^T Bz_1 + \frac{1}{2} z_2^T Bz_2 + \frac{1}{2} = 0.
\]

Since \((A - \lambda B)z = 0\), we equate the real and imaginary parts of \((4.6)\) to zero.
and obtain the $2n$ real equations

$$(A - \alpha B)z_1 + \beta Bz_2 = 0,$$

and

$$(A - \alpha B)z_2 - \beta Bz_1 = 0.$$

This means, $F(v)$ consists of the $2n$ real equations arising from (4.6) and one real equation $-\frac{1}{2}(z_1^T Bz_1 + z_2^T Bz_2) + \frac{1}{2} = 0$;

$$F(v) = \begin{bmatrix} (A - \alpha B)z_1 + \beta Bz_2 \\ -\beta Bz_1 + (A - \alpha B)z_2 \\ -\frac{1}{2}(z_1^T Bz_1 + z_2^T Bz_2) + \frac{1}{2} \end{bmatrix} = 0,$$  \hfill (4.8)

where $F : \mathbb{R}^{(2n+2)} \rightarrow \mathbb{R}^{(2n+1)}$. The Jacobian, $F_v(v)$ of $F(v)$ with $v = [z_1, z_2, \alpha, \beta]^T$ has the following explicit expression

$$F_v(v) = \begin{bmatrix} (A - \alpha B) & \beta B & -Bz_1 & Bz_2 \\ -\beta B & (A - \alpha B) & -Bz_2 & -Bz_1 \\ -(Bz_1)^T & -(Bz_2)^T & 0 & 0 \end{bmatrix},$$  \hfill (4.9)

and is a $(2n + 1)$ by $(2n + 2)$ real matrix. We define the real $2n$ by $2n$ matrix $M$ as

$$M = \begin{bmatrix} (A - \alpha B) & \beta B \\ -\beta B & (A - \alpha B) \end{bmatrix}.$$  \hfill (4.10)

Also, we form the $2n$ by 2 real matrix

$$N = \begin{bmatrix} -Bz_1 & Bz_2 \\ -Bz_2 & -Bz_1 \end{bmatrix} = \begin{bmatrix} -B_2w & B_2w_1 \end{bmatrix},$$  \hfill (4.11)

consisting of the product of $B_2 = [B \ O]$ and the matrix of right nullvectors.
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given in the next equation) of $M$ at the root, where

$$w = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}, \quad w_1 = \begin{bmatrix} z_2 \\ -z_1 \end{bmatrix},$$

(4.12)

and $O$ is the $n$ by $n$ zero matrix. The Jacobian (4.9) can be rewritten in the following partitioned form

$$F_v(v) = \begin{bmatrix} M & -B_2w & B_2w_1 \\ -(B_2w)^T & 0 & 0 \end{bmatrix} = \begin{bmatrix} M & N \\ -(B_2w)^T & 0^T \end{bmatrix},$$

(4.13)

with $M, N$ defined in (4.10) and (4.11) respectively. Note that because at the root,

$$\begin{bmatrix} (A - \alpha B) & \beta B \\ -\beta B & (A - \alpha B) \end{bmatrix} \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} (A - \alpha B)z_1 + \beta Bz_2 \\ (A - \alpha B)z_2 - \beta Bz_1 \end{bmatrix} = 0,$$

this implies that $\begin{bmatrix} z_1 \\ z_2 \end{bmatrix}$ or its nonzero scalar multiple is a right nullvector of $M$. In the same vein, we find

$$\begin{bmatrix} (A - \alpha B) & \beta B \\ -\beta B & (A - \alpha B) \end{bmatrix} \begin{bmatrix} z_2 \\ -z_1 \end{bmatrix} = \begin{bmatrix} (A - \alpha B)z_2 - \beta Bz_1 \\ -(A - \alpha B)z_1 + \beta Bz_2 \end{bmatrix} = 0,$$

and $\begin{bmatrix} z_2 \\ -z_1 \end{bmatrix}$ or its nonzero scalar multiple is also a right nullvector of $M$ at the root.

Since the eigenvalue $\lambda$ of $(A, B)$ is algebraically simple by assumption, then by (4.2), we need to give explicit expressions for the left nullvector of $(A - \lambda B)$ in order to prove that the Jacobian has full row rank at the root. Observe that for all $\psi \in \mathcal{N}(A - \lambda B)^H \setminus \{0\}$, we define $\psi = \psi_1 + i\psi_2$, where $\psi_1, \psi_2 \in \mathbb{R}^n$, then this implies

$$\psi^H(A - \lambda B) = (\psi_1^T - i\psi_2^T)(A - \alpha B) - i\beta B = \psi_1^T(A - \alpha B) - \beta\psi_2^T B - i[\beta\psi_1^T B + \psi_2^T(A - \alpha B)] = 0^T.$$

Hence, $\psi_1^T(A - \alpha B) - \beta\psi_2^T B = 0^T$ and $\beta\psi_1^T B + \psi_2^T(A - \alpha B) = 0^T$. The impli-
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cation of this is that

\[
[\psi_1^T \quad \psi_2^T]M = [\psi_1^T \quad \psi_2^T] \begin{bmatrix} (A - \alpha B) & \beta B \\ -\beta B & (A - \alpha B) \end{bmatrix} \\
= [\psi_1^T (A - \alpha B) - \beta \psi_2^T B \quad \beta \psi_1^T B + \psi_2^T (A - \alpha B)] = 0^T,
\]

which means, \([\psi_1^T, \psi_2^T]\) or its nonzero scalar multiple is a left nullvector of \(M\). Similarly,

\[
[\psi_2^T - \psi_1^T]M = [\psi_2^T - \psi_1^T] \begin{bmatrix} (A - \alpha B) & \beta B \\ -\beta B & (A - \alpha B) \end{bmatrix} \\
= [\beta \psi_1^T B + \psi_2^T (A - \alpha B) - \{\psi_1^T (A - \alpha B) - \beta \psi_2^T B\}] = 0^T,
\]

and it shows that \([\psi_2^T, -\psi_1^T]\) is also a left nullvector of \(M\).

So we form the matrix \(C\) consisting of the 2-dimensional left nullvectors of \(M\) at the root (in practice \(C\) is not computed), as

\[
C = \begin{bmatrix} \psi_1 & \psi_2 \\ \psi_2 & -\psi_1 \end{bmatrix}.
\] (4.14)

Now, observe that the condition (4.2), implies

\[
\psi^H Bz = [\psi_1^T Bz_1 + \psi_2^T Bz_2] + i[\psi_1^T Bz_2 - \psi_2^T Bz_1] \neq 0.
\]

Since \(\psi^H Bz \neq 0\), this implies

\[
[\psi_1^T Bz_1 + \psi_2^T Bz_2]^2 + [\psi_1^T Bz_2 - \psi_2^T Bz_1]^2 \neq 0.
\] (4.15)

Before we continue with the rest of the analysis, we present the main result of this section which shows that the Jacobian (4.9) has a one dimensional nullvector at the root.

**Theorem 4.2.1.** Assume that the eigenpair \((z, \lambda)\) of the pencil \((A, B)\) is algebraically simple. If \(z_1\) and \(z_2\) are nonzero vectors, then \(\phi = \{\tau[z_2^T, -z_1^T, 0, 0], \tau \in \mathbb{R}\}\) is the eigenspace corresponding to the zero eigenvalue of \(F_\nu(v)\) at the root.

**Proof:** Post-multiply \(F_\nu(v)\) by the unknown nonzero vector \(\phi = [p', q']^T\),
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equate to the zero vector and solve

$$
\begin{bmatrix}
M & N \\
-(B_2w)^T & 0^T
\end{bmatrix}
\begin{bmatrix}
p' \\
q'
\end{bmatrix} = 0,
$$

where $M$ and $N$ are as defined in (4.10) and (4.11) respectively. After expanding, we have the following set of equations

$$
Mp' + Nq' = 0 \quad (4.16)
$$

$$
w^TB_2p' = 0. \quad (4.17)
$$

Let $H = C^TN$, for all $C \in \mathcal{N}(M^T) \setminus \{0\}$ as in (4.14). This means,

$$
H = \begin{bmatrix}
\psi_1^T & \psi_2^T \\
\psi_2^T & -\psi_1^T
\end{bmatrix}
\begin{bmatrix}
B \\
B
\end{bmatrix}
\begin{bmatrix}
-z_1 & z_2 \\
-z_2 & z_1
\end{bmatrix} = \begin{bmatrix}
\psi_1^T & \psi_2^T \\
\psi_2^T & -\psi_1^T
\end{bmatrix}
\begin{bmatrix}
-Bz_1 & Bz_2 \\
-Bz_2 & -Bz_1
\end{bmatrix}
\begin{bmatrix}
-(\psi_1^TBz_1 + \psi_2^TBz_2) & \psi_1^TBz_2 - \psi_2^TBz_1 \\
\psi_1^TBz_2 - \psi_2^TBz_1 & (\psi_1^TBz_1 + \psi_2^TBz_2)
\end{bmatrix}.
$$

By premultiplying both sides of (4.16) by $C^T$, we obtain

$$
C^T Mp' + C^TNq' = 0. \quad (4.18)
$$

But, $C^TM = 0^T$. Consequently, we are left with $C^TNq' = 0$, or

$$
Hq' = C^TNq' = \begin{bmatrix}
-(\psi_1^TBz_1 + \psi_2^TBz_2) & \psi_1^TBz_2 - \psi_2^TBz_1 \\
\psi_1^TBz_2 - \psi_2^TBz_1 & (\psi_1^TBz_1 + \psi_2^TBz_2)
\end{bmatrix}q' = 0.
$$

Now,

$$
\text{det} H = -\{(\psi_1^TBz_1 + \psi_2^TBz_2)^2 + (\psi_1^TBz_2 - \psi_2^TBz_1)^2\} \neq 0,
$$

using (4.15), which implies $H$ is nonsingular. Thus, $q' = 0$. Equation (4.16) now becomes $Mp' = 0$, meaning that $p' \in \mathcal{N}(M)$, $p' = \mu w + \tau w_1$. From (4.17),

$$
0 = w^TB_2p' = \mu w^TB_2w + \tau w^TB_2w_1.
$$
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Now, because $w^T B_2 w_1 = 0$ and $w^T B_2 w \neq 0$, we have $\mu = 0$ and so

$$p' = \tau w_1.$$ 

Hence, for all $\tau \in \mathbb{R} \setminus \{0\}$, $p' = [\tau z_2, -\tau z_1]^T \in \mathcal{N}(M)$ also satisfies equation (4.17). Therefore, we obtain $\phi = \tau[z_2, -z_1, 0, 0]^T$ as the only nonzero nullvector of $F_v(v)$.

The next result is a corollary to Theorem 4.2.1 and it shows that the Jacobian (4.9) has linearly independent rows at the root.

**Corollary 4.2.1.** If the eigenpair $(z, \lambda)$ of $(A, B)$ is algebraically simple, then the Jacobian $F_v(v)$ in (4.13) is of full rank at the root.

**Proof:** Since Theorem 4.2.1 guarantees the existence of a single nonzero nullvector of $F_v(v)$ at the root, then $\text{rank}(F_v(v)) = 2n + 1$ (using the dimension theorem, see, for example, [39]). Therefore, the Jacobian (4.9) is of full rank at the root.

Next, in order to solve the under-determined system of nonlinear equations (4.8), we need to linearize $F(v) = 0$. After linearizing $F(v) = 0$, we have to solve the following under-determined linear system of equations

$$F_v(v^{(k)}) \Delta v^{(k)} = -F(v^{(k)}). \quad (4.19)$$

Hence, solving for $\Delta v^{(k)}$ in $F_v(v^{(k)}) \Delta v^{(k)} = -F(v^{(k)})$, involves solving a $2n + 1$ real under-determined linear system of equations for the $2n + 2$ real unknowns $\Delta v^{(k)} = [\Delta z_1^{(k)}, \Delta z_2^{(k)}, \Delta \alpha^{(k)}, \Delta \beta^{(k)}]^T$. Following the discussion in Section 1.5.2, we find the reduced QR factorization $F_v(v^{(k)})^T = QR$, where in this case $Q$ and $R$ are $(2n + 2)$ by $(2n + 1)$ and $(2n + 1)$ by $(2n + 1)$ real matrices respectively. Hence, we solve $R^T g^{(k)} = -F(v^{(k)})$ for $g^{(k)}$ and then obtain the solution to (4.19) as

$$\Delta v^{(k)} = Qg^{(k)},$$

and update $v^{(k+1)} = v^{(k)} + \Delta v^{(k)}$. Since we have shown that the Jacobian has linearly independent rows in Theorem 4.2.1, the whole analysis now gives rise to Algorithm 14, namely, the **Gauss-Newton method** applied to $F(v) = 0$. 
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Algorithm 14 Eigenpair Computation using Gauss-Newton’s method

| Input: A, B, v(0) = [z_1^{(0)}, z_2^{(0)}, α(0), β(0)]^T, k_{max} and tol. |
| 1: for k = 0, 1, 2, …, until convergence do |
| 2: Find the reduced QR factorisation of F_v(v(k))^T = QR. |
| 3: Solve R^T g^{(k)} = -F(v(k)) for g^{(k)} in (4.9). |
| 4: Compute Δv^{(k)} = Qg^{(k)} for Δv^{(k)} using (4.8). |
| 5: Update v^{(k+1)} = v^{(k)} + Δv^{(k)}. |
| 6: end for |
| Output: v^{(k_{max}).} |

The stopping condition for Algorithm 14 is

$$\|Δv^{(k)}\| \leq tol.$$ 

Next, we give the following numerical example to illustrate the above theory.

Example 4.2.1. Consider the 200 by 200 matrix A bum200.mtx from the matrix market library [9]. It is the discretised Jacobian of the Brusselator wave model for a chemical reaction. The resulting eigenvalue problem with B = I was also studied in [48] and we are interested in finding the rightmost eigenvalue of A which is closest to the imaginary axis and its corresponding eigenvector.

In this example, we take α(0) = 0.0, β(0) = 2.5 in line with [48] and took z_1^{(0)} = 1/2||1|| and z_2^{(0)} = \sqrt{3}/2||1||, where 1 is the vector of all ones. Algorithm 14 is stopped as soon as \|Δv^{(k)}\| is less than or equal to 5.6 \times 10^{-14}. The computed eigenpairs are shown in Table 4.1. Observe that we obtained quadratic convergence

<table>
<thead>
<tr>
<th>k</th>
<th>α(k)</th>
<th>β(k)</th>
<th>|w^{(k+1)} - w^{(k)}|</th>
<th>|λ^{(k+1)} - λ^{(k)}|</th>
<th>|Δv^{(k)}|</th>
<th>|F(v^{(k)})|</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000e+00</td>
<td>2.500000</td>
<td>3.8e+00</td>
<td>7.8e-01</td>
<td>3.9e+00</td>
<td>3.6e+01</td>
</tr>
<tr>
<td>1</td>
<td>2.34253e-01</td>
<td>1.75371</td>
<td>1.8e+00</td>
<td>2.2e-01</td>
<td>1.8e+00</td>
<td>7.8e+00</td>
</tr>
<tr>
<td>2</td>
<td>1.18745e-01</td>
<td>1.94460</td>
<td>8.1e-01</td>
<td>1.4e-01</td>
<td>8.2e-01</td>
<td>1.7e+00</td>
</tr>
<tr>
<td>3</td>
<td>4.47044e-02</td>
<td>2.06484</td>
<td>2.5e-02</td>
<td>7.0e-02</td>
<td>2.6e-01</td>
<td>3.4e-01</td>
</tr>
<tr>
<td>4</td>
<td>8.82702e-03</td>
<td>2.12479</td>
<td>3.1e-02</td>
<td>1.7e-02</td>
<td>3.8e-02</td>
<td>3.7e-02</td>
</tr>
<tr>
<td>5</td>
<td>2.48114e-04</td>
<td>2.13905</td>
<td>4.8e-02</td>
<td>5.2e-02</td>
<td>7.1e-02</td>
<td>7.1e-04</td>
</tr>
<tr>
<td>6</td>
<td>1.80714e-05</td>
<td>2.13950</td>
<td>1.2e-07</td>
<td>2.5e-07</td>
<td>2.8e-07</td>
<td>2.8e-07</td>
</tr>
<tr>
<td>7</td>
<td>1.81999e-05</td>
<td>2.13950</td>
<td>2.1e-14</td>
<td>2.9e-14</td>
<td>3.6e-14</td>
<td>6.0e-14</td>
</tr>
</tbody>
</table>

Table 4.1: Values of α(k) and β(k) of Example 4.2.1. Columns 6 and 7 show that the results converged quadratically for k = 3, 4, 5, 6 and 7.

from the second to the last and the last columns of Table 4.1 for k = 3, 4, 5, 6 and 7.
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At the root, the condition number of $F_v(v^{(k)})$ is approximately $3 \times 10^3$. $w^{(k)}$ in the above table represents $[z_1^{(k)^T}, z_2^{(k)^T}]$ and $\lambda^{(k)} = [\alpha^{(k)}, \beta^{(k)}]$.

Next, we show that the solution $\Delta v^{(k)}$ obtained by solving the under-determined system of nonlinear equations (4.19) is equivalent to those obtained by solving a square, augmented linear system.

**Lemma 4.2.1.** Let $n^{(k)}$ be the exact nullvector of $F_v(v^{(k)})$. The solution $\Delta v^{(k)}$ can be obtained via:

(a). solving the under-determined linear system of $(2n + 1)$ real equations for the $(2n + 2)$ real unknowns $\Delta v^{(k)}$ (4.19) and updating $v^{(k+1)} = v^{(k)} + \Delta v^{(k)}$,
or

(b). solving the square linear system of $(2n + 2)$ real equations (4.39) and updating $v^{(k+1)} = v^{(k)} + \Delta v^{(k)}$.

(Here, we neglect round off errors).

**Proof:** Assume by contradiction that $\Delta v^{(k)} \neq \Delta v_1^{(k)}$, where

$$F_v(v^{(k)}) \Delta v^{(k)} = -F(v^{(k)}),$$

and

$$\begin{bmatrix} F_v(v^{(k)}) \\ n^{(k)^T} \end{bmatrix} \Delta v_1^{(k)} = - \begin{bmatrix} F(v^{(k)}) \\ 0 \end{bmatrix}. \quad (4.20)$$

Since $n^{(k)}$ is an exact nullvector of $F_v(v^{(k)})$ by definition, $F_v(v^{(k)}) n^{(k)} = 0$. From Lemma 1.5.1,

$$n^{(k)^T} \Delta v^{(k)} = 0. \quad (4.21)$$

Now, by subtracting $F_v(v^{(k)}) \Delta v^{(k)} = -F(v^{(k)})$ from $F_v(v^{(k)}) \Delta v^{(k)} = -F(v^{(k)})$, results in $F_v(v^{(k)})(\Delta v^{(k)} - \Delta v_1^{(k)}) = 0$. Which implies $\Delta v^{(k)} - \Delta v_1^{(k)} = \tau n^{(k)}$. After taking the inner product of both sides with $n^{(k)}$, we obtain

$$n^{(k)^T} \Delta v^{(k)} - n^{(k)^T} \Delta v_1^{(k)} = \tau \|n^{(k)}\|^2.$$ 

The first term on the left hand side of the equation above is zero by virtue of (4.21) and the second term is also zero, from (4.20). Accordingly, $\tau \|n^{(k)}\|^2 = 0$.
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and \( \tau = 0 \). Which means that \( \Delta v^{(k)} - \Delta v_1^{(k)} = 0 \) and \( \Delta v^{(k)} = \Delta v_1^{(k)} \), contradicting the assumption that \( \Delta v^{(k)} \neq \Delta v_1^{(k)} \). Consequently, \( \Delta v^{(k)} = \Delta v_1^{(k)} \).

**4.3 A Theoretical form for the Nullvector of the Jacobian (4.9)**

In the proof of Lemma 4.2.1 at the tail end of last section, we made use of the exact nullvector (which we do not compute in practice) of the Jacobian (4.9). In this section, we give a theoretical expression for the exact nullvector of the Jacobian (4.9) when not at the root. To do this, we rewrite the under-determined linear system of equations (4.19) in a compressed form, present two important theoretical relationships: (4.27) and (4.28) for the exact nullvector of the Jacobian. These expressions will be used extensively in Sections 4.4 and 4.6 ahead.

Note that the matrix \( M \) defined by (4.10) is singular at the root. However, this section is anchored on the assumption that when \( v \) is not at the root, \( M \) is nonsingular.

First, we define the \( 2n \) by \( 2n \) matrix \( J \) as (see, for example [22])

\[
J = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix},
\]

and note that

\[
Jw = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix} \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} z_2 \\ -z_1 \end{bmatrix} = w_1,
\]

defined by (4.12).

The matrix \( J \) satisfies the following properties:

1. \( J^T = -J \).
2. \( J^T J = I_{2n} \), where \( I_{2n} \) is the \( 2n \) by \( 2n \) identity matrix.
3. \( J^2 = -I_{2n} \).
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4. \( J \) commutes with \( M \) and \( B_2 \), i.e., \( JM = MJ \) and \( JB_2 = B_2J \).

5. For \( w \in \mathbb{R}^{2n} \), \( w^TB_2Jw = w^TJB_2w = 0 \).

6. Let \( u \) be an unknown vector that solves \( Mu = B_2w \). By premultiplying both sides by \( J \) we obtain \( JMu = JB_2w \) and hence \( MJu = JB_2w \) by the commutativity of \( M \) and \( J \). Therefore,

\[ Mu = B_2w, \quad \text{implies} \quad M(Ju) = JB_2w. \tag{4.24} \]

The equation \( Mu = B_2w \) stems from expanding the shifted system \((A - \sigma B)y = Bz\), into its real and imaginary parts as in [48] for \( \sigma = \alpha + i\beta \) and \( z = z_1 + iz_2 \). For ease of notation and for the rest of this chapter, we shall drop the superscripts \( (k) \) and write \( w^+ = w + \Delta w \) where \( w^+ = w^{(k+1)} \), replace \( w^{(k)} \) and \( [\Delta z_1^{(k)}, \Delta z_2^{(k)}] \) with \( w \) and \( \Delta w \) respectively e.t.c.

As earlier stated, we assume that the \( 2n \) by \( 2n \) matrix \( M \) is nonsingular except at the root. For the rest of this section, our aim is to give an explicit theoretical expression for the nullvector of (4.9).

Let the exact nullvector \( n \) of

\[ F_\nu(v) = \begin{bmatrix} M & -B_2w & B_2Jw \\ -(B_2w)^T & 0 & 0 \end{bmatrix}, \]

be defined as \( n = [n_\nu^T, n_\alpha, n_\beta] \), where \( n_\nu \in \mathbb{R}^{2n} \), \( n_\alpha \) and \( n_\beta \) are real scalars, \( Jw \) and \( M \) are defined respectively by (4.23) and (4.10). Hence,

\[
\begin{bmatrix} M & -B_2w & B_2Jw \\ -(B_2w)^T & 0 & 0 \end{bmatrix} \begin{bmatrix} n_\nu \\ n_\alpha \\ n_\beta \end{bmatrix} = 0,
\]

then after expanding the matrix-vector multiplication, we obtain

\[
Mn_\nu - n_\alpha B_2w + n_\beta (B_2Jw) = 0 \tag{4.25}
\]
\[
w^T B_2n_\nu = 0. \tag{4.26}
\]

From (4.25), \( Mn_\nu = n_\alpha B_2w - n_\beta (B_2Jw) \), using the fact that \( J \) commutes with
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$B_2$ and $M$, and using (4.24) with $B_2 = I_{2n}$ we obtain

$$n_w = n_\alpha u - n_\beta J u. \quad (4.27)$$

Since $w$ is $B_2$-orthogonal to $n_w$ by virtue of (4.26), taking the $B_2$-inner product of both sides of the above with $w$ yields

$$w^T B_2 n_w = n_\alpha (w^T B_2 u) - n_\beta (w^T B_2 J u) = 0.$$

We may choose

$$n_\alpha = w^T B_2 u, \quad \text{and} \quad n_\beta = w^T B_2 u, \quad (4.28)$$

since we never normalise $n$. Hence, $n_w$ is given by (4.27) with $n_\alpha$ and $n_\beta$ by (4.28). So we have a formula for $n_w$ in terms of $w$ and $u$ obtained from (4.24). Therefore,

$$n = [n_w^T, n_\alpha, n_\beta] = [(n_\alpha u - n_\beta J u)^T, (w^T B_2 J u), (w^T B_2 u)] .$$

We emphasise that in practice, we would never compute the solution of (4.24). It will be used for purely theoretical purposes since we know that the Gauss-Newton solution, $\Delta v$, is orthogonal to $n$.

### 4.4 Square System of Equations for The Numerical Computation of the Complex Eigenvalues of a Matrix for $B = I$

In the preceding section, we presented two main important theoretical relationships, (4.27) and (4.28). In this section, we will make use of these relationships in our discussion but only in the special case in which $B = I$. Moreover, in Section (4.2), we saw that the solution to the under-determined system of nonlinear equations (4.8) for the numerical computation of the complex eigenpair $(z, \lambda)$ of the pencil $(A, B)$ can be solved by the Gauss-Newton method via QR factorization. It was also stated in Lemma 1.5.1 that the minimum norm solution to the resulting linear system of equations is orthogonal to the
nullspace. However, in Section 4.2, we used the result of Lemma 1.5.1 to add an extra equation to the under-determined linear system of equations, so as to obtain a square one. This is because, at each iteration of the computation, $n^{(k)^T} \Delta v^{(k)} = 0$ and so it does not change the solution, even though the square linear system of equations gives a unique solution because the augmented Jacobian is nonsingular.

Nevertheless, as mentioned in the last section, we would never compute $n$ in practice, but Theorem 4.2.1 guarantees the existence of a unique nullvector $\phi$ at the root. We will use $\phi^{(k)}$ defined by $\phi^{(k)} = [z_2^{(k)}, -z_1^{(k)}, 0, 0]$ as an approximation to the exact nullvector $n$ and show that the solution obtained by solving (4.19) is equivalent to the solution obtained by solving

$$
\begin{bmatrix}
F_v(v^{(k)}) \\
\phi^{(k)}
\end{bmatrix} \Delta v^{(k)} = - \begin{bmatrix}
F(v^{(k)}) \\
0
\end{bmatrix},
$$

(4.29)

in the absence of round off errors. To do this, we will show that $\phi^{(k)^T} \Delta v^{(k)} = 0$ for each $k$, where $\Delta v^{(k)}$ is given by (4.19) and this is the key result in this section.

This section is structured as follows, we begin by adding the extra equation $n^{(k)^T} \Delta v^{(k)} = 0$ to (4.19) in order to obtain the square linear system of equations (4.20). The main result in this section is Theorem 4.4.1, and Algorithm 15 is presented for computing the algebraically simple eigenpair of $A$. Note that since $M$ has been shown to be singular at the root in section 4.2, this section is anchored on the assumption that when $v$ is not at the root, $M$ is nonsingular, but this is acceptable since we use the construction here to prove a theoretical result about the correction $\Delta v^{(k)}$ while not at the root.

Consider the problem of solving the under-determined linear system of equations (4.19) for the $(2n + 2)$ real unknowns $\Delta v = [\Delta w^T, \Delta \alpha, \Delta \beta]$. It was stated in Lemma 1.5.1 that the minimum norm solution to an under-determined linear system of equations is orthogonal to the nullspace. It is an application of this result that yields the following important relationship,

$$
0 = n^T \Delta v = n_w^T \Delta w + n_\alpha \Delta \alpha + n_\beta \Delta \beta,
$$

(4.30)
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where we have dropped the superscript \(^{(k)}\) in \(\alpha, \beta, n, w\) and \(v\). We begin by writing the linear system of equations (4.19) in expanded form as

\[
\begin{bmatrix}
M & -w & Jw \\
-w^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta w \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
-Mw \\
\frac{1}{2}(w^T w - 1)
\end{bmatrix},
\]

(4.31)

or,

\[
M\Delta w - \Delta \alpha w + \Delta \beta Jw = -Mw
\]

\[-w^T \Delta w = \frac{1}{2} w^T w - \frac{1}{2}.
\]

After rearrangement, the first equation reduces to

\[
Mw^+ - \Delta \alpha w + \Delta \beta Jw = 0.
\]

(4.32)

By multiplying both sides of the second equation by 2, we obtain:

\[
2w^T \Delta w + w^T w = 1.
\]

This in turn reduces to

\[
w^T (w + 2\Delta w) = 1.
\]

(4.33)

Since \(w^+ = w + \Delta w\), \(2\Delta w = 2w^+ - 2w\) and \(w + 2\Delta w = 2w^+ - w\), then

\[
w^T (w + 2\Delta w) = w^T (2w^+ - w) = 2w^T w^+ - w^T w.
\]

Consequently,

\[
w^T w^+ = \frac{1}{2} (w^T w + 1).
\]

(4.34)

The combined set of equations (4.32) and (4.34), which is the simplified form of (4.31), can be expressed as:

\[
\begin{bmatrix}
M & -w & Jw \\
-w^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
w^+ \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
0 \\
-\frac{1}{2} (w^T w + 1)
\end{bmatrix}.
\]

(4.35)
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Now, if we expand along the first row of (4.35), then

\[ \mathbf{M} \mathbf{w}^+ = \Delta \alpha \mathbf{w} - \Delta \beta \mathbf{J} \mathbf{w}. \]  

(4.36)

This means that we could solve (4.35) by solving

\[ \mathbf{M} \mathbf{u} = \mathbf{w}, \quad \text{and} \quad \mathbf{M} \mathbf{J} \mathbf{u} = \mathbf{J} \mathbf{w}, \]  

(4.37)

(by Property 6 of \( \mathbf{J} \) after (4.23)), for \( \mathbf{u} \), after which the solution of (4.36) is given by

\[ \mathbf{w}^+ = \Delta \alpha \mathbf{u} - \Delta \beta \mathbf{J} \mathbf{u}. \]  

(4.38)

If we add the nullvector \( \mathbf{n} \) to the last row of (4.31) with \( \mathbf{B} = \mathbf{I} \) and using (4.30), then

\[
\begin{bmatrix}
\mathbf{M} & -\mathbf{w} & \mathbf{J} \mathbf{w} \\
-\mathbf{w}^T & 0 & 0 \\
n_w^T & n_\alpha & n_\beta
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{w} \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
-\mathbf{M} \mathbf{w} \\
\frac{1}{2} (\mathbf{w}^T \mathbf{w} - 1) \\
0
\end{bmatrix}.
\]  

(4.39)

One can also add \( \mathbf{n} \) to the last row of (4.35) to yield

\[
\begin{bmatrix}
\mathbf{M} & -\mathbf{w} & \mathbf{J} \mathbf{w} \\
-\mathbf{w}^T & 0 & 0 \\
n_w^T & n_\alpha & n_\beta
\end{bmatrix}
\begin{bmatrix}
\mathbf{w}^+ \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
\mathbf{0} \\
-\frac{1}{2} (\mathbf{w}^T \mathbf{w} + 1) \\
n_w^T \mathbf{w}
\end{bmatrix}.
\]  

(4.40)

By expanding the middle row of (4.40), \( \mathbf{w}^T \mathbf{w}^+ = \frac{1}{2} (\mathbf{w}^T \mathbf{w} + 1) \). But from (4.38), \( \mathbf{w}^+ = \Delta \alpha \mathbf{u} - \Delta \beta \mathbf{J} \mathbf{u} \). This implies that, by taking the inner product of both sides with \( \mathbf{w} \), yields

\[ \mathbf{w}^T \mathbf{w}^+ = \Delta \alpha (\mathbf{w}^T \mathbf{u}) - \Delta \beta (\mathbf{w}^T \mathbf{J} \mathbf{u}) = \frac{1}{2} (\mathbf{w}^T \mathbf{w} + 1). \]

Using the definition (4.28) for \( n_\alpha \) and \( n_\beta \) with \( \mathbf{B} = \mathbf{I} \), we obtain

\[ n_\beta \Delta \alpha - n_\alpha \Delta \beta = \frac{1}{2} (\mathbf{w}^T \mathbf{w} + 1), \]  

(4.41)

where the unknown quantities \( \Delta \alpha \) and \( \Delta \beta \) are to be determined, so we need an extra equation to be able to do so. Note that by using \( n_w = n_\alpha \mathbf{u} - n_\beta \mathbf{J} \mathbf{u} \), and
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(4.28) we can simplify

\[ n_w^T w = n_\alpha u^T w - n_\beta u^T J^T w \]
\[ = n_\alpha u^T w + n_\beta u^T Jw \]
\[ = (w^T Ju)(u^T w) + (w^T u)(u^T Jw) \]
\[ = -(w^T Ju)^T(u^T w) + (w^T u)(u^T Jw) \]
\[ = -[(Jw)^T u](w^T u) + (w^T u)[u^T (Jw)] \]
\[ = -(w_1^T u)(w^T u) + (w^T u)(u^T w_1) \]
\[ = 0. \quad (4.42) \]

Now, after expanding along the third row of (4.40), we have

\[ n_w^T w^+ + n_\alpha \Delta \alpha + n_\beta \Delta \beta = n_w^T (w + \Delta w) + n_\alpha \Delta \alpha + n_\beta \Delta \beta \]
\[ = n_w^T w + \left( n_w^T \Delta w + n_\alpha \Delta \alpha + n_\beta \Delta \beta \right) \]
\[ = n_w^T w \]
\[ = 0. \]

If we substitute the expression (4.27) for \( n_w \) and (4.38) for \( w^+ \) into the left hand side, then one obtains

\[ 0 = n_w^T w^+ + n_\alpha \Delta \alpha + n_\beta \Delta \beta \]
\[ = [n_\alpha u^T - n_\beta (Ju)^T] [\Delta \alpha u - \Delta \beta Ju] + n_\alpha \Delta \alpha + n_\beta \Delta \beta. \quad (4.43) \]

Furthermore, by expanding the first term on the right hand side, using the properties of \( J \), then

\[ [n_\alpha u^T - n_\beta (Ju)^T] (\Delta \alpha u - \Delta \beta Ju) = n_\alpha \Delta \alpha u^T u + n_\beta \Delta \beta u^T J^T Ju \]
\[ = n_\alpha \Delta \alpha ||u||^2 + n_\beta \Delta \beta ||u||^2 \]
\[ = (n_\alpha \Delta \alpha + n_\beta \Delta \beta) ||u||^2. \]

Consequently, (4.43) becomes

\[ (n_\alpha \Delta \alpha + n_\beta \Delta \beta) ||u||^2 + n_\alpha \Delta \alpha + n_\beta \Delta \beta = (1 + ||u||^2)(n_\alpha \Delta \alpha + n_\beta \Delta \beta) = 0. \]
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Observe that because \( u \) is real, \((1 + \| u \|^2)\) is nonzero. Accordingly, after dividing both sides by \((1 + \| u \|^2)\), then

\[
n_\alpha \Delta \alpha + n_\beta \Delta \beta = 0. \tag{4.44}
\]

We combine the two equations (4.41) and (4.44) below

\[
\begin{bmatrix}
    n_\beta & -n_\alpha \\
    n_\alpha & n_\beta
\end{bmatrix}
\begin{bmatrix}
    \Delta \alpha \\
    \Delta \beta
\end{bmatrix}
= \begin{bmatrix}
    \frac{1}{2}(w^Tw + 1) \\
    0
\end{bmatrix},
\]

and compute \( \Delta \alpha, \Delta \beta \) simultaneously. The matrix on the left hand side is always nonsingular except at the root (in which case all entries are zero). Observe that

\[
w^TJ^T \Delta w = -w^TJ \Delta w
= -w^TJ(w^+ - w)
= -w^TJw^+ + w^TJw
= -w^TJw^+,
\]

where we have used the fact that \( w^TJw = 0 \) for all \( w \), so that (4.44) can now be applied to simplify \( w^TJ^T \Delta w \) as

\[
w^TJ^T \Delta w = -w^TJw^+
= -w^TJ(\Delta \alpha u - \Delta \beta ju)
= -w^T(\Delta \alpha Ju + \Delta \beta Ju)
= -[\Delta \alpha (w^TJu) + \Delta \beta (w^TJu)]
= -[n_\alpha \Delta \alpha + n_\beta \Delta \beta]
= 0. \tag{4.46}
\]

Notice that we have used the property \( J^2 = -I_{2n} \) to arrive at the third to the last step above and the definition (4.38) for \( w^+ \). Therefore, we have proved the key result

\[
w^TJ^T \Delta w = 0.
\]

The above analysis leads to the following fundamental result.

**Theorem 4.4.1.** Let \( \phi^{(k)} = [(Jw)^T, 0, 0] \) be an approximation to the exact nullvector
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\( n^{(k)} \) of

\[
F_v(v^{(k)}) = \begin{bmatrix}
M & -w & Jw \\
-w^T & 0 & 0 \\
(Jw)^T & 0 & 0
\end{bmatrix}.
\]

(a). The matrix

\[
\begin{bmatrix}
M & -w & Jw \\
-w^T & 0 & 0 \\
(Jw)^T & 0 & 0
\end{bmatrix},
\]

is nonsingular at an algebraically simple eigenvalue of \( Az = \lambda z \).

(b). The (unique) solution of

\[
\begin{bmatrix}
M & -w & Jw \\
-w^T & 0 & 0 \\
(Jw)^T & 0 & 0
\end{bmatrix} \begin{bmatrix}
\Delta w \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} = \begin{bmatrix}
-Mw \\
\frac{1}{2}(w^T w - 1) \\
0
\end{bmatrix},
\]

is identical to the least squares solution of the under-determined system

\[
\begin{bmatrix}
M & -w & Jw \\
-w^T & 0 & 0
\end{bmatrix} \begin{bmatrix}
\Delta w \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} = \begin{bmatrix}
-Mw \\
\frac{1}{2}(w^T w - 1)
\end{bmatrix}.
\]

Proof:

(a). At the root \( \phi = n \) and since the real \((2n + 1)\) by \((2n + 2)\) Jacobian (4.9) has been shown to be of full rank in Theorem 4.2.1, so adding the \((2n + 2)\)th row, \( n^T \) to the Jacobian (4.9) increases the row rank by one (since the nullvector, \( n \) is orthogonal to every row of \( F_v(v) \)). Hence,

\[
\text{rank} \left( \begin{bmatrix} F_v(v) \\ n^T \end{bmatrix} \right) = 2n + 2.
\]

Hence, the matrix in (4.47) is nonsingular at the root.

(b). Recall that \( \Delta v^{(k)} = [\Delta w^T, \Delta \alpha, \Delta \beta] \). By using (4.46), this implies

\[
\phi^{(k)T} \Delta v^{(k)} = (Jw)^T \Delta w = w^T J^T \Delta w = 0.
\]

This shows that (4.48) and (4.49) are equivalent.
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The above result means that instead of solving (4.19) or (4.49) via QR factorisation at a cost of approximately $\frac{32}{3}n^3$ floating point operations, we could use LU factorisation to solve (4.48) more efficiently at a cost of approximately $\frac{16}{3}n^3$.

We now present Algorithm 15 for computing the algebraically simple complex eigenpair of $A$.

**Algorithm 15** Eigenpair Computation using Newton’s method

<table>
<thead>
<tr>
<th>Input: $A, w^{(0)} = [z_1^{(0)}, z_2^{(0)}], v^{(0)} = [w^{(0)}, \alpha^{(0)}, \beta^{(0)}]^T, k_{\text{max}}$ and $\text{tol.}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. for $k = 0, 1, 2, \ldots$ until convergence do</td>
</tr>
<tr>
<td>2. Compute the LU factorisation of</td>
</tr>
<tr>
<td>$\begin{bmatrix} M &amp; -w &amp; Jw \ -w^T &amp; 0 &amp; 0 \ (Jw)^T &amp; 0 &amp; 0 \end{bmatrix}.$</td>
</tr>
<tr>
<td>3. Form</td>
</tr>
<tr>
<td>$d^{(k)} = \begin{bmatrix} -Mw \ \frac{1}{2}(w^T w - 1) \end{bmatrix}.$</td>
</tr>
<tr>
<td>4. Solve the lower triangular system $Lc^{(k)} = d^{(k)}$ for $c^{(k)}$.</td>
</tr>
<tr>
<td>5. Solve the upper triangular system $U\Delta v^{(k)} = c^{(k)}$ for $\Delta v^{(k)}$.</td>
</tr>
<tr>
<td>6. Update $v^{(k+1)} = v^{(k)} + \Delta v^{(k)}$.</td>
</tr>
<tr>
<td>7. end for</td>
</tr>
<tr>
<td>Output: $v^{(k_{\text{max}})} = [w^{(k_{\text{max}})}, \alpha^{(k_{\text{max}})}, \beta^{(k_{\text{max}})}]^T.$</td>
</tr>
</tbody>
</table>

Stop Algorithm 15 as soon as

$$\|\Delta v^{(k)}\| \leq \text{tol.}$$

**Example 4.4.1.** We consider the same example as in Example 4.2.1, with the same starting guesses but with a different algorithm: Algorithm 15. We stopped Algorithm 15, when

$$\|\Delta v^{(k)}\| \leq 5.6 \times 10^{-14}.$$
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<table>
<thead>
<tr>
<th>$k$</th>
<th>$a^{(k)}$</th>
<th>$\beta^{(k)}$</th>
<th>$|w^{(k+1)} - w^{(k)}|$</th>
<th>$|\lambda^{(k+1)} - \lambda^{(k)}|$</th>
<th>$|\Delta v^{(k)}|$</th>
<th>$|F(v^{(k)})|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.000000e+00</td>
<td>2.50000</td>
<td>3.8e+00</td>
<td>7.8e-01</td>
<td>3.9e+00</td>
<td>3.6e+01</td>
</tr>
<tr>
<td>1</td>
<td>2.34253e-01</td>
<td>1.75371</td>
<td>1.8e+00</td>
<td>2.2e-01</td>
<td>1.8e+00</td>
<td>7.8e+00</td>
</tr>
<tr>
<td>2</td>
<td>1.18745e-01</td>
<td>1.94460</td>
<td>8.1e-01</td>
<td>1.4e-01</td>
<td>8.2e-01</td>
<td>1.7e+00</td>
</tr>
<tr>
<td>3</td>
<td>4.47044e-02</td>
<td>2.06484</td>
<td>2.5e-01</td>
<td>7.0e-02</td>
<td>2.6e-01</td>
<td>3.4e-01</td>
</tr>
<tr>
<td>4</td>
<td>8.82702e-03</td>
<td>2.12479</td>
<td>3.1e-02</td>
<td>1.7e-02</td>
<td>3.5e-02</td>
<td>3.7e-02</td>
</tr>
<tr>
<td>5</td>
<td>2.48114e-04</td>
<td>2.13905</td>
<td>4.8e-04</td>
<td>5.2e-04</td>
<td>7.1e-04</td>
<td>7.1e-04</td>
</tr>
<tr>
<td>6</td>
<td>1.80714e-05</td>
<td>2.13950</td>
<td>1.2e-07</td>
<td>2.5e-07</td>
<td>2.8e-07</td>
<td>2.8e-07</td>
</tr>
<tr>
<td>7</td>
<td>1.81999e-05</td>
<td>2.13950</td>
<td>1.3e-14</td>
<td>8.4e-14</td>
<td>8.5e-14</td>
<td>6.3e-14</td>
</tr>
<tr>
<td>8</td>
<td>1.81999e-05</td>
<td>2.13950</td>
<td>1.0e-14</td>
<td>4.8e-14</td>
<td>4.9e-14</td>
<td>5.3e-14</td>
</tr>
</tbody>
</table>

Table 4.2: Values of $a^{(k)}$ and $\beta^{(k)}$ of Example 4.4.1. Columns 5 and 6 show that the results converged quadratically for $k = 3, 4, 5, 6$ and 7.

(4.48), the disparities in the eighth and ninth rows are caused by round off errors. It also shows that Algorithm 14 and Algorithm 15 are equivalent which is our aim.

4.5 Computing the Eigenpairs $(z, \lambda)$ by solving a Square Complex System of Equations for $B = I$

In this section, our emphasis will be to compute the eigenpairs $(z, \lambda)$ from the eigenvalue problem $Az = \lambda z$ in complex arithmetic rather than real arithmetic. To this end, we will rewrite the $(2n + 2)$ real equations (4.48) back in complex form. This will yield $(n + 1)$ complex equations in $(n + 1)$ complex unknowns. It turns out that the system we just derived is precisely what we would have derived if we had ignored the non uniqueness and non differentiability questions about the normalisation

$$-\frac{1}{2}z^Hz + \frac{1}{2} = 0,$$

and 'blindly' applied Newton’s method to (4.4) with $B = I$. Since the cost of solving a complex linear system of equations is roughly three times what it takes to solve a real system, this means that this method will cost approximately $n^3$ floating point operations when a solver like LU factorisation is used to solve the complex system. This should be compared with the cost of solving the $(2n + 2)$ by $(2n + 2)$ square system (4.48) which has an approximate cost of $\frac{2}{3}(2n)^3 = \frac{16}{3}n^3$ floating point operations.
Inverse Iteration with a Complex Shift

The plan of this section is as follows. We begin by deriving the \((n + 1)\) complex equation in \((n + 1)\) complex unknowns from (4.48). It should be remarked that since (4.48) is a nonsingular system of equations, writing it in complex form must also produce a nonsingular system.

Recall that by using (4.9) with \(B = I\), the expanded form of \(F_v(v)\Delta v = -F(v)\) in (4.19) is

\[
\begin{bmatrix}
(A - \alpha I) & \beta I & -z_1 & z_2 \\
-\beta I & (A - \alpha I) & -z_2 & -z_1 \\
-z_1^T & -z_2^T & 0 & 0 \\
z_2^T & -z_1^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta z_1 \\
\Delta z_2 \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
\Delta z_1 \\
\Delta z_2 \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
(A - \alpha I)z_1 + \beta z_2 \\
-\beta z_1 + (A - \alpha I)z_2 \\
-\frac{1}{2}(z_1^Tz_1 + z_2^Tz_2) + \frac{1}{2}
\end{bmatrix}.
\]

But, we know from (4.12) that \(w = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}\) and \(Jw = \begin{bmatrix} z_2 \\ -z_1 \end{bmatrix}\). So that

\[(Jw)^T, 0, 0 = [z_2^T, -z_1^T, 0, 0].\]

Moreover,

\[w^T w = z_1^Tz_1 + z_2^Tz_2,\]

and from (4.10),

\[M = \begin{bmatrix}
(A - \alpha I) & \beta I \\
-\beta I & (A - \alpha I)
\end{bmatrix}.
\]

The above relationships means that we can rewrite (4.48) as

\[
\begin{bmatrix}
(A - \alpha I) & \beta I & -z_1 & z_2 \\
-\beta I & (A - \alpha I) & -z_2 & -z_1 \\
-z_1^T & -z_2^T & 0 & 0 \\
z_2^T & -z_1^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta z_1 \\
\Delta z_2 \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
\Delta z_1 \\
\Delta z_2 \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix} =
\begin{bmatrix}
(A - \alpha I)z_1 + \beta z_2 \\
-\beta z_1 + (A - \alpha I)z_2 \\
-\frac{1}{2}(z_1^Tz_1 + z_2^Tz_2) + \frac{1}{2}
\end{bmatrix}.
\]

We state the following result.

**Lemma 4.5.1.** The square \((2n + 2)\) by \((2n + 2)\) system of real equations (4.48) is equivalent to the \((n + 1)\) by \((n + 1)\) system of complex equations

\[
\begin{bmatrix}
(A - \lambda I) & -z \\
-z^H & 0
\end{bmatrix}
\begin{bmatrix}
\Delta z \\
\Delta \lambda
\end{bmatrix} =
\begin{bmatrix}
\Delta z \\
\Delta \lambda
\end{bmatrix} =
\begin{bmatrix}
(A - \lambda I)z \\
-\frac{1}{2}z^Hz + \frac{1}{2}
\end{bmatrix}.
\]
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**Proof:** Note that the first two rows on the left hand side of (4.52) are the real and imaginary parts of

\[(A - \lambda I)\Delta z - \Delta \lambda z,
\]

that is, if we expand the first row on the left hand side of (4.53), using \( z = z_1 + iz_2, \lambda = \alpha + i\beta \) and \( \Delta \lambda = \Delta \alpha + i\Delta \beta \). The last two rows on the left hand side of (4.52) are the real and imaginary parts of \(-z^H \Delta z\). The same argument holds for the right hand sides of (4.52) and (4.53).

Therefore,

\[
\begin{bmatrix}
A - \lambda I & -z \\
-\lambda^H & 0
\end{bmatrix}
\begin{bmatrix}
\Delta z \\
\Delta \lambda
\end{bmatrix}
= -
\begin{bmatrix}
(A - \lambda I)z \\
-\frac{1}{2}z^H z + \frac{1}{2}
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
(A - \alpha I) & \beta I & -z_1 & z_2 \\
-\beta I & (A - \alpha I) & -z_2 & -z_1 \\
-z_1^T & -z_2^T & 0 & 0 \\
z_2^T & -z_1^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta z_1 \\
\Delta z_2 \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix}
= -
\begin{bmatrix}
(A - \alpha I)z_1 + \beta z_2 \\
-\beta z_1 + (A - \alpha I)z_2 \\
-\frac{1}{2}(z_1^T z_1 + z_2^T z_2) + \frac{1}{2} \\
0
\end{bmatrix}
\]

are equivalent. More importantly, the last system of equations is the same as (4.48) i.e.,

\[
\begin{bmatrix}
M & -w & Jw \\
-w^T & 0 & 0 \\
(Jw)^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\Delta w \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix}
= -
\begin{bmatrix}
-Mw \\
\frac{1}{2}(w^T w - 1)
\end{bmatrix}
\quad (4.54)
\]

Next, we present Algorithm 16 for computing the complex eigenpair of \( A \) using complex arithmetic.

Stop Algorithm 16 as soon as

\[||\Delta v^{(k)}|| \leq tol.\]

**Example 4.5.1.** We consider the same example as in Example 4.2.1, with the same starting guesses but with Algorithm 16. We stopped Algorithm 16, when

\[||\Delta v^{(k)}|| \leq 5.6 \times 10^{-14}.\]
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**Algorithm 16** Eigenpair Computation using Newton’s method

**Input:** $A, v^{(0)} = [z^{(0)}_1, z^{(0)}_2, \alpha^{(0)}, \beta^{(0)}]^T, k_{\text{max}}$ and tol.

1: for $k = 0, 1, 2, \ldots$, until convergence do
2: Compute the LU factorisation of
   \[
   \begin{bmatrix}
   A - \lambda^{(k)} I & -z^{(k)} \\
   -(z^{(k)})^H & 0
   \end{bmatrix}.
   \]
3: Form
   \[
   d^{(k)} = \begin{bmatrix}
   (A - \lambda^{(k)} I)z^{(k)} \\
   -\frac{1}{2}z^{(k)}^H z^{(k)} + \frac{1}{2}
   \end{bmatrix}.
   \]
4: Solve the lower triangular system $L y^{(k)} = d^{(k)}$ for $y^{(k)}$.
5: Solve the upper triangular system $U \Delta v^{(k)} = y^{(k)}$ for $\Delta v^{(k)}$.
6: Update $v^{(k+1)} = v^{(k)} + \Delta v^{(k)}$.
7: end for

**Output:** $v^{(k_{\text{max}})}$.

Computed eigenpairs are shown in Table 4.3. Observe that we obtained quadratic

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\alpha^{(k)} + i\beta^{(k)}$</th>
<th>$|z^{(k+1)} - z^{(k)}|$</th>
<th>$|\lambda^{(k+1)} - \lambda^{(k)}|$</th>
<th>$|\Delta v^{(k)}|$</th>
<th>$|F(v^{(k)})|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00000e+00+2.50000e+00i</td>
<td>3.8e+00</td>
<td>7.8e-01</td>
<td>3.9e+00</td>
<td>3.6e+01</td>
</tr>
<tr>
<td>1</td>
<td>2.34253e-01+1.75371e+00i</td>
<td>1.8e+00</td>
<td>2.2e-01</td>
<td>1.8e+00</td>
<td>7.8e+00</td>
</tr>
<tr>
<td>2</td>
<td>1.18745e-01+1.94460e+00i</td>
<td>8.1e-01</td>
<td>1.4e-01</td>
<td>8.2e-01</td>
<td>1.7e+00</td>
</tr>
<tr>
<td>3</td>
<td>4.47044e-02+2.06484e+00i</td>
<td>2.5e-01</td>
<td>7.0e-02</td>
<td>2.6e-01</td>
<td>3.4e-01</td>
</tr>
<tr>
<td>4</td>
<td>8.82702e-03+2.12479e+00i</td>
<td>3.1e-02</td>
<td>1.7e-02</td>
<td>3.5e-02</td>
<td>3.7e-02</td>
</tr>
<tr>
<td>5</td>
<td>2.48114e-04+2.13905e+00i</td>
<td>4.8e-04</td>
<td>5.2e-04</td>
<td>7.1e-04</td>
<td>7.1e-04</td>
</tr>
<tr>
<td>6</td>
<td>1.80714e-05+2.13950e+00i</td>
<td>1.2e-07</td>
<td>2.8e-07</td>
<td>2.8e-07</td>
<td>2.8e-07</td>
</tr>
<tr>
<td>7</td>
<td>1.81999e-05+2.13950e+00i</td>
<td>1.1e-14</td>
<td>3.8e-14</td>
<td>6.3e-14</td>
<td>6.3e-14</td>
</tr>
</tbody>
</table>

Table 4.3: Values of $\alpha^{(k)}$ and $\beta^{(k)}$ of Example 4.5.1. Columns 5 and 6 show that the results converged quadratically for $k = 3, 4, 5, 6$ and 7.

Convergence from the last two columns of Table 4.3 for $k = 3, 4, 5, 6$ and 7. Figure 4-1 shows a plot of the logarithm of the residuals against the number of iterations and the quadratic convergence of the residuals. One or two steps of iterative refinements did not improve the results either. At the root, the condition number of $F(v^{(k)})$ is approximately $3 \times 10^3$. As predicted by the theory, the results of Table 4.3 tallies with those of Tables 4.1 and 4.2.
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Figure 4-1: Convergence history of the eigenvalue residuals on Example 4.5.1. The figure shows that the residual converge quadratically.

4.6 Square System of Equations for The Numerical Computation of the Complex Eigenpairs of the Pencil \((A, B)\) for \(B \neq I\)

The focus in this section is to present the theory discussed in Section 4.4 for the general case in which \(B \neq I\). The main conclusion is that unlike the \(B = I\) case where we had the nice result \(w^TJ^T\Delta w = 0\), there is does not appear to be an equivalent orthogonality result for the \(B \neq I\) case.

First of all, we revise important formulae from Section 4.3 that will be of use in this section, which are (4.27) and (4.28)

\[
n_w = n_a u - n_b J u,
\]
and

\[ n_\alpha = w^T B_2 Ju, \quad \text{with} \quad n_\beta = w^T B_2 u, \]

so that

\[ n = [n_{w}^T, n_\alpha, n_\beta] = [\Delta w, n_\alpha, n_\beta] = [(n_\alpha - n_\beta J u)^T, (w^T B_2 Ju), (w^T B_2 u)]. \]

Consider the problem of solving the under-determined linear system of equations (4.31) for the \( 2n + 2 \) real unknowns \( \Delta v = [\Delta w, \Delta \alpha, \Delta \beta] \). It was stated in Lemma 1.5.1 that the minimum norm solution to an under-determined linear system of equations is orthogonal to the nullspace. It is an application of this result that yields the following important relationship:

\[ 0 = n^T \Delta v = n_{w}^T \Delta w + n_\alpha \Delta \alpha + n_\beta \Delta \beta. \]  

(4.55)

If we add the nullvector \( n \) to the last row of (4.31) with \( B \neq I \) and using (4.55), then

\[ \begin{bmatrix} M & -B_2 w & B_2 J w \\ -B_2 w^T & 0 & 0 \\ n_{w}^T & n_\alpha & n_\beta \end{bmatrix} \begin{bmatrix} \Delta w \\ \Delta \alpha \\ \Delta \beta \end{bmatrix} = \begin{bmatrix} -Mw \\ \frac{1}{2}(w^T B_2 w - 1) \\ 0 \end{bmatrix}. \]

(4.56)

We now rewrite (4.19) in expanded form as:

\[ \begin{bmatrix} M & -B_2 w & B_2 J w \\ -B_2 w^T & 0 & 0 \end{bmatrix} \begin{bmatrix} \Delta w \\ \Delta \alpha \\ \Delta \beta \end{bmatrix} = -\begin{bmatrix} Mw \\ -\frac{1}{2} w^T B_2 w + \frac{1}{2} \end{bmatrix}, \]  

(4.57)

or,

\[ M \Delta w - \Delta \alpha B_2 w + \Delta \beta B_2 J w = -Mw \]

\[ -w^T B_2 \Delta w = \frac{1}{2} w^T B_2 w - \frac{1}{2}. \]

After rearrangement, the first equation reduces to

\[ M w^+ - \Delta \alpha B_2 w + \Delta \beta B_2 J w = 0. \]

(4.58)
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By multiplying both sides of the second equation by 2, we obtain:

\[ 2w^T B_2 \Delta w + w^T B_2 w = 1. \]

This in turn reduces to

\[ w^T B_2 (w + 2\Delta w) = 1. \quad (4.59) \]

Since \( w^+ = w + \Delta w \), \( 2\Delta w = 2w^+ - 2w \) and \( w + 2\Delta w = 2w^+ - w \), then

\[ w^T B_2 (w + 2\Delta w) = w^T B_2 (2w^+ - w) = 2w^T B_2 w^+ - w^T B_2 w. \]

Consequently,

\[ w^T B_2 w^+ = \frac{1}{2} (w^T B_2 w + 1). \quad (4.60) \]

The combined set of equations (4.58) and (4.60), which is the simplified form of (4.57), can be expressed as:

\[
\begin{bmatrix}
M & -B_2 w & B_2 J w \\
-(B_2 w)^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
w^+ \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix}
= \begin{bmatrix}
0 \\
-\frac{1}{2} (w^T B_2 w + 1)
\end{bmatrix}.
\]

(4.61)

Now, if we expand along the first row of (4.61), then

\[ Mw^+ = \Delta \alpha B_2 w - \Delta \beta B_2 J w. \quad (4.62) \]

This means that we could solve (4.61) by solving

\[ Mu = B_2 w, \quad \text{and} \quad MJu = J B_2 w, \quad \text{(by property 6 of J)} \]

(4.63)

for \( u \), after which the solution of (4.62) is given by

\[ w^+ = \Delta \alpha u - \Delta \beta Ju. \]

(4.64)

By adding \( n \) to the last row of (4.61), we have

\[
\begin{bmatrix}
M & -B_2 w & B_2 J w \\
(B_2 w)^T & 0 & 0 \\
(n_w)^T & n_\alpha & n_\beta
\end{bmatrix}
\begin{bmatrix}
w^+ \\
\Delta \alpha \\
\Delta \beta
\end{bmatrix}
= \begin{bmatrix}
0 \\
\frac{1}{2} (w^T B_2 w + 1) \\
n_w^T w
\end{bmatrix}.
\]

(4.65)
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Now, expand along the middle row of (4.65),
\[ w^T B_2 w^+ = \frac{1}{2} (w^T B_2 w + 1), \]
and from (4.64), \( w^+ = \Delta \alpha u - \Delta \beta J u \), where \( u \) is given by (4.63). This implies that by taking the inner product of both sides with \( w \), yields
\[ w^T B_2 w^+ = \Delta \alpha (w^T B_2 u) - \Delta \beta (w^T B_2 J u) = \frac{1}{2} (w^T B_2 w + 1). \]

Using the definition (4.28) for \( n_\alpha \) and \( n_\beta \) with \( B \neq I \), we obtain
\[ n_\beta \Delta \alpha - n_\alpha \Delta \beta = \frac{1}{2} (w^T B_2 w + 1), \]
where the unknown quantities \( \Delta \alpha \) and \( \Delta \beta \) are to be determined, so we need an extra equation to be able to do so. Note that by using \( n_w = n_\alpha u - n_\beta J u \), and (4.28) we can simplify
\[
\begin{align*}
    n_w^T w &= n_\alpha u^T w - n_\beta u^T J w \\
    &= n_\alpha u^T w + n_\beta u^T J w \\
    &= (w^T B_2 J u)(u^T w) + (w^T B_2 u)(u^T J w).
\end{align*}
\]

Now, after expanding along the third row of (4.65), we obtain
\[
\begin{align*}
    n_w^T w^+ + n_\alpha \Delta \alpha + n_\beta \Delta \beta &= n_w^T (w + \Delta w) + n_\alpha \Delta \alpha + n_\beta \Delta \beta \\
    &= n_w^T w + (n_w^T \Delta w + n_\alpha \Delta \alpha + n_\beta \Delta \beta) \\
    &= n_w^T w.
\end{align*}
\]

If we substitute the expression (4.27) for \( n_w \) and (4.64) for \( w^+ \) into the left hand side, then one obtains
\[
\begin{align*}
    n_w^T w^+ + n_\alpha \Delta \alpha + n_\beta \Delta \beta &= [n_\alpha u^T - n_\beta (J u)^T] [\Delta \alpha u - \Delta \beta J u] + n_\alpha \Delta \alpha + n_\beta \Delta \beta \\
    &= n_w^T w.
\end{align*}
\]

Furthermore, by expanding the first term on the right hand side, using the
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properties of \( J \), then

\[
[n_α u^T - n_β (Ju)^T](Δαu - ΔβJu) = n_α Δαu^T u + n_β Δβu^T J^T Ju
= n_α Δα ||u||^2 + n_β Δβ ||u||^2.
\]

Consequently, (4.68) becomes

\[
(n_α Δα + n_β Δβ) ||u||^2 + (n_α Δα + n_β Δβ) = (1 + ||u||^2)(n_α Δα + n_β Δβ) = n_w^T w.
\]

Observe that because \( u \) is real, \( (1 + ||u||^2) \) is nonzero. Accordingly, after dividing both sides by \( (1 + ||u||^2) \)

\[
n_α Δα + n_β Δβ = \frac{n_w^T w}{(1 + ||u||^2)} = \frac{(w^T B_2 Ju)(u^T w) + (w^T B_2 u)(u^T Jw)}{(1 + ||u||^2)}.
\] (4.69)

We combine the two equations (4.66) and (4.69) below

\[
\begin{bmatrix}
n_β & -n_α \\
n_α & n_β
\end{bmatrix}
\begin{bmatrix}
Δα \\
Δβ
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{2}(w^T B_2 w + 1) \\
\frac{n_w^T w}{(1 + ||u||^2)}
\end{bmatrix},
\] (4.70)

and compute \( Δα, Δβ \) simultaneously. The matrix on the left hand side is always nonsingular except at the root, this is because its determinant is \( n_α^2 + n_β^2 \). Equation (4.69) can now be applied to simplify

\[
w^T J^T B_2 Δw = -w^T JB_2 Δw
= -w^T B_2 J Δw
= -w^T B_2 J(w^+ - w)
= -w^T B_2 Jw^+ + w^T B_2 Jw
= -w^T B_2 J(Δαu - ΔβJu)
= -w^T B_2 (ΔαJu + ΔβJu)
= -[Δα(w^T B_2 Ju) + Δβ(w^T B_2 u)]
= -[n_α Δα + n_β Δβ]
= -n_w^T w
= \frac{n_w^T w}{(1 + ||u||^2)}
= -\left[\frac{(w^T B_2 Ju)(u^T w) + (w^T B_2 u)(u^T Jw)}{(1 + ||u||^2)}\right].
\] (4.71)
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Notice that we have used the property $J^2 = -I_{2n}$ to arrive at the third to the last step above and the definition (4.38) for $w^+$. In addition, by the property of $\Delta w$, it tends to zero in the limit. This implies that $\mathbf{w}^TJ^TB_2\Delta \mathbf{w} = 0$ in the limit. However, there is no reason to suppose that $\mathbf{w}^TJ^TB_2\Delta \mathbf{w} = 0$, as the iteration converges. So there does not appear to be an analogue of the nice orthogonality result in Section 4.4 for $B \neq I$.

4.7 Conclusion

For the standard eigenvalue problem $A\mathbf{z} = \lambda \mathbf{z}$, Ruhe [51, Section 3] used the normalisation $c^H \mathbf{z} = 1$ and solved the resulting real $(n + 1)$ by $(n + 1)$ system of nonlinear equations to obtain $[\mathbf{z}, \lambda]^T$, we have been able to rigorously justify that, with the addition of the non differentiable normalisation $\mathbf{z}^H \mathbf{z} = 1$, it is still possible to convert the resulting system of under-determined linear equations into a nonsingular complex square one.

In this chapter, we have proved the mathematical equivalence of three algorithms viz-a-viz Algorithm 14, Algorithm 15 and Algorithm 16. The mathematical equivalence of the three algorithms means that the solution obtained by solving the under-determined linear system of equations is the same as those obtained by solving the square ones in the absence of round off errors. Numerical experiments are given which confirm the equivalence of the three algorithms.
In this thesis, we have studied the numerical solution of some linear and non-linear eigenvalue problems. In particular, we have used Newton’s method or its variants as well as extended versions of the implicit determinant method of Spence and Poulton [55] to achieve the following:

1. we have obtained an algorithm for computing when two eigenvalues coalesce in a parameter-dependent nonsymmetric matrix as the parameter is varied to form a 2-dimensional Jordan block in Chapter 2.

2. We have derived an efficient algorithm for computing a nearby defective matrix from a simple one which is cheaper and faster than earlier known ones.

3. We have contributed to a greater understanding of the natural normalisation for a complex eigenvector.

Future work might involve:

1. The extension of the techniques in Chapter 2 to compute more complicated Jordan structures, e.g., 3-dimensional Jordan blocks, or Jordan blocks corresponding to eigenvalues of geometric multiplicities greater than one. The latter would require analogues of the “ABCD” Lemma using borderings of dimension greater than one.
Conclusions and Further Work

2. One could extend the class of problems considered in Chapter 2, to more challenging physical problems, for example, the full linearized Navier-Stokes equations.

3. The use of more sophisticated nonlinear solvers than standard Newton’s method in the solution of the nonlinear systems that arise in the nearby defective matrix problem. For example, one could consider the use of global Newton or optimization based algorithms to solve the nonlinear systems to compute the nearby defective matrix in Chapter 3.
www4.nscu.edu/eos/users/w/white/www/white/ma580/chap2.5.pdf.
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