Potential fluctuations in metal–oxide–semiconductor field-effect transistors generated by random impurities in the depletion layer
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We have studied the magnitude and length scale of potential fluctuations in the channel of metal–oxide–semiconductor field-effect transistors due to the random positions of ionized impurities in the depletion layer. These fluctuations effect the threshold voltage of deep submicron devices, impede their integration, and reduce yield and reliability. Our simple, analytic results complement numerical, atomistic simulations. The calculations are based on a model introduced by Brews to study fluctuations due to charges in the oxide. We find a typical standard deviation of 70 mV in the potential below threshold, where the channel is empty, falling to 40 mV above threshold due to screening by carriers in the channel. These figures can be reduced by a lightly doped epitaxial layer of a few nm thickness. The correlation function decays exponentially in an empty channel with a length scale of 9 nm, which screening by carriers reduces to about 5 nm. These calculations of the random potential provide a guide to fluctuations of the threshold voltage between devices because the length of the critical region in a well-scaled transistor near threshold is comparable to the correlation length of the fluctuations. The results agree reasonably well with atomistic simulations but detailed comparison is difficult because half of the total standard deviation comes from impurities within 1 nm of the silicon–oxide interface, which is a single layer of the grid used in the simulations. © 2002 American Institute of Physics. [DOI: 10.1063/1.1450031]

I. INTRODUCTION

The discreteness and randomness of ionized impurities near the channel introduce strong fluctuations into the characteristics of metal–oxide–semiconductor field-effect transistors (MOSFETs) when they are scaled to deep submicron dimensions. They also reduce the average threshold voltage because current can percolate through the favorable regions of the fluctuations in the potential in the channel. These effects, predicted twenty years ago,1,2 have been confirmed in several experiments3–5 and simulations.6–10 The fluctuations will have significant impact on the functionality, yield, and reliability of the corresponding systems.

Most random charges in early devices arose from the oxide and the silicon–oxide interface. The impact of these charges on the interface potential11–16 carrier density,17 and mobility18 have been studied. However, improved technology has reduced the density of charges in the oxide, while scaling laws require greatly increased doping in the channel of deep submicron devices. Thus, the dominant source of random charges is now the depletion layer near the channel rather than the oxide, a situation that also holds in III–V devices.19,20

Our aim in this article is to calculate statistics of fluctuations in the potential in the channel of a MOSFET due to random dopants in the depletion layer. Both the standard deviation and correlation length are needed to estimate fluctuations in the threshold voltage. For example, the standard deviation of the threshold voltage is the same as that of the random potential if the transistor is small compared with the correlation length. In the opposite limit, a breakdown of the real device into a mosaic of statistically different transistors21 may be an appropriate model if the device is large compared with the correlation length; this is close to the checkerboard considered by Keyes.2

We have derived approximate, analytic formulas for the standard deviation of the random potential in the limit of an empty channel, when there is no screening by carriers, and a full channel, where screening by the carriers is linear. A typical standard deviation is around 70 mV for an empty channel, falling to about 40 mV with carriers. The fluctuations may be reduced dramatically by leaving a thin, undoped spacer layer near the interface; a spacer of 4 nm halves the standard deviation. We have also calculated the correlation length of the fluctuations in the channel, which is typically around half the thickness of the depletion region in a well-scaled device below threshold. The standard deviation of the threshold voltage between devices is close to that of the random potential under these conditions. The results agree well with numerical evaluation of the full analytic formulas and with atomistic simulations of deep submicron devices.

Our calculations are based on the simple model illustrated in Fig. 1. We take $z$ as the normal to the interfaces of the MOSFET.

1. The gate is a perfect conductor and occupies the region $z < -d$.
2. The oxide has thickness $d$ and dielectric constant $k_{ox}$. Both fluctuations in its thickness and random charges are neglected.
gate and the edge of the depletion layer. Finally, free carriers in the channel give further screening above threshold. We shall consider the last two effects separately and in combination.

A. Boundaries alone

For both \( z \) and \( z' \) in the depletion layer, \( 0 \leq z \leq w \), the Green’s function for an empty channel in a region bounded by the gate and edge of the depletion layer is\(^{12}\)

\[
\tilde{G}_0(q; z, z') = \frac{\sinh q(w-z)}{\varepsilon_0 k_{\text{sc}} q} \times \frac{k_{\text{ox}} \cosh q d \sinh q z_\text{c} + k_{\text{sc}} \sinh q d \cosh q z_\text{c}}{k_{\text{ox}} \sinh q w \cosh q d + k_{\text{sc}} \sinh q d \cosh q w}, \tag{2.2}
\]

where \( z_\text{c} \) and \( z_\text{c} \) are the lesser and greater of \( z \) and \( z' \). The point of observation will always lie in the silicon–oxide interface, \( z=0 \), and the random charges have \( z \geq 0 \) so we can simplify this result to

\[
\tilde{G}_0(q; 0, z) = \frac{\sinh q(w-z)}{\sinh q w} \tilde{G}_0(q; 0, 0), \tag{2.3}
\]

where the Green’s function for both points in the channel is given by

\[
[\tilde{G}_0(q; 0, 0)]^{-1} = \varepsilon q (k_{\text{ox}} \coth q d + k_{\text{sc}} \coth q w). \tag{2.4}
\]

This shows the separate contributions of the finite slabs of oxide and semiconductor. In the limit of very thick slabs \( \tilde{G}_0(q; 0, 0) = 1/2 \varepsilon_0 k \vec{q} \), the result for a free charge in a medium of average dielectric constant \( \varepsilon = 1/2(k_{\text{ox}} + k_{\text{sc}}) \). Brews\(^{12}\) derived the useful and accurate approximation

\[
[\tilde{G}_0(q; 0, 0)]^{-1} \approx 2 \varepsilon_0 k \sqrt{Q_s^2 + q^2} = \sqrt{(C_{\text{ox}} + C_{\text{sc}})^2 + (2 \varepsilon_0 k q)^2}, \tag{2.5}
\]

where the geometrical screening wave vector is

\[
Q_s = \frac{k_{\text{ox}} d + k_{\text{sc}} w}{k_{\text{ox}} + k_{\text{sc}}} = \frac{C_{\text{ox}} + C_{\text{sc}}}{2 \varepsilon_0 k}, \tag{2.6}
\]

and the capacitance per unit area of the oxide and depletion layers are \( C_{\text{ox}} = \varepsilon_0 k_{\text{ox}} d \) and \( C_{\text{sc}} = \varepsilon_0 k_{\text{sc}} w \). The wave vector \( Q_s \approx 0.12 \text{ nm}^{-1} \) here; the oxide usually makes the greater contribution but only by a factor of 2 or so. This approximate Green’s function can be inverted to real space, giving

\[
G_0(0; 0, 0) \approx \frac{\exp(-Q_s r)}{4 \pi \varepsilon_0 k r}. \tag{2.7}
\]

This is a screened Coulomb potential decaying exponentially with the characteristic length \( 1/Q_s \approx 8 \text{ nm} \). It shows that long-ranged potential fluctuations are damped by the image charges induced in the gate and the edge of the depletion layer. Curves (a) in Fig. 2 shows the exact and approximate Green’s functions, which are very close indeed.

II. GREEN’S FUNCTION

The central ingredient of the calculations is the Green’s function \( G(r-r'|z,z') \), which gives the electrostatic potential at \((r,z)\) due to a unit charge at \((r',z')\). We have assumed translational symmetry in the plane \( r=(x,y) \). For most calculations, it is more convenient to use the two-dimensional Fourier transform \( \tilde{G}(q;z,z') \), defined by

\[
\tilde{G}(q;z,z') = \int G(r;z,z')e^{-iqr}d^2r. \tag{2.1}
\]

The Coulomb potential is screened by three effects in a MOSFET. First, the dielectric constants of the silicon and oxide are always present in the background. The second effect is geometrical screening due to the boundaries set by the

\( \text{FIG. 1. Sketch of a MOSFET showing gate, oxide, and random charges in depletion layer.} \)
B. Carriers alone

Now consider a high density \( N_i \) of carriers in the channel, which gives linear screening, but assume that the oxide and depletion layers are very thick. In this case, the boundary conditions at \( z = -d \) and \( z = w \) can be neglected. Linear screening can be represented as a further capacitance \( C_i = e^2/(dN_i/dE_F) \) in the Green’s function, where the derivative is the thermodynamic density of states. At low temperature, this is the conventional density of states at the Fermi level, while \( dN_i/dE_F = N_i/2\hbar q_T \) at high temperature.\(^\text{17}\) The screening wave vector due to the inversion layer is given by \( q_s = (e^2/2\varepsilon_0\kappa_s)(dN_i/dE_F) = C_i/2\varepsilon_0\kappa_r \approx 0.22 \text{ nm}^{-1} \) at room temperature for our example. The Green’s function is given by\(^\text{22}\)

\[
\tilde{G}_i(q;0,0) = \frac{1}{2\varepsilon_0\kappa_r q_s q}.
\] (2.8)

The expression in real space is complicated\(^\text{23}\) but its asymptotic decay is

\[
G_i(r;0,0) \sim \frac{1}{4\pi\varepsilon_0\kappa_r q_s r^3}.
\] (2.9)

This inverse-cube decay with distance [curves (b) in Fig. 2] is much slower than the exponential decay found in both three-dimensional screening due to free carriers and the two-dimensional system with boundaries alone.

C. Boundaries and carriers

For general \( z \) and \( z' \) within the depletion layer the Green’s function including screening by both boundaries and carriers is given by

\[
\tilde{G}(q;z,z') = \tilde{G}_0(q;z,z') - \frac{G_0(q;z,0)C_iG_0(q;0,z')}{1 + C_iG_0(q;0,0)}.
\] (2.10)

This is formally similar to the Green’s function for the energy level of a short-ranged impurity.\(^\text{24}\) If the two distances obey \( z \leq 0 \leq z' \) or \( z' \leq 0 \leq z \), which includes the case of interest, the identity \( \tilde{G}(q;z,0)\tilde{G}_0(q;0,z') = \tilde{G}_0(q;0,0)\tilde{G}(q;z,z') \) holds and the Green’s function simplifies to

\[
\tilde{G}(q;z,z') = \frac{\tilde{G}_0(q;z,z')}{1 + C_iG_0(q;0,0)}.
\] (2.11)

The denominator of this can be regarded as an effective dielectric constant due to the carriers in the channel, constrained by the metal plates, and is given by

\[
\varepsilon_{\text{eff}}(q) = 1 + \frac{q_s}{q} \left[ \kappa_\text{o} \coth q d + \kappa_\text{w} \coth q w \right]^{-1}.
\] (2.12)

This reduces to the usual result \( \varepsilon_{\text{eff}}(q) = 1 + q_s/q \) in the limit of large \( q \), where the boundaries have little influence. If the depletion layer is very thick, and all regions have the same dielectric constant, the presence of the gate modifies the usual result to

\[
\varepsilon_{\text{eff}}(q) = 1 + \frac{q_s}{q} \left[ \kappa_\text{o} \coth q d + \kappa_\text{w} \coth q w \right]^{-1}.
\] (2.13)

which has been used in the theory of III–V heterostructures.\(^\text{25}\)

A combination of Eqs. (2.4) and (2.11) gives the full Green’s function for both points in the channel \((z = z' = 0)\),

\[
\begin{align*}
\left[ G(q;0,0) \right]^{-1} &= \left[ G_0(q;0,0) \right]^{-1} + C_i \\
&= \varepsilon_0(q) \left( \kappa_\text{o} \coth q d + \kappa_\text{w} \coth q w \right) \\
&\quad + 2\varepsilon_0\kappa_r q_s.
\end{align*}
\] (2.14)

The transform to real space is plotted as curve (c) in Fig. 2. It diverges as \( 1/r \) for small distances, followed by a region where screening increases the decay to \( 1/r^3 \), and at large distance the boundaries induce an exponential decay.

The Green’s function can be combined with the approximation given in Eq. (2.5) to give

\[
\begin{align*}
\left[ \tilde{G}(q;0,0) \right]^{-1} &= 2\varepsilon_0\kappa_r (q_s + \sqrt{Q_s^2 + q^2}) \\
&= C_i + \sqrt{(C_{\text{o}} + C_{\text{w}})^2 + (2\varepsilon_0\kappa q)^2}.
\end{align*}
\] (2.15)

Unfortunately this expression is awkward and it is much easier to use the inferior approximation

\[
\begin{align*}
\left[ \tilde{G}(q;0,0) \right]^{-1} &= 2\varepsilon_0\kappa_r \sqrt{(Q_s^2 + q^2)^2 + (2\varepsilon_0\kappa q)^2} \\
&= \sqrt{(C_i + C_{\text{o}} + C_{\text{w}})^2 + (2\varepsilon_0\kappa q)^2}.
\end{align*}
\] (2.16)

The transform of this approximation to real space gives the same exponential decay as Eq. (2.7) but with \( q_s + Q_s \) instead of \( Q_s \) alone. The error associated with this is shown by curves (c) in Fig. 2; the potential is too large at small distance, where it has its greatest effect, and decays too rapidly at large distance. This error proves unacceptable.

III. VARIANCE OF THE RANDOM POTENTIAL

The autocorrelation function of the potential \( \phi(r,z) \) due to the random charges in the depletion layer is defined by

\[
W(r; z, z') = \langle \delta \phi(r', z) \delta \phi(r' + r, z') \rangle.
\] (3.1)
where $\delta \phi$ is the deviation of $\phi$ from its mean value. This shows how the potential at any point $\mathbf{r}'$ is related to that at a point displaced by $\mathbf{r}$. It can be written in terms of the Green’s function for the potential as

$$W(\mathbf{r};z,z') = e^2 \sum_{i,j} G(\mathbf{r}' - \mathbf{r}_i; z,z_j) G(\mathbf{r} - \mathbf{r}_j; z',z_j).$$  

(3.2)

where $i$ and $j$ label the ionized impurities, each of charge $\pm e$ and situated at $(\mathbf{r}_i; z_i)$. This expression must be averaged over all space $(\mathbf{r}')$ and over all configurations of impurities, which is equivalent to an average over different devices. We assume that the impurities are distributed at random with uniform density $N(z)$ in each plane with a particular value of $z$. The average density $N(z)$ per unit volume varies with depth. After averaging, the Fourier transform of the correlation function within the channel $(z=z'=0)$ becomes

$$\tilde{W}(q) = \tilde{W}(q;0,0) = e^2 \int_0^w \left| \tilde{G}(\mathbf{r};0,z) \right|^2 N(z) dz.$$  

(3.3)

The variance is given by the correlation function at $r=0$,

$$\sigma^2 = W(0) = e^2 \int \frac{d^2 q}{(2\pi)^2} \int_0^w dz N(z) \left| \tilde{G}(\mathbf{r};0,z) \right|^2.$$  

(3.4)

This can be rewritten using the relation (2.3) between $\tilde{G}(\mathbf{r};0,z)$ and $\tilde{G}(\mathbf{r};0,0)$ as

$$\sigma^2 = \frac{e^2}{2\pi} \int_0^w dq dq' \frac{\sinh^2 q(w-z)}{\sinh^2 q w}.$$  

(3.5)

The integral over $z$ can often be performed analytically. Uniform doping of $N_A$ throughout the depletion region gives

$$\sigma^2 = e^2 N_A \int_0^w dq dq' \frac{\sinh 2qw - 2qw}{q(cosh 2qw - 1)} \left| \tilde{G}(\mathbf{r};0,0) \right|^2 q dq.$$  

(3.6)

The final integration over $q$ must be evaluated numerically if the exact Green’s function from Eq. (2.4) or (2.14) is used but we shall now develop some analytic approximations.

### A. Boundaries alone

Consider first a layer of $\delta$ doping with concentration $N_A^{(2D)}(z)$ at depth $z$ and screening from the boundaries alone. This shows how different layers of donors contribute to the fluctuations. For small $z$, where the largest contribution arises, it is a good approximation to replace the hyperbolic functions in Eq. (3.5) with

$$\frac{\sinh^2 q(w-z)}{\sinh^2 q w} \approx e^{-2qz}.$$  

(3.7)

Using Brew’s approximation (2.5) for the Green’s function, this gives a contribution to the variance of

$$\sigma^2(z) \approx \frac{N_A^{(2D)}(z)}{2\pi} \left( \frac{e}{2\epsilon_0 \kappa} \right)^2 \int_0^w \frac{q dq}{Q_s^2 + q^2} g(Q_s, z).$$  

(3.8)

Here, $g(x)$ is an auxiliary function associated with the sine and cosine integrals. The variance diverges logarithmically as $z\to 0$, as noted by Brews in his study of random charges at the silicon–oxide interface. Thus random charges close to the channel have the largest effect on the variance as expected, although the divergence would be suppressed if the finite thickness of the channel were included.

In the opposite limit $z$ approaches $w$, the edge of the depletion layer. Straightforward expansion of Eq. (3.5) shows that $\sigma^2(z)$ vanishes like $(w-z)^2$. The contribution of these charges is suppressed by their images in the neutral region below the depletion layer, which we treat as a perfect conductor.

Now, consider a uniformly doped depletion layer. Eq. (3.6) for the variance with Eq. (2.5) for the Green’s function yields

$$\sigma^2 = \frac{N_A}{4\pi} \left( \frac{e}{2\epsilon_0 \kappa} \right)^2 \int_0^w \frac{\sinh 2qw - 2q w q dq}{q(cosh 2qw - 1) Q_s^2 + q^2}.$$  

(3.9)

The quotient of hyperbolic functions can again be approximated by an exponential expression, which is chosen to have the same integral over $q$. This gives

$$\sigma^2 \approx \frac{N_A}{4\pi} \left( \frac{e}{2\epsilon_0 \kappa} \right)^2 \int_0^w \frac{(1-e^{-qw})dq}{Q_s^2 + q^2}.$$  

(3.10)

Here $f(x)$ is another auxiliary function associated with the sine and cosine integrals. Its limiting values are $f(0) = \pi/2$ and $f(x) \sim 1/x$ as $x \to \infty$. This gives $\sigma = 71$ mV for the example, in good agreement with 69 mV from numerical evaluation of Eq. (3.6) with the full Green’s function of Eq. (2.4).

Another approach, in the spirit of Brews’ approximation to the Green’s function, leads to a power spectrum that can be transformed simply to get the correlation function for a well-scaled device. The algebraic approximation

$$\frac{\sinh 2qw - 2q w}{q(cosh 2qw - 1)} \approx \frac{1}{(3/2w)^2 + q^2}.$$  

(3.12)

is good for both small and large $q$. The variance is then

$$\sigma^2 \approx \frac{N_A}{4\pi} \left( \frac{e}{2\epsilon_0 \kappa} \right)^2 \int_0^w \frac{q dq}{((3/2w)^2 + q^2)^{1/2}}.$$  

(3.13)

Further, the constants in the denominator are close in value for a well-scaled device. This requires $(2/3)Q_s w = 1$; it is 3/2 for the example used here. The two terms can then be combined to give a trivial integral,

$$\sigma^2 \approx \frac{N_A}{4\pi} \left( \frac{e}{2\epsilon_0 \kappa} \right)^2 \left( \frac{2}{3} Q_s w \right)^{1/2}.$$  

(3.14)
where $\alpha^2 = 3Q_z^2/2w$. This gives $\alpha = 70$ mV for the example, which is again in excellent agreement with $69$ mV from numerical evaluation.

Finally, the asymptotic expansion for the limit $Q_z w \gg 1$, which holds for a very thin oxide, is

$$\sigma^2 = \frac{N_A}{4\pi Q_z} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \int_0^w \frac{1}{Q_z w} + \frac{\zeta(3)}{(Q_z w)^3} \cdots,$$  \hspace{1cm} (3.16)

where $\zeta(3) = 1.202$. This expansion confirms that most of the contribution to $\sigma^2$ comes from impurities close to the channel; the leading term alone gives an estimate for the example that rises only to $\alpha = 81$ mV.

Another system of interest has an thin, undoped, epitaxial layer of thickness $s$ in which the channel resides, with uniform doping of $N_A$ in the layer $s < z < w$. The effect of the impurities removed from the epitaxial layer can be evaluated using Eq. (3.8) and subtracted from the result for uniform doping throughout the depletion layer.

The difference is given by

$$\Delta \sigma^2(s) = \frac{N_A}{2\pi} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \int_0^s g(2Q_z z) dz \left[ \frac{1}{Q_z w} + \frac{\zeta(3)}{(Q_z w)^3} \cdots \right],$$  \hspace{1cm} (3.17)

where $g(x)$ is the same auxiliary function as in Eq. (3.11). Even a thin epitaxial layer has a dramatic effect on the strength of fluctuations. For example, a thickness of only $2$ nm reduces $\sigma$ from $70$ to $43$ mV according to Eq. (3.17); numerical evaluation of Eq. (3.6) gives $44$ mV. Further results will be given in Sec. V.

B. Carriers alone

We next consider the effect of screening by carriers alone. The Green’s function is given by Eq. (2.8), and Eq. (3.5) for the variance becomes

$$\sigma'^2 = \frac{1}{2\pi} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \int_0^w \frac{q}{(q_0 + q)^2} \int_0^w dz N(z) \sinh^2 q(w-z) \sinh^2 qw.$$  \hspace{1cm} (3.18)

Again, we find that the contribution diverges logarithmically as $z \rightarrow 0$ and vanishes quadratically as $z \rightarrow w$.

We approximate the hyperbolic functions for a uniform layer of doping with the same exponential form as in Eq. (3.10). This leads to

$$\sigma'^2 = \frac{N_A}{4\pi Q_z} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \int_0^\infty \frac{(1-e^{-qw}) dq}{(q_0 + q)^2} \left[ \frac{1}{Q_z w} + \frac{\zeta(3)}{(Q_z w)^3} \cdots \right].$$  \hspace{1cm} (3.19)

where $h(x) = 1-xe^{x}E_{1}(x)$ and $E_{1}(x)$ is the exponential integral. Useful limits are $h(0) = 1$ and $h(x) \sim 1/x$ for large $x$. For our example $q_0 w = 4.0$ and $\alpha = 44$ mV; numerical evaluation of Eqs. (2.8) and (3.6) gives $43$ mV. Thus, screening by carriers does not have a dramatic effect on the fluctuations at room temperature.

The algebraic approximation (3.10) to the hyperbolic functions in the previous section can again be used but the results are less compact. The asymptotic expansion for large $q_0 w$ is

$$\sigma'^2 \sim \frac{N_A}{4\pi Q_z} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \int_0^\infty \frac{1}{(1-q_0/q)^2} \left[ 1 - \frac{1}{(q_0/q)^2} + \frac{\zeta(3)}{(q_0/q)^3} \cdots \right].$$  \hspace{1cm} (3.20)

The leading term alone gives $\alpha = 49$ mV.

C. Boundaries and carriers

We have not found a satisfactory analytic approximation to the variance when screening by both boundaries and carriers is included. Numerical evaluation of Eq. (3.6) with the full Green’s function (Eq. (2.14)) gives $\alpha = 40$ mV, so there is only a small reduction beyond $43$ mV with screening alone. Unfortunately, the approximate Green’s function in Eq. (2.16) leads to $\alpha = 45$ mV, which is higher than the result with screening alone and is therefore unacceptable.

IV. AUTOCORRELATION FUNCTION OF THE RANDOM POTENTIAL

The autocorrelation function in real space is obtained by a Fourier transform of the power spectrum, whose integral was evaluated in the previous section to give the variance. This can rarely be done analytically. A convenient exception is the power spectrum in Eq. (3.14), derived for a channel with boundaries alone,

$$\tilde{W}(q) = \frac{N_A}{2} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \frac{1}{(\alpha^2 + q^2)^{3/2}}.$$  \hspace{1cm} (4.1)

Rotational symmetry in the $x-y$ plane leads to the usual Hankel transform,

$$W(r) = \frac{1}{2\pi} \int_0^\infty \tilde{W}(q) J_0(qr) q dq,$$  \hspace{1cm} (4.2)

which gives

$$W(r) = \frac{N_A}{4\pi Q_z} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \left( \frac{R Q_z r}{2} \right)^{1/3} \exp(-\alpha r).$$  \hspace{1cm} (4.3)

The variance is given by $W(0)$ in agreement with Eq. (3.15). Thus, the autocorrelation function decays exponentially with a length scale $\alpha^{-1} = 9.2$ nm for the usual example. This is in excellent agreement with numerical evaluation of the correlation function, shown in Fig. 3 where the two curves (a) are indistinguishable on this scale.

The correlation function decays asymptotically as a power law with screening by carriers alone (no boundaries), like the Green’s function; the leading term is

$$W(r) \sim \frac{N_A}{4\pi Q_z} \left( \frac{e}{2\varepsilon_0\kappa} \right)^2 \frac{4q_0 w}{3(q_0 r)^2}.$$  \hspace{1cm} (4.4)
This is also shown as curve (b) in Fig. 3 but the asymptotic form is accurate only for larger \( r \). The most rapid decay occurs when both screening and boundaries are included but we have found no simple expression for this.

The most important feature of the autocorrelation function is its characteristic length \( L \) because this sets the length scale of the fluctuations. A convenient definition, given the roughly exponential decay, is

\[
L^2 = \frac{1}{6} \int \left( \frac{1}{W(r)} \right)^2 dr = \frac{1}{6} \frac{\mathcal{W}}{W(0)} \Bigg|_{q=0},
\]

where the factor of \( \frac{1}{6} \) ensures that \( L = 1/\alpha \) if \( W(r) \propto \exp(-\alpha r) \). The result for a system with a uniformly doped layer, including screening by both boundaries and carriers, based on the full Green’s function of Eq. (2.14), is

\[
L^2 = \frac{2}{9} \frac{\kappa_{sc} d + \kappa_{sc} w}{R(q_s + Q_s)} + \frac{2w^2}{5}.
\]

This gives \( L = 9.0 \) nm for boundaries alone and 6.9 nm for boundaries and carriers. These are in reasonable agreement with the radii at which the correlation functions plotted in Fig. 3 have decayed by a factor of \( 1/e \); Eq. (4.6) is less satisfactory when carriers are present because of the nonexponential decay.

Figure 4 shows the correlation length according to Eq. (4.6) as a function of doping, which changes the thickness of the depletion region and therefore \( Q_s \). It is plotted in two ways. The thin lines are for a constant thickness of oxide, \( d = 3 \) nm, while the thick lines are for a device scaled so that the thickness of the oxide is a constant fraction of the depletion thickness, \( d = w/6 \). For the scaled device with boundaries alone the length obeys \( L \approx 1/\alpha \approx w/2 \) and the corresponding curve therefore lies virtually on top of that for the depletion thickness. The two curves that include carriers are also nearly coincident, showing that the additional screening almost eliminates the effect of oxide thickness on the length scale of the fluctuations.

V. COMPARISON WITH NUMERICAL SIMULATION

We have compared our results with three-dimensional atomistic simulations of MOSFETs.\(^{27,28}\) In this approach, the impurities are treated as discrete charges, distributed at random with the appropriate average concentration. Quantities such as the threshold voltage can be determined for each device. The simulation must be repeated with a large number of configurations of random impurities to accumulate statistics for the mean value and the fluctuations between devices. This technique is time consuming and guidance from the analytical approach presented here is therefore valuable.

We must first address the relation between the random potential that we have studied here and the threshold voltage deduced from the simulations. One picture is to imagine that we have considered the random potential in a single device of infinite area. Individual, finite devices can then be made by “punching out” appropriate areas of this random potential. The relation between the potential in an individual device and our results depends on the size of the device compared with the correlation length.

1. If individual devices are small compared with the correlation length, the potential is almost constant within each device. The variations between devices are then given directly by the statistics that we have calculated for an infinite area. For example, the standard deviation of the threshold voltage is given by Eq. (3.15) with no further corrections.

2. It is harder to treat the opposite limit, where individual devices are large compared with the correlation length. The average potential within each device is smoothed out because there will be several peaks and valleys, reducing its standard deviation from Eq. (3.15) by a factor of roughly (correlation length)/(length of device).

A well-scaled device falls between these limits and we are not aware of any complete theory for relating threshold voltage to potential fluctuations under these conditions. For example, most of the simulations used a device with an effective area of \((50 \text{ nm})^2\) and the parameters listed at the end of Sec. I, which give a correlation length \( L \approx 10 \) nm. At first sight, it appears that the device is large compared with \( L \) but the critical region near threshold is much smaller, a barrier about 20 nm long between source and drain. Fluctuations turn the barrier into an irregular mountain range and current
starts to flow when the first pass through the mountains becomes accessible. In this case, the standard deviation of the random potential that we have calculated is itself a reasonable guide to that of the threshold voltage, and we shall compare them directly. It might be more accurate to reduce the standard deviation of the random potential by a factor of $\frac{\sqrt{2L}}{\text{width of device}}$ to allow for several passes through the mountain but we have not made this correction because of other difficulties in the comparison, described later in this section.

There are very few carriers at threshold and the results for boundaries alone are therefore appropriate, but for completeness we shall also show our results that include screening by $N_i = 10^{16} \text{ m}^{-2}$ carriers in the channel.

We first consider the variation of threshold voltage with density of doping, $N_A$. This was fitted to a power law in the simulations, $\sigma \approx N_A^p$, and the best fit was $p = 0.40$. The general result for the variance of the random potential, Eq. (3.6), would give $p = \frac{1}{2}$ from the prefactor of $N_A$ if everything else remained constant. However, an increase in doping reduces the thickness $w$ of the depletion layer, which in turn increases the screening wave vector $Q_s$. These lessen the increase in $\sigma$ and we find by fitting our calculations that the power is reduced to $0.47$ in the practical range of doping. This is still higher than the power law for the threshold voltage deduced from the simulations. We suspect that the discrepancy arises from the change in correlation length, which gets shorter as the doping increases and gives more averaging.

It was mentioned in Sec. III A that fluctuations in the channel can be suppressed by growing a lightly doped epitaxial layer ($N_A = 10^{21} \text{ m}^{-3}$) on top of the highly doped substrate ($N_A = 5 \times 10^{24} \text{ m}^{-3}$). The effect of this as a function of thickness $s$ is shown in Fig. 5(a). The standard deviation of the potential was obtained by numerical integration of Eq. (3.5), employing the full Green’s function from Eq. (2.14). Agreement between these results and the simulations of the threshold voltage is remarkably good, and shows that an epitaxial layer of 4 nm thickness cuts the fluctuations by a factor of 2. The effect of the concentration of acceptors in an epitaxial layer of thickness $s = 12$ nm is shown in Fig. 5(b). Again, there is good agreement between the simulations of the threshold voltage and our calculations of the random potential. A concentration below $10^{23} \text{ m}^{-3}$ in the epitaxial layer is sufficient to suppress the fluctuations.

We have also looked more closely at the random potential at the silicon–oxide interface in simulated devices. These had the same parameters that we have used with an area of $(64 \text{ nm})^2$ and the gate voltage was adjusted to be near threshold. Figure 6(a) shows a typical potential. There is a smooth variation along $y$ from source to drain, on top of which are peaks from individual acceptors whose height depends on their distance from the interface. The standard deviation was found to be 94 mV, rather larger than our predicted value of 69 mV.

The correlation function of this random potential was calculated from ten samples. A discrete two-dimensional (2D) Fourier transform of the random potential fluctuation was taken over $x$ and $y$ and the correlation function was constructed by summing the squares of the Fourier components and averaging over the samples. Finally, a 2D discrete
inverse Fourier transform was performed to obtain the correlation function in real space, which is plotted in Fig. 6(b). It follows the predicted exponential form well, but the correlation length is only about 6 nm rather than the 9 nm that we predict.

We believe that these discrepancies arise because the simulation is based on a mesh while the analytic results are for a continuum. Figure 7 shows how the standard deviation of the random potential builds up in the analytical approach as the region of integration is extended from the silicon–oxide interface alone. The standard deviation arises from the first 1 nm slab, which represents a single grid spacing in the simulations. This conclusion is supported by the potential plotted in Fig. 6(a). All the tall peaks have virtually the same height because they arise from the first layer of impurities; the second layer provides a set of much lower peaks, and subsequent layers cannot be distinguished. Moreover, the first layer of impurities lies at the silicon–oxide interface and a continuous Coulomb potential would diverge at each impurity. The divergence is suppressed by the discrete approximation to Poisson’s equation in the simulation, but these impurities contribute a short-ranged peak to the “typical” Coulomb potential. This raises both the standard deviation and the peak at the origin of $W(r)$, which makes the apparent correlation length shorter. Better agreement between simulations and the analytic approach would be expected for a finer grid, but a reduction of 2 would make the spacing equal to the lattice constant of silicon. It is then arguable that the analytic approach should itself be based on a sum over atomic sites rather than a continuum.

The dominant contribution of the impurities within 1 nm of the silicon–oxide interface also shows that the results are insensitive to assumption 5 in our model (Sec. I), that the bottom of the depletion region can be treated like a flat, conducting plate. Screening by the nearby gate is much more important.

VI. CONCLUSIONS

We have provided analytic estimates of the magnitude and length scale of the fluctuating potential in the channel of a MOSFET due to the random distribution of ionized impurities in the depletion region and shown how they can be related to fluctuations of the threshold voltage between devices. The results are in reasonable agreement with atomistic simulations but precise comparison is difficult because of the finite grid used in the simulations. A finer grid may be necessary for the most precise results, and similarly it may be necessary to base analytic work on a grid rather than a continuum. We find that a lightly doped, epitaxial layer reduces the fluctuations drastically, in good agreement with numerical studies.

The calculations can be extended to match more recent simulations. It should be relatively straightforward to include screening in a polysilicon gate rather than the metal gate used in our model. This is particularly important for a thin oxide. The thickness of the channel is far from negligible in modern MOSFETs and the potential should be averaged over the distribution of carriers rather than taken at the silicon–oxide interface alone. Fluctuations in the quantum mechanical energy level due to variations in the normal electric field could also be included. A major challenge remains an extension of the theories that deduce fluctuations in the threshold voltage from those in the potential to take full account of the length scale of the fluctuations compared with the dimensions of a well-scaled transistor.
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