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Summary

We investigate modelling and analysis for a speci�c class of stochastic equations arising

in 
uctuating hydrodynamics: this class, which we refer to as the Dean{Kawasaki (DK)

class, is broadly concerned with the description of mesoscopic 
uctuations in �nite-size

particle systems.

We focus on two notable members of this class. The �rst one, to which most of the

thesis is devoted, is the DK equation. We revisit its original derivation from physics in a

mathematically rigorous way, by considering particles of �nite rather than atomic size.

We do this in the two relevant cases of independent particles and of particles weakly

interacting via a pairwise potential. In both cases, we derive a regularised DK model

in the form of a stochastically perturbed wave equation. For this model we establish

high-probability existence and uniqueness results by using small-noise techniques.

The issue of almost-sure positivity of solutions (a critical feature for the DK class)

motivates the �nal part of the thesis: there, we study a second member of the class,

namely, a stochastic thin-�lm equation. We provide su�cient conditions on the inter-

play of stochastic noise and the source potentials in order to extend a positive local

solution (de�ned up to a stopping time) up to any deterministic time, and we draw

relevant analogies with the existing literature and with the DK equation.

Finally, we detail possible directions for future work.
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Chapter 1

Introduction

We study a class of stochastic partial di�erential equations, which we refer to as the

Dean{Kawasaki class (DK class for short). This class, whose distinctive features will

be pointed out in due course and whose very name will be justi�ed shortly, plays an

important role in the theory of 
uctuating hydrodynamics [22]. This theory is concerned

with the mathematical description of the evolution of speci�c systems made of a �nite

number of particles: the de�ning and fundamental feature of the systems in question

is the exhibition of intrinsic random 
uctuations at the particle level.

In simple terms, one can think of any of these systems as being a collection of ele-

ments (such as particles, individuals, animals, etc.), whose evolution in time is primarily

in
uenced by three distinct factors: (i) in
uence coming from outside the collection it-

self, usually consisting of suitable external �elds; (ii) in
uence coming from within the

collection, typically consisting of some kind of interaction between di�erent elements;

(iii) random 
uctuations a�ecting the collection’s elements (e.g., thermal 
uctuations).

Feature (iii) is crucial, as anticipated above. See Figure 1-1, left image.

Features (i){(ii) re
ect the deterministic component of the system evolution, i.e.,

the dynamics (uniquely determined by the past and current states of the system) which

would naturally occur should the stochastic component (feature (iii)) be absent. The

stochastic component results in deviations from the deterministic dynamics, and can

lead to non-trivial phenomena: as a notable example, we mention the metastable trans-

ition times for stochastic systems with multistable potentials, which are in many cases

studied using Kramers’ law [39, 25, 5].

The contents of this work broadly revolve around the analysis of the stochastic

component of certain particle systems, to be speci�ed below.

Examples of particle systems whose general characteristics are as described above

are numerous, and can be found in many important �elds. These �elds include the

theory of Newtonian 
uids (molecules in a thin-liquid �lm [49, 42]), of active matter
[9] (real life groups, such as �sh schools, bird 
ocks, bacterial colonies [58]), of thermal
advection (particles interacting with a heat bath/solvent [55, 44, 41], di�usive passive

tracer particles [17]), of neural networks (auxiliary particle systems associated with the

analysis of the loss function landscape of the network [54]).

Any given particle system abides by elementary laws (such as, for instance, classical
mechanics laws), which prescribe the motion of the individual particles. While this is an

accurate representation of the system, it is also a computationally ine�cient one. This

is why one normally chooses to formulate evolution equations which can e�ectively

describe the particle systems on more coarse-grained length scales, by keeping track

of fewer meaningful quantities. The length scale of the DK class, whose members are

indeed evolution equations, is suitable for capturing the systems’ ensemble 
uctuations.

More details are given in Section 1.1.

In this thesis we study two incarnations of the DK class. These incarnations are

closely related to some evolution equations which have been proposed in the last two

decades with respect to the description of two particle systems of relevance. These

systems are: a Langevin (LA) particle system; a system of molecules in a thin-�lm
(TF) liquid. As for the LA system, an evolution equation was proposed by D. Dean and

K. Kawasaki in the late 90ies [15, 32]: it is accordingly referred to as Dean{Kawasaki
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(DK) equation (or model), and reads

@�
@t

= r � (�rW � �) + ��+r � (�
p
� �) ; (1.1)

for particle density �, particle interaction potential W , and stochastic driving force �.
The DK equation, which we will later on take as ‘reference model’ for our de�nition of

the DK class (Section 1.5), shares many crucial similarities with the evolution equation

for the TF system, which is called the stochastic thin-�lm (TF) equation (thus also in

the DK class), and reads

@�
@t

= �r �
�
�nr

�
���W 0(�)

	�
+r �

�
�
p
�n �

�
; (1.2)

for some n 2 N and some interface potential W . We have introduced these two equa-

tions at this early stage for the sake of context, and precise details will be given through-

out this introductory chapter.

Despite a long-standing interest of the physics community in these two equations,

rigorous mathematical results are few. A non-exhaustive list of the researchers who

have contributed towards the mathematical understanding of these equations includes

M. von Renesse and collaborators for the DK equation, and J. Fischer, G. Gr�un and

B. Gess for the TF equation. Speci�c details are given in Section 1.6.

The main contributions of this thesis are as follows. We derive a regularised in-

carnation of the DK equation based on the LA system. We do this both in the case

of non-interacting particles and particles weakly interacting via a pairwise potential.

This regularised model, which we then analyse, addresses some regularity issues of the

original DK model. Furthermore, a relevant open question shared by the original and

regularised DK models (i.e., the issue of positivity of solutions) is then framed in the

wider context of modi�cations of the TF equation. These modi�cations, which are

within the DK class, allow us to discuss the positivity issue more e�ectively, and in

greater generality. An a priori analysis of positivity of solutions for these modi�ed TF

equations is performed, giving us useful insight on the DK class.

1.1. Relevant length scales

One may de�ne the evolution equation (describing a particle system) in one of the

three major length scales: microscopic, mesoscopic, or macroscopic, see Figure 1-1. The

microscopic scale refers to the level of individual elements of the system: this means that

the dynamics of each single particle is kept track of in the model. In particular, each

particle is distinguishable from any other. This constitutes the �nest, most accurate,

but often most computationally burdensome level to which the system can be studied.

On a coarser scale, we �nd the mesoscopic level, in which summarising quantities (such

as densities, averages, etc.) are introduced in the model, and in which we also retain

some degree of information coming from the microscopic scale. Within the mesoscopic

scale, singling out speci�c elements (and their 
uctuations) is not possible, while the

ensemble 
uctuations are observable on top of the ‘average’ deterministic evolution.

Finally, by further zooming out (usually, by performing a suitable hydrodynamic limit

N ! 1 [33]), one �nds the macroscopic scale, in which nothing but summarising,

global coarse-grained quantities are used to describe to system: typically, on this scale,

the random 
uctuations of the particles are neglected, and the resulting equation is

less accurate but substantially simpler to analyse.
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Figure 1-1: Left: An example of a particle system, where the e�ect of the random 
uctuations
can be seen in the particles at the top of the piles being able to randomly move either to the
right-adjacent or the left-adjacent pile. Centre: Empirical density for the same particle system,
for a large number of particles N . The ensemble 
uctuations are visible on top of the ‘average’
pro�le. Right: The stochastic 
uctuations are neglected in the hydrodynamic limit N ! 1,
giving only the ‘average’ density of particles.

The DK class, as previously hinted, is intrinsically set in the mesoscopic scale, as

its de�ning goal is to re
ect the particle 
uctuations.

1.2. Particle systems of interest

We now brie
y describe the LA and TF particle systems. It is worth pointing out

that we will be working with the exact mathematical microscopic description of the LA

system (in Chapters 2 and 3) in order to provide our results on a regularised DK model

(i.e., on the mesoscopic scale). On the other hand, our results on suitable modi�cations

of the stochastic thin-�lm equation (Chapter 4) are motivated by analytical analogies

with the DK model. Consequently, we provide accurate details on the microscopic level

for the LA system, while we limit ourselves to giving some general, concise, context for

the TF system.

1.2.1 Langevin (LA) particle system

Consider a collection on N particles moving in Rd, where d 2 N. Any given particle

is subject to a frictional drag caused by its motion in the surrounding environment,

to energy �elds (giving interactions with the environment, or with other particles),

and to random 
uctuations. Systems of this type are conceptually very simple and

general, and are thus found in many �elds [55, 44, 17]: they are generically referred to

as Langevin particle systems. In this thesis, we will be working with one-dimensional

models (d = 1), with particles identi�ed by positions and velocities (q;p) = (qi; pi)Ni=1,

and where the motion of a single particle i = 1; : : : ; N is given by the stochastic equation

(SDE)

_pi = qi; _pi = �
pi �r [W(q;p)]i + ��i; (1.3)

for (stochastically) independent initial conditions, independent Gaussian driving forces

f�igNi=1, frictional constant 
 > 0, noise amplitude �, and energy �eld W. The �rst

equation in (1.3) is simply the de�nition of velocity, while the second one re
ects

Newton’s second law of motion. We are interested both in the independent particles case

(associated with an on-site potential [W(q;p)]i = V (qi), for some suitable potential V )

3



and in the weakly interacting particles case (given by a nonlocal interaction potential

[W(q;p)]i = N�1PN
j=1 V (qi � qj)).

1.2.2 Thin-film (TF) particle system

A thin-liquid �lm corresponds to a liquid layer with a small number of particles in

thickness (usually no more than 102 � 103), and sitting on top of a (�xed) substrate

layer. The thin-�lm surface is a free surface. Relevant phenomena that can be ob-

served include droplet spreading (the process through which the thin-�lm di�uses over

the substrate) and dewetting (the process through which a thin-liquid �lm gradually

retracts from the substrate).

The main microscopic features characterising this type of particle system are: (a)

interaction between thin-liquid �lm and substrate molecules; (b) thin-liquid �lm in-

termolecular interaction; (c) capillarity e�ects; (d) surface tension e�ects on the free

surface; (e) thin-�lm molecules thermal 
uctuations (of Gaussian type); (f) local source

potentials.

Such microscopic dynamics is more complex than that of the LA system, and ex-

perimentally much harder to simulate [2]. Therefore, a system description based on

continuum mechanics [1, 49, 43] is almost always preferred in the case of thin-liquid �lm.

Because of this, we do not provide any explicit microscopic mathematical description

for this system.

1.3. Physical features of LA/TF systems

The LA and TF systems share the following distinctive physical properties.

1.3.1 Mass preserving fluctuations

The LA and TF systems are subject to 
uctuations which, on their own, do not alter

the total mass of the system (i.e., the total number or individuals). In the case of

the LA system, the total mass is also conserved (as the number of particles N is kept

�xed), whereas, for the TF system, the mass can be inserted/removed from the system

through deterministic local source potentials.

1.3.2 Fluctuation-dissipation relation

The LA and TF systems satisfy a 
uctuation-dissipation relation. In other words,

there is a suitable balance between the damping deterministic dynamics of the particle

system and the magnitude of the particles’ random 
uctuations. This balance results

in the particles’ dynamics converging, in a characteristic relaxation time, to a steady


uctuating con�guration in equilibrium [40]. As for the LA system, for which we have

provided a mathematical microscopic description, the 
uctuation-dissipation relation

arises from the suitable balance of friction �
pi and noise � _�i, as from the Ornstein-

Uhlenbeck setting [18]: more precisely, the characteristic ratio � := 2
=�2 (known

as inverse temperature of the system) gives shape to a steady con�guration f(q; p) /
expf��S(q; p)g, where S is the sum of the kinetic and potential energy of the system.

1.4. Mathematical implications on the DK class

The physical features of the LA and TF systems are re
ected in speci�c mathematical

features for the associated evolution equations, which belong to the DK class. These
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features are su�cient to provide a general description of the stochastic component found

in the DK class. For the sake of exposition, we colloquially describe these features prior

to giving their precise mathematical declination within the DK class.

1.4.1 Conservative stochastic component

In order to re
ect the mass-preserving 
uctuations, the stochastic component of the

DK class is framed within a spatial divergence structure, and boundary conditions are

understood to be periodic. The action of the divergence operator is often only formal,

and we will be more speci�c later on.

1.4.2 Infinite-dimensional noise representation

As pointed out earlier, the DK class is concerned with a mesoscopic representation

of an underlying particle system. As the particles can not be individually traced on

this scale (see Section 1.1), we need to characterise the ensemble 
uctuations via a

single, general 
uctuating term. Since the particles move in time and space, we need

such 
uctuating term to act both in time in space, hence the in�nite-dimensionality

requirement. Depending on the chosen spatial correlation that one wants to prescribe

for the Gaussian forces driving the particles, one typically relies on a suitable in�nite-

dimensional Gaussian noise, as clari�ed in due course.

1.4.3 Noise dependency on particle density

The Gaussian noise introduced in Subsection 1.4.2 is the random driving force of the

DK class, and is therefore included in the aforementioned spatial divergence form of

the stochastic component of the DK class. The remaining ingredient for the stochastic

component is the so-called mobility coe�cient. This coe�cient, whose arguments are

suitable macroscopic quantities describing the particle system, acts multiplicatively on

the deterministic and the stochastic component of the DK class. The mobility coe�-

cient ‘tunes’ the e�ectiveness of both components, in order to re
ect relevant physical

properties of the particle system. These properties include: (i) the previously men-

tioned 
uctuation-dissipation relation; (ii) density-dependent phenomena, such as ob-

vious absence of 
uctuations in spatial regions not containing particles, or the noise

amplitude being monotonically increasing with the particle density.

1.5. Dean–Kawasaki class

We give mathematical substance to the DK class. Being a mesoscopic representation

of underlying particle systems, the DK class describes the e�ect of particle 
uctuations

on the systems’ macroscopic quantities, the most important of which is the particle
density � = �(x; t), where (x; t) 2 Rd � [0; T ]. On a formal level, a generic member of

the DK class reads

@�
@t

= r �
�
m(�)r

�F [�]

��

�
+ �[�] +r �

�
�
p
m(�)�

�
=: D1 + D2 + S : (1.4)

for some positive function m, functionals F and �, and stochastic noise �, all to be

discussed in the next subsection.

5



1.5.1 General features

We explain how the structure of the DK class (1.4) re
ects the previously mentioned

physical and mathematical properties of the LA and TF systems, given in Sections 1.3

and 1.4.

Equation (1.4) comprises a deterministic component (or drift) D := D1 + D2 and

a stochastic component S . The di�usive (mass-preserving) term D1 accounts for the

gradient-
ow dynamics of the particle system according to the steepest descent of an

energy functional F [31]. The functional F encodes the dynamics resulting from local

and nonlocal particle interactions, but does not account for mass introduction/removal

in the system. As a notable example, choosing F as the Gibbs{Boltzmann entropy

functional [31] gives the standard di�usive term D1 := ��. The di�usive term D1 is

multiplicative in the mobility coe�cient m(�) (e.g., see [8]), which we have introduced

in Section 1.4. This coe�cient is responsible for diversifying the response of the equa-

tion with respect to di�erent density pro�les, corresponding to di�erent macroscopic

phenomena for the particle system. Relevant pro�les are usually those of low density

(i.e., � � 0) and high density (i.e., � close to a saturation value, either �nite or in�nite).

The non-conservative term D2 � � is a local source which can introduce/remove

mass from the system.

Finally, the term S is the stochastic component, accounting for a mesoscopic rep-

resentation of the particle 
uctuations. The features pointed out in Section 1.4 are

quite evident. Firstly, the noise is in divergence form, representing conservation of

mass (provided suitable boundary conditions are also prescribed). Secondly, the 
uc-

tuations are given under a unifying, driving force �, which is an in�nite-dimensional

Gaussian noise. For example, � might be a cylindrical Wiener process (also called

space-time white noise), or a Q-Wiener process [52]. More technical discussions on the

two di�erent types of noise are deferred to Chapters 2, 3 and 4. Thirdly, the noise is

multiplicative in (m(�))1=2, and this represents two things: the 
uctuation-dissipation

nature of the particle system (to be seen in the m-exponents being 1 and 1/2 in D1 and

D2, respectively [22]); di�erent noise amplitude for di�erent density pro�les (similar

discussion for D1).

1.5.2 Original DK equation and TF equation

As mentioned earlier, we are interested in two notable members of the DK class, namely

(1.1) and (1.2). Equation (1.1), which is the original Dean{Kawasaki (DK) equation

[15, 32], corresponds, in the notation introduced in (1.4), to linear mobility (m(�) = �),

null source potential (� = 0), space-time white noise �, and energy

F [�] = F1[�] + F2[�] :=

Z

Rd
(W � �)(x)�(x)dx+

Z

Rd
�(x) log(x)dx

re
ecting particle interaction (via the potential W in F1) and particle di�usion (through

the Gibbs{Boltzmann entropy functional F2 [31]).

Equation (1.2) is the stochastic thin-�lm equation, corresponding to a monomial

mobility mn(�) (typically cubic [28, 14]), null source potentials (� = 0), Gaussian noise

� coloured in space and white in time, Ginzburg-Landau type [8] energy functional

F [�] :=

Z

Rd
fjr�(x)j2 +W (�(x))gdx

re
ecting the e�ective interface potential between thin-liquid �lm and substrate (through

6



W ) and balance of forces on the thin-liquid �lm free surface (through jr�j2).

1.5.3 General mathematical criticalities

Members of the DK class, including the DK equation (1.1) and the stochastic TF

equation (1.2), are widely simulated in physics, see for example [58, 20, 44]. On the

other hand, few rigorous mathematical results are available in this class. According

to the speci�c instance (i.e., for a given choice of mobility, energy functional, etc....),

one can �nd di�erent factors which contribute to making the analysis challenging.

However, most of these factors are pretty much built in the class, and have to be dealt

with regardless of the speci�c instance. We describe them brie
y.

The �rst issue is the divergence form of the stochastic noise. While this makes

physical sense, it is a mathematical inconvenience. In particular, one needs to give a

rigorous meaning to the action of the divergence operator on the in�nite-dimensional

multiplicative noise
p
m(�)�. In addition, this di�erential feature neatly distinguishes

the analysis of the DK class from that of most equations with multiplicative noise. The

most notable example of such equations is associated with the Super-Brownian motion

(or Dawson{Watanabe process [60]), and it reads [38, 53]

@�
@t

= ��+
p
� �; (1.5)

where � is a space-time white noise. The existence analysis of (1.8) relies on a vari-

ational formulation of a suitable martingale problem, which crucially bene�ts from the

regularity of the Green function of the Laplacian operator [56] acting on the noise (in

an L2-duality sense). The case of (1.4) is radically di�erent, as the additional spatial

derivative in the noise diminishes the regularisation coming from the Green function.

The second issue is given by the natural positivity requirement on the density �.

With very few exceptions, which will be mentioned later, there is yet no evidence that

the DK class preserves positivity of solutions.

A third issue is the mobility itself. Typically being a monomial, m vanishes for

null density (i.e., is degenerate). Thus, in a low-density regime, it annihilates the

action of both deterministic drift and stochastic component. These facts, together with

the positivity constraint on �, typically impose the de�nition of challenging solution

function spaces, where basic properties (such as linear structure, convexity) might get

lost. In addition, with the exception of quadratic mobility, all polynomial mobilities

either give a non-Lipschitz noise (m(�) = �
 , 
 < 2, as for (1.1)) or superlinear noise

(m(�) = �
 , 
 > 2, as for relevant instances of (1.2)).

Finally, the Gaussian noise � can be irregular (either with large or in�nite trace

[52]).

1.6. Existing literature for DK and stochastic TF equa-
tions

As pointed out earlier, the DK equation does not, by any means, lend itself to a

straightforward mathematical analysis. Due to the low regularity of the noise, most

de�nitions of solutions for stochastic partial di�erential equations (SPDEs) are not

suitable to work with. In particular, the combination of non-Lipschitz and divergence

form of the stochastic component, and the space-time white noise seemingly prevent

from looking for strong solutions [52], mild solutions [13], or solutions in the context of

paracontrolled distributions theory [29] and rough paths theory [45, 26].

7



As of today, the most widely accepted analytical setting sees the DK equation (1.1)

as a stochastic perturbation of a gradient-
ow dynamics with respect to a Wasserstein

space, with the noise being aligned with Otto’s formal Riemannian structure for optimal

transportation [50]. In a nutshell, on a formal level, the short dynamics of the equation

is governed by a large deviation principle with rate

A(�) =

Z 1

0
sup
�
fh@t�; �i � H(�; �)g dt: (1.6)

In the above, � spans a suitable test function space, the brackets h; i refer to meas-

ure/function L2-duality, and H is a rescaled Hamiltonian (re
ecting the short time

evolution of the equation). The rate functional A relates the likelihood of observing a

given trajectory � to the amplitude of the stochastic noise of the equation. This rate is

a crucial tool in the understanding of the equation’s dynamics. We do not provide any

additional details on rate functionals and Large Deviation theory [21]. In the speci�c

case of the DK equation, the Hamiltonian is H(�; �) = h�; jr�j2i (which can also be

seen as the quadratic variation of the noise of (1.1)); the link with the Wasserstein

geometry is thus given by the use of the Benamou-Brenier formula on H [3].

In this general setup, the natural de�nition of solution is a measure-valued mar-
tingale solution. The key advantage, in this setting, is that the quadratic variation H
removes the square-root singularity of the DK noise in (1.1) (simply by squaring it),

thus giving a simpler object to analyse as a measure/test function duality.

Several results have been produced, mostly by von Renesse and coworkers. Firstly,

a process having the Wasserstein distance as core evolution metric was found for the

following non-conservative perturbation of the purely di�usive DK equation [59]

@�
@t

= ���+ �[�] +r � (�
p
� �) ; (1.7)

where � is a speci�c nonlinear operator. A wider range of possibilities for �, all leading

to Wasserstein-short-time dynamics, were later proposed in [37, 36, 48].

The need for a non-conservative correction � in (1.7) has been recently understood

[35]. More precisely, if one does not allow for such a correction, then (1.7) either admits

a unique atomic solution or no solution at all, depending on the di�usion scale � > 0.

An analogous result was later proved for (1.7) enriched with a mean interaction �eld

[34]. As a result, no smooth solutions exist for the original DK equation (1.1). The

results in [34, 35] are based on a special interplay between the quadratic variation

H(�; �) and the Laplacian operator. Such interplay is provided by a straightforward

application of the Itô formula on a variational formulation of (1.1).

With the results [34, 35] in mind, one can appropriately a posteriori frame the

literature of suitably regularised DK models. Among these, we mention our works

[12, 11] (which are the contents of Chapters 2 and 3) and also [23, 47]. With the

exception of [11], all these works on regularised DK models were available prior to the

publication of [34, 35].

We now turn to the stochastic TF equation (1.2). Despite the deterministic counter-

part of the equation being nowadays well understood (in terms of positivity of solutions,

analysis of meaningful boundary conditions and entropy estimates above all [4, 6, 7]),

only a few well-posedness results are available in the stochastic case. This appears to

be primarily blamed on the di�culty arising when framing relevant integral estimates

for the thin-�lm model (such as energy and entropy estimates) in a stochastic setting.

It is only recently that the concept of martingale solutions (in the declination intro-
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duced in [16, 30]) has also been used in the analysis of the stochastic TF equation with

quadratic mobility (i.e., with linear noise) [24, 27].

The �rst work [24] considers Itô noise and mass-preserving interface potentials. The

authors choose a spatial discretisation compatible with some relevant thin-�lm integral

estimates; in addition, it gives suitable uniform a priori bounds in the application

of the Itô formula to a suitable energy/entropy functional. The construction of a

solution is then settled by a limit passage (in a martingale sense) which removes the

discretisation and gives a solution. The speci�c choice of mobility (which gives the

bounded derivatives of the noise) appears to be crucial for proving the necessary a

priori estimates, as discussed in Chapter 4.

In [27], the authors consider Stratonovich noise, which allows for the absence of

any interface potential. The discretisation is here performed in time, and according

to a Trotter-Kato scheme which ‘switches’ from purely deterministic TF dynamics to

purely stochastic TF dynamics in between consecutive time steps. Much of the a priori

estimates thus rely on deterministic thin-�lm evolution and viscous regularisation of

the stochastic thin-�lm dynamics: these, separately, are convenient to analyse. The

limit passage recovering the martingale solution is essentially analogous to the one

illustrated in [24].

1.7. Outline of the Thesis

The bulk of this thesis is contained in Chapters 2-4. Each of these chapters contains

an original research paper originated from the Ph.D. work of the author.

Chapter 2 is devoted to the derivation and analysis of a regularised DK model in the

case of non-interacting Langevin particles. We consider particles of �nite rather than

atomic size and, using this regularisation, we readapt and give rigour to the derivation

of the original DK equation (1.1). Points of interest reside in Kolmogorov-type a priori

estimates for the regularisation, covariance analysis for the regularised noise, and a

well-posedness theory (in a high-probability sense) for mild solutions. The model we

derive is interesting both in terms of its improved regularity properties over the original

DK equation (1.1), and in terms of the aspects that are still to be understood: among

these, we �nd the out-of-equilibrium regime, and the solution’s almost-sure positivity.

The analysis of Chapter 2 is adapted to the case of particles weakly interacting via

a pairwise potential in Chapter 3. While the general questions that we ask ourselves

are the same as in Chapter 2, several technicalities related to stochastically depend-

ent particles arise. In particular, we deploy propagation of chaos [46] techniques, and

reformulate the a priori estimates in a suitable setting (based on Simon’s compact-

ness criterion [57]). The model we obtain accounts for meaningful nonlocal particle

interactions, while being subject to the same open questions given in Chapter 2.

The issue of almost-sure positivity, which is common to both models derived in

Chapters 2 and 3, is then analysed in its own right for a wider class of equations,

these being non-conservative modi�cations to the stochastic TF equation (1.2). We

provide conditions on several parameters (including mobility coe�cient and source

potentials) which are su�cient to extend a locally (in time) de�ned positive solution to

any arbitrary �nite time. Although we do not construct the local solution itself, this

analysis sheds some light on the general positivity issue of the DK class. Our �ndings

are consistent with the known case of quadratic mobility and Itô noise [24].

We summarise our �ndings, illustrate relevant future research directions, and draw

our �nal conclusions in Chapter 5.

9



1.8. A heuristic overview of the scaling arguments for our
regularised DK models

As previously mentioned, our regularised DK models (studied in Chapters 2 and 3) are

based on Langevin systems of type (1.3), and where the particles have �nite size. In

addition, we will be working under the assumption that the particle size is related to the

total number of particles. This fact has several important (and relatively independent)

implications which are worthwhile sketching here on a heuristic level.

Proposed scaling. Let N be the number of particles, and let � > 0 be a parameter

identifying the ‘size’ of a single particle via a spatial kernel w�. We relate N and � with

a scaling which can essentially be thought of as

N�� = 1; for some � > 0: (1.8)

The larger � is in (1.8), the larger the particles are. The choice of � may re
ect relevant

physical properties of the system, such as a ‘natural’ particle size, or a total volume

preservation.

Sketch of the argument for our regularised DK models. For any admissible pair

(�;N) we analyse the evolution of the �-size dependent macroscopic density ��(x; t)
and momentum density j�(x; t). We establish tightness, in the limit of N and �, for

the two families f��g, fj�g, as well as for one other family of auxiliary processes (de-

noted by fj2;�g) appearing in the evolution dynamics of fj�g. The evolution of fj�g
features a microscopic, �nite-dimensional stochastic noise _ZN . We approximate _ZN
with a mesoscopic, in�nite dimensional stochastic noise _YN using a spatial covariance

comparison and some degree of information coming from the tightness argument. In

addition, we relate fj2;�g to f��g using a small temperature approximation. From this

point onwards, we treat the model we have obtained, our regularised DK model, from

a purely SPDE point of view, thus detaching the analysis from the underlying particle

system. We study this SPDE in a small-noise regime.

Role of the scaling. The method sketched above bene�ts from (1.8) in at least three

distinct points, where � is required to exceed a threshold (which might di�er from

point to point). In all cases, (1.8) is required to compensate polynomial contributions

(in ��1) mostly arising from the evaluations of relevant Sobolev-type norms associated

with the kernel w�, as thoroughly explained in the following chapters. At this stage,

we give a heuristic explanation for the need of these scaling applications.

Point 1: Tightness argument. The scaling (1.8) is, essentially, concerned with the hy-

drodynamic limit (as N ! 1 and � ! 0) of the microscopic evolution of f��g,
fj�g. Speci�cally, we establish tightness of f��g, fj�g, and fj2;�g on the level of

trajectories. As our densities only depend on space, while the particle dynamics

also comprises the particle velocity, the limit obtained on the macroscopic scale

is not closed in the limiting density � and momentum density j, due to fj2;�g
having a non-trivial limit j2. As we ultimately work on the mesoscopic scale,

we do not fully exploit the macroscopic limit, even though the methodology de-

veloped here proves useful later and is of independent interest. To this date, the

characterisation of j2 (also depending on the speci�c scaling (1.8)) is a relevant

open question.

Point 2: Replacements on mesoscopic scale. A crucial part of our work involves the

replacement of the microscopic stochastic noise of the particle model with a

closely aligned mesoscopic one. The scaling (1.8) here ‘tunes’ the size of the
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two noises, and also determines the di�erence (in terms of pointwise spatial cov-

ariance) between the two noises. In essence, this scaling makes the di�erence of

the two noises negligible w.r.t. their size, so the replacement on the mesoscopic

scale is justi�ed. Additionally, the tightness of f��g is here also employed the

reinforce the case for such a replacement. The �-dependent driving force of the

mesoscopic noise (denoted by ~��) is a space-time white noise convoluted with the

kernel w�.

The methodology here re
ects the one from the tightness argument, only with

the focus on spatial rather than time regularity, and the scaling (1.8) determines

the spatial pointwise limiting behaviour of the mesoscopic noise. In this thesis,

we are interested only in a small-noise regime analysis (see below), and therefore

we only consider a certain range of �.

It is also worth mentioning that (1.8) does not currently play any role in the

replacement of j2;� on the mesoscopic scale: this is settled by a heuristic small

temperature approximation under a local equilibrium assumption.

In future works, it would be interesting to investigate other ranges of �, possibly

resulting in the survival of the noise and/or in a meaningful representation of j2;�
in the macroscopic limit.

Point 3: Small-noise analysis of mesoscopic model. Once the replacements above are

performed, we study the resulting model (regularised DK model) as an SPDE in

its own right, thus detaching the analysis from the underlying particle model. Our

main focus is to conduct a small-noise regime analysis (w.r.t. the corresponding

noise-free dynamics) for the solution’s maximum spatial displacement. For this

purpose, we choose a norm of H1-type: the use of this metric and the �-dependent

bounds for the trace of the covariance operator of ~�� justify the need of (1.8)

for the desired small-noise regime analysis. It is worth noting that the scaling

requirement here di�ers from that of Point 2, due the fact that we analyse the

noise as a function-valued process, and not simply in a pointwise fashion.

In this part, the main open questions are mostly of analytical type, as their is no

more modelling involved. Future e�orts should in fact be pointed at making the

scaling less restrictive, possibly by choosing a more suitable working norm or by

using more accurate �-dependent bounds related to ~��.
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Chapter 2

A regularised Dean–Kawasaki model: derivation

and analysis

The original DK equation (1.1) is characterised by the low regularity of its stochastic

noise, whose very structure is dictated by its original derivation in physics [15]. In this

chapter, we look for answers to the following three questions. Firstly, can we suitably

regularise the said derivation of the DK equation in order to improve its mathematical

rigour? Secondly, how ‘close’ is the derived regularised DK model to the original one?

And thirdly, how much do we gain in terms of regularity for the resulting model?

This is joint work with Tony Shardlow and Johannes Zimmer, which was published

in the SIAM Journal on Mathematical Analysis.

2.1. Outline of the Article

In the original derivation of the DK equation [15], a �nite-size system of N Langevin

particles is described by giving an equation of motion for the atomic density

�N (x; t) :=
NX

i=1

�(x� qi(t)); x 2 Rd; t 2 [0; T ]; (2.1)

where �(��y) denotes the Dirac distribution centred at y, and qi(t) denotes the position

of the i-th particle at time t. The evolution equation for �N is, at least formally, given

by an application of the Itô calculus applied to the composition of the distribution � to

the processes qi(t), i = 1; : : : ; N . This evolution equation is not closed in the density

�N . In particular, the stochastic noise associated with the particles 
uctuations is

on the microscopic scale. It is thus necessary to suitably close the noise in order to

achieve the representation of the particle system on the desired mesoscopic scale. It is

at this stage that the distinctive DK noise term, as shown in (1.1), is proposed as a

stochastically equivalent replacement to the microscopic noise. The speci�c nature of

the noise in (1.1) is dictated by several factors, among which we �nd the independence

of the forces driving the particles, and the de�nitions of relevant densities (such as �N )

being on the atomic scale: we will be more precise on this in due course.

The DK noise (1.1) has only been derived on a formal level: it su�ers from ill-

posedness in a distributional sense (what is the square root of a distribution?), and the

application of the divergence operator is only formal. In addition, the analysis of the

DK equation is critical, as elucidated in Subsection 1.5.3.

We provide the context and summary of the main results in Section 1. Notation and

relevant assumptions for the Langevin system are given in Section 2. In particular, only

stochastically independent particles are considered. Section 3 contains the modelling

part of the work, in which the physics derivation sketched above is rigorously adapted

in a function setting: there, particles are treated as having �nite rather than atomic

size. As a result, a regularised DK model is obtained, and its ‘closedness’ with the

original DK model is quanti�ed. The well-posedness of the obtained regularised DK

model is investigated in Section 4.

12



Appendix 6  QA7 

 

Appendix B: Statement of Authorship  
 

 
This declaration concerns the article entitled:  
 
 

Publication status (tick one)  

draft 
manuscript  

 Submitted   
In 
review   Accepte d  Published   

Publication 
details 
(reference)  
 

 

�&�D�Q�G�L�G�D�W�H�¶�V��
contribution 
to the paper 
(detailed, and 
also given as 
a percentage).  

The candidate contributed to/ considerably contributed to/predominantly executed 
�W�K�H�« 
 
Formulation of ideas: 
 
 
 
Design of methodology: 
 
 
 
Experimental work: 
 
 
 
Presentation of data in journal format: 
 
 
 
 

Statement 
from 
Candidate  

This paper reports on original research I conducted during the period of my 
Higher Degree by Research candidature.  

 
Signed  
 

  
Date 

 

 

A regularized Dean-Kawasaki model: derivation and analysis

x
Journal: SIAM Journal on Mathematical Analysis. DOI: 10.1137/18M1172697

Authors: Federico Cornalba, Tony Shardlow, Johannes Zimmer

The author of the thesis has performed the bulk of the computations

for this work (70%).

The presentation of the contents have been shared in equal weights

between all authors (33%).

17.9.2019

13



SIAM J. M ATH . A NAL . c
 2019 Society for Industrial and Applied Mathematics
Vol. 51, No. 2, pp. 1137{1187

A REGULARIZED DEAN{KAWASAKI MODEL: DERIVATION
AND ANALYSIS �

FEDERICO CORNALBA y , TONY SHARDLOW y , AND JOHANNES ZIMMER y

Abstract. The Dean{Kawasaki model consists of a nonlinear stochastic partial di�erential
equation featuring a conservative, multiplicative, stochastic term with non-Lipschitz coe�cient, driven
by space-time white noise; this equation describes the evolution of the density function for a system
of �nitely many particles governed by Langevin dynamics. Well-posedness for the Dean{Kawasaki
model is open except for speci�c di�usive cases, corresponding to overdamped Langevin dynamics. It
was recently shown by Lehmann, Konarovskyi, and von Renesse that no regular (nonatomic) solutions
exist. We derive and analyze a suitably regularized Dean{Kawasaki model of wave equation type
driven by colored noise, corresponding to second-order Langevin dynamics, in one space dimension.
The regularization can be interpreted as considering particles of �nite size rather than describing
them by atomic measures. We establish existence and uniqueness of a solution. Speci�cally, we
prove a high-probability result for the existence and uniqueness of mild solutions to this regularized
Dean{Kawasaki model.

Key words. Dean{Kawasaki model, stochastic wave equation, spatial regularization of space-time
white noise, Langevin dynamics, mild solutions

AMS subject classi�cations. Primary, 60H15; Secondary, 35R60
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1. Introduction. Fluctuating hydrodynamics is concerned with the description
of the evolution of a large number of particles by means of suitable stochastic partial
di�erential equations. We refer the reader to [11] and give as an example theDean{
Kawasaki model [8, 19]

@�
@t

(x; t ) = r �
�

� (x; t ) r
�F (� )

��

�

| {z }
=: D

+ r �
�

�
p

� (x; t ) �
�

| {z }
=: S

:(1)

Here � : D � [0; T] � Rd � [0; + 1 ] ! [0; + 1 ] is the density of particles, � is a small
real parameter, F is a free-energy functional, and� is a space-time white noise. The
deterministic term D is a gradient-
ow-driven term describing the average behavior of
the system and can be derived from the Fokker{Planck analysis. The stochastic term
S accounts for 
uctuations about the mean due to the �nite number of particles in
the system. As a result of the divergence form, both the termsD and S account for
conservation of mass in the system; see also [12, 13] for similar models.

Equation (1) poses a fascinating mathematical challenge. On one side, this
equation and its more complex incarnations are widely simulated in physics; see, for
example, [32, equation (59)], [24], and [10]. On the other hand, very little is known
about existence and uniqueness of solutions for this class of problems, as discussed
below.
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1138 F. CORNALBA, T. SHARDLOW, AND J. ZIMMER

We point out three main di�culties posed by (1) from a mathematical perspective.
First, the noise term S is de�ned by means of a formal divergence operator. The
regularity of the argument of the divergence operator is a priori unknown. In particular,
a standard L 2(D )-valued stochastic analysis for the argument�

p
� (x; t ) � (in the sense

of [29, 7], for example) would not allow us to interpret the noise S , hence(1), in a
function setting. Second, the derivation of (1) in the physics literature is formal and
applicable only to empirical (thus atomic) measures. Whether a solution to(1) for
smooth initial data exists is in general not clear. Third, the lack of Lipschitz continuity
associated with the square root poses further di�culties.

Von Renesse and collaborators have studied regularized versions of(1) in the
foundational works [33, 3, 20, 21]. They obtained existence results for measure-valued
martingale solutions for modi�cations of (1) (in [3, 33] for the Gibbs{Boltzmann
entropy functional F scaled by � > 0, and in [20] for the case F � 0). These
modi�cations a�ect the drift of (1), and they are associated with Dirichlet form
arguments and with the Wasserstein geometry over the space of probability densities.

Very recently, Lehmann, Konarovskyi, and von Renesse [22] dispelled the belief
that there are smooth solutions to the purely di�usive Dean{Kawasaki equation. More
precisely, for (1) in one space dimension with free energyF := N

2

R
D � (x) log(� (x))dx,

where (1) becomes

@�
@t

(x; t ) =
N
2

� � (x; t ) + r �
� p

� (x; t ) �
�

;

they showed that a unique measure-valued martingale solution exists if and only if
N 2 N; in this case, the solution is the empirical distribution associated with N
independent Brownian particles, so an atomic measure. The basis of this dichotomy
is the interplay of the particular geometry of di�usion and noise in the context of
a stochastic Wasserstein gradient 
ow. We also mention that a similar setting later
led the authors of [22] to obtain an analogous dichotomy in the case of more general
smooth drift potentials F [23].

The central di�erences to the approach presented below are that in [22], the under-
lying particle dynamics is �rst order (overdamped Langevin); the noise is derived from
deep probabilistic arguments (describing Brownian motion in the space of probability
measures with �nite second moment, i.e., relying on the Wasserstein geometry); and
the noise is not regularized.

The original derivation of Dean{Kawasaki equations is mathematically opaque,
with one noise being replaced by a stochastically equivalent one, and with physical
approximations closing the model in the density � under the assumption of local
equilibrium (see Steps 2{3 in subsection 1.1 below); since the existence of solutions
to this type of equations is so delicate, we revisit the derivation, introduce physically
motivated regularizations, and then establish existence and uniqueness of solutions (in
a high probability sense). The starting point is undamped (second-order) Langevin
equations with on-site potential, describing the motion of �nitely many particles. A
key point for modeling the particles is that we do not describe them by atomic (Dirac)
measures; instead, each particle is given by a Gaussian with standard deviation� � 1,
centered on the particle positions. As a consequence, standard tools from stochastic
calculus apply to the empirical density for N such particles. We �nd it useful to work
with (a regularized version of) the empirical measure 1

N

P N
i =1 � (x � qi ) and remark

that both [ 22] and [8] use the di�erent, but equivalent, scaling
P N

i =1 � (x � qi ); see(3)
below. The advantage of the scaling chosen here is that the limit of the number of
particles N ! 1 is well-de�ned, leading to the hydrodynamic scale, and that we work
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A REGULARIZED DEAN{KAWASAKI MODEL 1139

in the setting of probability measures. Speci�cally, we study suitably combined limits
of the number of particles N going to 1 and the width parameter � going to 0. Then,
the noise in the resulting equations scales withN � 1=2 and disappears in the limit
N ! 1 (in contrast to (1); the dependency on the scaling in the deterministic and
stochastic operator in (1) also plays a role in [3, 33, 22]). As in the original derivation
by Dean [8], we then replace a nonclosed expression for the noise obtained by Itô
calculus with a stochastically equivalent one; yet, in the framework we establish, the
new noise can be compared to the original one and we obtain error bounds and show
that their di�erence is small. In addition, we replace a nonclosed component of the
deterministic drift with a closed expression by working in a low temperature regime
for the Langevin system. We are then in a position to formulate, for large but �nite
N , a regularized stochastic wave equation of Dean{Kawasaki type. For this equation,
we establish a high probability existence and uniqueness result for mild solutions using
a small-noise regime analysis; more speci�cally, we invoke a Chebyshev inequality
argument to prove that the solution stays close to a suitable deterministic process
which is positive and bounded away from the non-Lipschitz noise singularity (i.e., from
the identically vanishing density).

The general philosophy of this paper to derive stochastic equations describing the
evolution of N Gaussians with given variance instead ofN Diracs seems to be novel.
Yet it seems to be natural and potentially useful in a variety of situations. For example,
if one seeks to analyze the evolution of �nitely many droplets in a suspension, then
the description of a droplet by a Gaussian seems at least as natural as a description by
a Dirac. The stochastic equation derived and studied here describes the evolution of
such a system of particles. Additionally, the tightness arguments inN and � developed
in subsection 3.1 are of independent interest. While we use them as novel argument to
compare noise expressions, they can also be useful in an alternative derivation of the
hydrodynamic limit, though we do not pursue this avenue in this article.

Before describing this approach in more detail, we sketch the derivation commonly
taken in the physical literature.

1.1. Original model derivation in dimension d = 1. The Dean{Kawasaki
model [8, 19] arises in the mathematical description of a system of�nitely many particles
experiencing Langevin dynamics. We brie
y discuss the derivation of this model
by following [24, section II]. Consider N stochastically independent and identically
distributed particles moving on the real line, with position and velocity f (qi ; pi )gN

i =1 .
More precisely, their evolution is given by the Langevin dynamics

�
_qi = pi ;

_pi = ( � 
p i � V 0(qi )) + � _� i ; i = 1 ; : : : ; N;
(2)

starting from independent and identically distributed initial conditions f (qi; 0; pi; 0)gN
i =1 .

In (2), f � i gN
i =1 is a family of independent standard Brownian motions on a probability

space (
 ; F ; P), where �; 
 > 0 are given constants satisfying the 
uctuation-dissipation
relation � 2=(2
 ) = kB Te (see, for example, [5]), and V : R ! R is a potential. The
particle system is described in terms of the global quantities

� N (x; t ) :=
NX

i =1

� (x � qi (t)) and j N (x; t ) :=
NX

i =1

pi (t)� (x � qi (t)) ; x 2 R; t � 0;

(3)

representing thelocal densityand the momentum density, respectively. These quantities,
which are not rescaled inN , are to be understood in the Schwartz distribution sense,
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1140 F. CORNALBA, T. SHARDLOW, AND J. ZIMMER

due to the presence of the Dirac distributions, denoted by� . We sketch below how
this leads to (1), the Dean{Kawasaki stochastic partial di�erential equation [ 8, 19],
following [24].

Step 1. Evolution equations of �rst order in time [ 24, equation (4)] are derived
for both � N and j N by means of standard Itô calculus, in a distributional sense.
These equations are a simple superposition of the stochastic equations resulting from
the Langevin dynamics (2) of each particle i = 1 ; : : : ; N . The evolution equation
for � N is a conservation law associated with the momentum density, and it reads
@�N =@t= �r � j N . The evolution equation for j N is, broadly speaking, an undamped
equation perturbed by a particle-dependent stochastic noise.

Step 2. The aforementioned particle-dependent noise featured in the stochastic
equation [24, equation (4)] associated withj N is not of closed form (i.e., it cannot be
expressed as a simple function of the quantities� N and j N ). This noise is

�
NX

i =1

� (x � qi (t)) _� i :(4)

For this reason, the above noise isformally replaced by another noise preserving the
spatial covariance structure of (4). The latter noise takes the shape

�
p

� N (x; t ) �;(5)

where � is a space-time white noise.
Step 3. The �rst-order evolution equations for � N , j N (with the noise replace-

ment (5)) are then analyzed on the hydrodynamic scale under a local equilibrium
assumption, thus giving equations in some new variables� and j [24, equation (11)].
In one space dimension, this system reads

8
>><

>>:

@�
@t

(x; t ) = �
@j
@x

(x; t );

@j
@t

(x; t ) =
�

� 
j (x; t ) � � (x; t )r
�F (� )

��

�
+ �

p
� (x; t )�

(6)

(in suitable units, with a small parameter � ), whereF is a suitable free-energy functional,
and � denotes variational di�erentiation. The equations in (6) are then combined
into a dissipative wave equation which is closed in the variable� [24, equation (12)].
This step provides the divergence operator for the stochastic noise of(1). The �nal
evolution equation (1) is obtained by passing to the overdamped limit. We will not
follow this last step and instead study a stochastic damped wave equation which can be
seen as regularization of(6); see(9) below. For details of the procedure just sketched,
we refer the reader to [24, sections IIA, IIB] and [8, 19].

1.2. Summary of the paper and main results. We now summarize the
contents and main results of this paper.

We set the notation in subsection 2.1. In subsection 2.2, we de�ne two di�erent
sets of hypotheses regarding the potentialV , referred to as Assumption (G) and
Assumption (NG). The �rst one is associated with a vanishing potential, V � 0, which
makes some speci�c tools of the theory of Gaussian random variables applicable. The
second assumption allows for a polynomially diverging potentialV (q) � j qj2n , in the
context of a Fokker{Planck analysis for (2).
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Derivation of the regularized Dean{Kawasaki model:This is the content of section 3,
and we proceed by adapting the procedure sketched in Steps 1{2, subsection 1.1, to a
function context rather than the original distributional setting [ 8, 19]. We resolve the
formal replacement of the noise highlighted in section 1.1 by smoothing the de�ning
components of� N and j N . Speci�cally, we keep the Langevin particle system(2) and
consider the � -smoothed local densityand � -smoothed momentum density,

� � (x; t ) :=
1
N

NX

i =1

w� (x � qi (t)) and j � (x; t ) :=
1
N

NX

i =1

pi (t)w� (x � qi (t)) ; x 2 R; t � 0;

(7)

where � > 0 and w� (x) := (2 �� 2) � 1=2 expf� x2=(2� 2)g is the Gaussian kernel with
mean 0 and variance� 2; see also De�nition A.1. The kernelsw� approximate the Dirac
delta distribution for small values of � . Notice that � � and j � include a rescaling in the
number of particles, while � N and j N do not. Examples of realizations of� � are given
in Figure 1.

Fig. 1 . Numerical simulation of the � -smoothed local density � � (�; t ) = N � 1
P N

i =1
w� (� � qi (t ))

de�ned in (7) , for a �xed time t, and on D = [0 ; 2� ]. In this speci�c example, qi (t ) � N (�; 100:2 ),
N = 1000 , and N and � satisfy the scaling N� � = 1 for � = 1 :5 (left), � = 2 :5 (middle), � = 3 :5
(right). The smoothness of the density increases with � .

We use the� -smoothed quantities (7) instead of the original quantities (3) and
follow the same guidelines described in Steps 1{2 of subsection 1.1 in order to derive
the regularized Dean{Kawasaki model. There, we will also consider the quantity

j 2;� (x; t ) :=
1
N

NX

i =1

p2
i (t)w0

� (x � qi (t)) :(8)

We do not adapt Step 3 of subsection 1.1, as we will not combine the equations
for � � ; j � or use the hydrodynamic limit theory.

We perform the analysis of the regularized Dean{Kawasaki model both for �xed
values ofN and � , and also by means of a simultaneous limit involvingN ! 1 and
� ! 0, for N and � satisfying a prescribed scaling. We �rst prove some preliminary
uniform estimates for the three families of processesf � � g� ,f j � g� , f j 2;� g� given in (7)
and (8), as � ! 0. We have the following result.

Proposition 1.1 (tightness of f � � g� ; f j � g� ; f j 2;� g� ). Let T > 0, and let D � R be
a bounded domain. Assume the validity of either Assumption(G) or Assumption (NG) ,
given below in subsection2.2. Then the families of processes off � � g� ; f j � g� are tight in
C(0; T; L 2(D )) and C(0; T; L 4(D )) , respectively, for N� � � 1, with � � 3. In addition,
the family f j 2;� g� is tight in C(0; T; L 4(D )) for N� � � 1, with � � 5.
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Proposition 1.1 yields relative compactness in law for the families of processes
f � � g� ; f j � g� ; f j 2;� g� as � ! 0. We show convergence for the familyf � � g� as � ! 0 in
the following result.

Proposition 1.2. Let T > 0, and let D � R be a bounded domain. Assume
the validity of either Assumption (G) or Assumption (NG) , as well as the scaling
N� � � 1, for some � � 3. For each � > 0, let � � be the law of the process� � on
X := C(0; T; L 2(D )) . There exists a probability measure� on X such that � �

w!
� in X as � ! 0. Here w! denotes weak convergence of measures.

The proofs of Propositions 1.1, and 1.2 under Assumption (G) are the content of
subsection 3.1.

The next step, covered in subsection 3.2, is the analysis of the evolution equations
for � � and j � , namely,

8
>>>>>>>>>>><

>>>>>>>>>>>:

@��
@t

(x; t ) = �
@j�
@x

(x; t );

@j�
@t

(x; t ) =

 

� 
j � (x; t ) � j 2;� (x; t ) �
1
N

NX

i =1

V 0(qi (t))w� (x � qi (t))

!

+

=: _Z N (x;t )
z }| {

�
N

NX

i =1

w� (x � qi (t)) _� i ;

(9)

where _ZN (x; t ) is well-de�ned due to regularity of w� and of the processesf qi gN
i =1 .

System(9) is analogous to the system of evolution equations for the original quantities
� N ; j N mentioned in Step 1; see [24, equation (4)].

In analogy to the original derivation of the Dean{Kawasaki model, the noise _ZN

is not an elementary function of � � and j � . For this reason, we rewrite _ZN as

_ZN �

=: _YNz }| {
�

p
N

p
� �=

p
2 Q1=2p

2�
�

| {z }
=: ~� �

+ _R N ;(10)

where � denotes equality in law, � is again a space-time white noise,Qp
2� is the

convolution operator with kernel wp
2� on some spatial domain, and _R N is a (small)

stochastic remainder. The noise _YN is properly de�ned for nonnegative function � � .
The speci�c structure of _YN is thoroughly discussed in subsection 3.2. We estimate the
\di�erence" between _ZN and _YN (i.e., the remainder _R N ) with the following result.

Theorem 1.3 (error bounds for covariance structure in(9)). Assume the validity
of either Assumption (G) or Assumption (NG) . Let D � R be a bounded set, and let
T > 0. Let N; � satisfy the scalingN� � = 1 for some �xed � � 7=2. Let Qp

2� : L 2(D ) !
L 2(D ) be the convolution operator with kernelwp

2� .
(i) There exists C = C(D; T ) such that the following estimates concerning the

spatial covariance ofZN and YN hold for any t 2 [0; T] and x1; x2 2 D:

�
�E

�
ZN (x1; t)ZN (x2; t)

�
� E

�
YN (x1; t)YN (x2; t)

��� �
C� 2

N
wp

2� (x1 � x2)jx1 � x2j2;

(11)

�
�E

�
ZN (x1; t)ZN (x2; t)

� �� �
C� 2

N
wp

2� (x1 � x2):(12)
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(ii) ZN and YN decay to0 as N ! 1 and � ! 0. Speci�cally, for any t 2 [0; T]
and any x1 2 D, we have

Var [ZN (x1; t)] � C� � � 1; Var [YN (x1; t)] � C� � � 1:(13)

Theorem 1.3, which is proved in subsection 3.3 under Assumption (G), quanti�es
the error introduced when replacing the noise _ZN with the multiplicative noise _YN .
More speci�cally, the bound in (11) is negligible for x1, x2 close to each other, when
compared with the bound in (12). In addition, both _ZN and _YN are negligible for
distant x1 and x2. In combination with Proposition 1.1, Theorem 1.3 guarantees
convergence of(9) to a deterministic system of equations forN ! 1 and � ! 0. This
di�ers from the original Dean{Kawasaki model, as we have rescaled in the number of
particles N .

Remark 1.4. In the limit of in�nitely many particles, N ! 1 , and under a local
equilibrium assumption, one obtains as hydrodynamic limit (6) without the noise term
and with the limit of j 2;� being j 2 = r �F ( � )

�� for a suitable F . A justi�cation of this can
be found in the analysis of the Vlasov{Fokker{Planck equation; see, for example, [26, 9].
In contrast to our setting, the Vlasov{Fokker{Planck equation is derived by relying
on the empirical density de�ned on the combined position-momentum state space,
~� N (x; y; t ) = N � 1 P N

i =1 � (x � qi (t); y � pi (t)) . In this work, we use only the position-
dependent quantities (7){ (8), as this results in a more reduced model with half the
spatial dimension (i.e., position as only space variable). In addition, we do not perform
the aforementioned hydrodynamic limit, but then have to close the processesj 2;� (for
�xed N ) using an approximation in the context of a low temperature regime for the
underlying Langevin dynamics; see subsection 3.5.

Subsection 3.4 is devoted to adapting the proofs of Proposition 1.1, Proposition 1.2,
and Theorem 1.3 under Assumption (NG) instead of Assumption (G). Finally, in
subsection 3.5 we give suitable approximations of the components of(9) in order to
obtain expressions closed in� � , j � , V .

Mild solutions to the regularized Dean{Kawasaki model in a periodic setting.In
section 4, we build on the contents of subsection 3.5. We work on a periodic domain,
in the case of a large number of particlesN . We de�ne the regularized Dean{Kawasaki
model

(14a)

(14b)

@��
@t

(x; t ) = �
@j�
@x

(x; t ); x 2 D = [0 ; 2� ]; t 2 [0; T];

@j�
@t

(x; t ) = � 
j � (x; t ) �
�

� 2

2


�
@��
@x

(x; t ) � V 0
per (x)� � (x; t )

+
�

p
N

p
� � (x; t ) ~� per ;� ;

� � (x; 0) = � 0(x); j � (x; 0) = j 0(x):

9
>>>>>>>>>=

>>>>>>>>>;

Note that in addition to the approximations made in subsection 3.5, we have also
replaced ~� � and V with ~� per ;� and Vper , the latter two being 2� -periodic versions of the
former. This is a natural choice for the analysis of the equations on a periodic domain.

Remark 1.5. Equation (14) is a stochastic wave equation. Yet, standard well-
posedness results for stochastic partial equations cannot be applied in a straightforward
way. First, unlike the stochastic heat equation with non-Lipschitz noise coe�cient [ 30],
(14) does not have a su�ciently regular Green function associated with its linear drift
operator. This results in standard semigroup techniques not being able to provide
well-posedness results for(14), due to the presence of the non-Lipschitz noise in(14b).
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Second, the theory of rough paths and paracontrolled distributions appears to be
inapplicable, again due to the non-Lipschitz noise. Finally, the very nature of the
wave equation does not seem to prevent� from becoming negative (e.g., a suitable
maximum principle appears to be unavailable); thus it is unclear whether the noise is
well-de�ned.

We prove various preliminary results associated with the existence theory for(14).
These include the semigroup analysis associated with the deterministic integrand
of (14) in subsection 4.1, a discussion on the choice of a spatially periodic noise
in subsection 4.2, the analysis of the stochastic integrand of(14) in subsection 4.3,
preliminary existence and uniqueness results in subsection 4.4, and a priori estimates
in subsections 4.5 and 4.6. Our key result, provided in subsection 4.7, is the following.

Theorem 1.6 (high-probability existence and uniqueness result). Let D = [0 ; 2� ].
Let X 0 = ( � 0; j 0) 2 H 1

per (D ) � H 1
per (D ) be a deterministic initial condition, where

H 1
per (D ) denotes2� -periodic functions in H 1(D ). Assume that � 0(x) � � , for all x 2

D , for some � > 0. Let the scaling N� � � 1 be satis�ed for some � > 7, and let
� 2 (0; 1). It is possible to choose a su�ciently large number of particlesN such that
there exists a uniqueH 1

per (D ) � H 1
per (D )-valued mild solution X � = ( � � ; j � ) satisfying

(14) up to a time T = T(X 0) on a setF� 2 F such that P(F� ) � 1 � � . That is to say,
the regularized Dean{Kawasaki model(14) is satis�ed pathwise by a unique processX �

on a set of probability at least1 � � .

For the reader's convenience, we summarize how we address the three di�culties of
the original Dean{Kawasaki model. First, we work in a function setting, thus the noise
_YN is well-de�ned. Second, we do not combine the di�erential equations associated

with � � (14a) and j � (14b), in contrast with [ 24]. On the contrary, we solve system(14)
for the couple (� � ; j � ), thus avoiding the formal application of the divergence operator
for the stochastic noise of(9). Finally, we prove the above-mentioned high-probability
existence and uniqueness result for (14).

The existence result of this paper is restricted to one spatial dimensional,d = 1.
This restriction comes from Sobolev embeddings, as we point out in section 4.

Finally, Appendix A contains basic facts about Gaussian random variables, while
Appendix B contains technical auxiliary results that are repeatedly used for the
derivation of the regularized Dean{Kawasaki model carried out in section 3.

Remark 1.7. The assumptions of our main results (i.e., Propositions 1.1 and 1.2,
and Theorems 1.3 and 1.6) are concerned with di�erent scalings for the regularization
in � , namely, N� � = 1 for some � ; see Figure 1. The lower the value of� , the more
general and less demanding the regularization is. We motivate these scalings from
the speci�c function spaces which are involved in the proofs of the aforementioned
results. In this work, we do not fully analyze the optimality of such scalings (i.e., the
indenti�cation of the lowest admissible value of � ). We limit ourselves to providing
general comments on this matter in Remark 4.12.

2. Basic notation and assumptions.

2.1. Basic notation. We may use the same notation for di�erent constants,
even within the same line of computation. The dependence of a constant on given
parameters will be highlighted only when it is relevant. We use the symbolk � k
to denote the norm in Rd. We use the symbolh�; �i to refer to the standard inner
product in Rd. For x 2 R, we de�ne hxi :=

p
1 + x2. The symbol E [X ] denotes

the expectation of an Rd-valued random variable X de�ned on the probability space
(
 ; F ; P). For two Rd-valued random variablesX; Y , we denote the covariance matrix
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(respectively, correlation matrix) of X and Y by Cov(X; Y ) (respectively, Corr(X; Y )).
For a real-valued random variableX , we abbreviateVar(X ) := Cov(X; X ). We will
use the symbol� to indicate equivalence of laws for random variables. In particular,
we write X � N (�; � 2) for a Gaussian random variableX of mean � and variance � 2.
We write G(y; �; � 2) to denote the probability distribution function of X � N (�; � 2),
namely, G(y; �; � 2) := (2 �� 2) � 1=2 expf� (y � � )2=(2� 2)g. Quite often, we will use the
shorthand notation w� (y) := G(y; 0; � 2), for � > 0. For X � N (�; � 2), we de�ne its
absolutemoments M (n; �; � 2) := E [jX jn ] and plain moments m(n; �; � 2) := E [X n ]
for any n 2 N [ f 0g. For a vector � 2 Rd and a symmetric semipositive de�nite matrix
� 2 Rd� d, we write X � N (�; �) to denote an Rd-valued Gaussian random vector
with mean � and covariance matrix �. For a domain A � R, we use the standard
notation L p(A) and H n (A) (for p 2 [1; 1 ] and n 2 N) to denote the L p-spaces onA
and the Sobolev spaces of functions onA with square integrable weak derivatives up
to order n. We denoten times continuously di�erentiable functions on A by Cn (A)
(for n 2 N [ f1g [ f 0g).

2.2. Assumptions on the Langevin dynamics. We consider the following
two di�erent sets of assumptions associated with the Langevin dynamics(2), and in
particular with the choice of potential V .

Assumption (G) (Gaussian setting for vanishing potential V ). Let T > 0. The
potential V vanishes,V � 0. Moreover, the initial condition ( q0; p0) to (2) is such that
the solution (q(t); p(t)) to (2) satis�es

(i) ( q(t); p(t)) is a bivariate Gaussian vector for all t 2 [0; T].
(ii) There exist � > � > 0 such that � � Var [q(t)] � � for all t 2 [0; T].
(iii) The following quantities are Lipschitz on [0; T]: the expected values� q(t) :=

E[q(t)] and � p(t) := E[p(t)], the variances � 2
q(t) := Var [q(t)] and � 2

p(t) :=
Var [p(t)], and the correlation � (t) := Corr (q(t); p(t)).

This assumption holds generically for the Ornstein{Uhlenbeck process dynamics;
see Lemma A.6.

Assumption (NG) (non-Gaussian setting for rapidly diverging V (q) � j qj2n ).
(i) The potential V is a C1 (R)-function. Furthermore, there exists n 2 N such

that, for all k 2 N, there exists a constantCk such that
�
�
�
�
@k V(q)

@qk

�
�
�
� � Ck

�
1 + hqi 2n � min f 2;k g�

for all q 2 R:

(ii) There exist two constants C0(V ); C1(V ) > 0 such that

V (q) � C � 1
0 hqi 2n � C0;

�
�
�
�
@V(q)

@q

�
�
�
� � C � 1

1 hqi 2n � 1 � C1 for all q 2 R:

(iii) The joint density g0 of the initial condition ( q0; p0) to (2) coincides with
g(t; q; p), where t is some positive time andg(t; q; p) is the solution at time t
to the Fokker{Planck equation

@g
@t

= �r � (g� ) +
� 2

2
@2g
@p2

; � := ( p; � 
p � V 0(q)) g(0; q; p) = g0(q; p);

(15)

started from some initial condition g0 2 M 1=2H � 5;� 5(R2). The notation
H s;s (R2), s > 0, denotes thesth-order member of the isotropic Sobolev
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chain de�ned in [15, equation (3)], while the weight function M (q; p) /
expf� (2
=� 2) (p2=2 + V(q))g is the Gibbs invariant measure of (15).

(iv) We have that lim q! + 1 V(q)=V(� q) exists and is �nite.

Items (i) and (ii) of Assumption (NG) are slightly more restrictive than those
of [15, Hypothesis 1]. In particular, we assume the potentialV to diverge at in�nity
with no less than quadratic growth. This is encapsulated in the requirementn � 1
(instead of the requirement n > 1=2 made in [15, Hypothesis 1]). Item (iii) implies
regularity of the initial condition g0.

We brie
y justify the choice of the above two sets of hypotheses as follows.
Assumption (G) guarantees the applicability of tools inherently associated with the
theory of Gaussian random variables. Then many computations can be made explicit in
a relatively straightforward way. On the other hand, Assumption (NG) is more general.
Our analysis under Assumption (NG) is an extension of the argument previously
carried out under Assumption (G). Both these assumptions will play a role in the
derivation of the regularized Dean{Kawasaki model in section 3.

3. Derivation of the regularized Dean{Kawasaki model. We now derive
the regularized Dean{Kawasakimodel studied in this paper. In subsection 3.1, under
Assumption (G), we prove a tightness result for the relevant quantities (7), (8), as
well as uniqueness of the limit for the family f � � g� . These results are Propositions 1.1
and 1.2. The proof of Proposition 1.1 is nontrivial but also technical and might be
skipped at a �rst reading. Subsection 3.2 motivates the derivation of the noise _YN ,
which we introduced in (10). In subsection 3.3, under Assumption (G), we prove
Theorem 1.3, which quanti�es the di�erence between the noises _YN and _ZN (see
also (9)). In subsection 3.4 we adapt the proofs of Propositions 1.1 and 1.2 and
Theorem 1.3 under Assumption (NG). Finally, subsection 3.5 gathers the relevant
information from the earlier parts of section 3 in order to de�ne a regularized Dean{
Kawasaki model.

3.1. Tightness of leading quantities: Proofs of Propositions 1.1 and 1.2.
We prove some Kolmogorov-type tightness estimates for the familiesf � � g� , f j � g� , and
f j 2;� g� . The arguments are somewhat technical; as we are not aware of closely related
results in the literature, we describe the proofs in some detail.

Proof of Proposition 1.1 under Assumption (G) . We verify the assumption of [18,
Corollary 14.9] for the families f � � g� , f j � g� , f j 2;� g� . More speci�cally, for each family,
we prove a suitable Kolmogorov time-regularity condition, as well as tightness of the
processes at time 0.

Step1: Tightness of f � � g� . We use the expansion of a square and the independence
of the particles to write

E
�
k� � (�; t) � � � (�; s)k2

L 2 (R)

�

=
1

N 2 E

"Z

R

NX

i;j =1

[w� (x � qi (t)) � w� (x � qi (s))] [w� (x � qj (t)) � w� (x � qj (s))] dx

#

=
1

N 2

NX

i =1

E
h
kw� (� � q1(t)) � w� (� � q1(s))k2

L 2 (R)

i

+
1

N 2

X

i 6= j

Z

R
E

�
w� (x � qi (t)) � w� (x � qi (s))

�
E

�
w� (x � qj (t)) � w� (x � qj (s))

�
dx:
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Given the identical distribution of the particles, we deduce

E
�
k� � (�; t) � � � (�; s)k2

L 2 (R)

�

=
1
N

E
h
kw� (� � q1(t)) � w� (� � q1(s))k2

L 2 (R)

i

+
1

N 2

X

i 6= j




 E

�
w� (� � q1(t)) � w� (� � q1(s))

� 

 2
L 2 (R)

�
1
N

E
h
kw� (� � q1(t)) � w� (� � q1(s))k2

L 2 (R)

i

| {z }
=: I 1

+



 E

�
w� (�� q1(t)) � w� (�� q1(s))

� 

 2
L 2 (R)

| {z }
=: ct

:

(16)

There are two main di�erences between the termI 1 and the \cross-term" contribution
ct. First, term I 1 is of the form E[k � kp

L p (R) ], while term ct is of the form kE[�]kp
L p (R) .

Second, termct has no decaying scaling factor inN . This means that we are forced to
provide a bound for ct which is independentof � . This bound is provided by invoking
Lemmas B.2 and B.1. On the other hand, we are allowed to boundI 1 with quantities
which might diverge in � (these appear because of the formE[k�kp

L p (R) ], as we will point
out), as long as they can be compensated by the scaling inN . These considerations
are quite general, and we will apply similar reasonings at several points later on in the
proof, as well as point out the relevant analogies when needed.

We occasionally drop the particle index, because of the identical distribution. We
proceed to boundI 1 and ct. Using the elementary inequality

1 � e� x 2
� x2 for all x 2 R;(17)

we rewrite I 1 as

E
h
kw� (� � q(t)) � w� (� � q(s))k2

L 2 (R)

i

= E
� Z

R
w2

� (x � q(t)) + w2
� (x � q(s)) � 2w� (x � q(t))w� (x � q(s))

�

=
1

p
�� 2

E
�
1 � exp

�
� (q(t) � q(s))2

4� 2

��
�

C
� 3 E

�
jq(t) � q(s)j2

�
�

C
� 3 jt � sj2;(18)

where we have used Lemma A.4 and an integration inx in the last equality and (17)
in the �rst inequality. In addition, q satis�es, by de�nition, the integral equation
q(t) � q(s) =

Rt
s p(z)dz. The integrability properties of p (Assumption (G)) and the

H•older inequality hence give the �nal inequality in (18). As for the cross-termsct, we
employ Lemma B.2, estimate (83), and then apply Lemma B.1 to deduce




 E

�
w� (� � q(t)) � w� (� � q(s))

� 

 2
L 2 (R)

=
Z

R

�
�G(x; � (t); � 2

q(t) + � 2) � G (x; � (s); � 2
q(s) + � 2)

�
�2

dx � Cjt � sj2:

We combine the estimates forct and I 1 and obtain, thanks to the prescribed scaling
N� 3 � 1,

E
�
k� � (�; t) � � � (�; s)k2

L 2 (R)

�
� C

� 1
N� 3 + 1

�
jt � sj2 � Cjt � sj2;

and the time regularity is settled using Kolmogorov's continuity theorem. We now
need to show that f � � (�; 0)g� is tight in L 2(D ). We rely on the compact embedding
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H 1(D ) � L 2(D ) (see [2, Theorem 6.3]), and we show thatE[k� � (�; 0)k2
H 1 (R) ] is uniformly

bounded in � . A computation analogous to (16) gives

E
�
k� � (�; 0)k2

H 1 (R)

�
= E

�
k� � (�; 0)k2

L 2 (R)

�
+ E

" 








@��
@x

(�; 0)










2

L 2 (R)

#

�
1
N

E
� Z

R
w2

� (x � q1(0))dx + w02
� (x � q1(0))dx

�

| {z }
=: I 1

+
Z

R
E

�
w� (x � q1(0))

� 2
+ E

�
w0

� (x � q1(0))
� 2

dx:
| {z }

=: ct

(19)

The bound I 1 � C� � 3 follows from Lemma A.4, in combination with the integration
in x and the de�nition of the Gaussian moments; see Lemma A.5. The termct can
be bounded uniformly in � using Lemma B.2, estimates(83) and (84). The scaling
N� 3 � 1 �nally implies tightness for f � � g� .

Step 2: Tightness of f j � g� . For notational convenience, we de�ne

� i (x; s; t ) := pi (t)w� (x � qi (t)) � pi (s)w� (x � qi (s))

so that j � (x; t ) � j � (x; s) = N � 1 P N
i =1 � i (x; s; t ). In the same fashion as(16), we expand

E
h


 j � (�; t) � j � (�; s)




 4

L 4 (R)

i
(20)

�
1

N 3

Z

R
E

�
� 1(x; s; t )4�

dx
| {z }

=: I 1

+
C

N 2

Z

R
E

�
j� 1(x; s; t )j

�
E

� �� � 3
1 (x; s; t )

�
� � dx

| {z }
=: I 2

+
C

N 2

Z

R
E

�
� 2

1 (x; s; t )
� 2

dx
| {z }

=: I 3

+
C
N

Z

R
E

�
� 1(x; s; t )

� 2
E

�
� 2

1 (x; s; t )
�
dx

| {z }
=: I 4

+
Z

R
E

�
� 1(x; s; t )

� 4
dx

| {z }
=: ct

:

The discussion following(16) applies analogously to the family of termsI 1, I 2, I 3, and
I 4, which do contain at least one term of the formE[� i (x; s; t )p], and to the term ct,
which is of the form kE[�]kp

L p (R) . We thus provide an � -independent bound forct and
suitable � -diverging bounds for I 1, I 2, I 3, and I 4.

The conditional density for bivariate Gaussian random variables, stated in
Lemma A.3, implies

f p( t ) jq( t ) (pjq(t) = b) = G
�

p; � p(t) +
� p(t)
� q(t)

� (t)(b� � q(t)) ; (1 � � (t)2)� 2
p(t)

�

for all b 2 R:(21)

We use the law of total expectation and (21) to compute

E
�
p(t)w� (x � q(t))

�
= E

�
E

�
p(t)w� (x � q(t)) jq(t)

��
(22)

= E
�
w� (x � q(t))

�
� p(t) +

� p(t)
� q(t)

� (t)(q(t) � � q(t))
��

= a1(t)E
�
w� (x � q(t))

�
+ a2(t)E

�
w� (x � q(t))q(t)

�
;
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where we set

a1(t) := � p(t) �
� p(t)
� q(t)

� (t)� q(t); a2(t) :=
� p(t)
� q(t)

� (t):

The time-dependent coe�cients a1 and a2 are Lipschitz, thanks to Assumption (G).
Keeping in mind Remark B.3, we use Lemma B.2, estimate(83), and then Lemma B.1.
We deduce

ct � Cjt � sj1+ �(23)

for some� 2 (0; 1).
We now treat the � -diverging terms I 1, I 2, I 3, and I 4 in (20). By adding and

subtracting the quantity 2 p(t)p(s)w�=
p

2(x � (q(t)+ q(s))=2), using (17), and integrating
in x, we obtain

Z

R
E

�
� 2

1 (x; s; t )
�
dx =

1
p

4�� 2
E

� Z

R
p2(t)w �p

2
(x � q(t)) + p2(s)w �p

2
(x � q(s))dx

�
+

�
1

p
4�� 2

E
� Z

R
2p(t)p(s) exp

�
�

(q(t) � q(s))2

4� 2

�
w �p

2

�
x �

q(t) + q(s)
2

�
dx

�

=
1

p
4�� 2

E
�
jp(t) � p(s)j2

�
+

1
p

4�� 2
E

�
2p(s)p(t)

�
1 � exp

�
�

(q(t) � q(s))2

4� 2

���

�
1

p
4�� 2

E
�
jp(t) � p(s)j2

�
+

C
� 3 E

�
2p(s)p(t) jq(t) � q(s)j2

�
:

(24)

The �rst expectation in the last line of (24) satis�es E[jp(t) � p(s)j2] � Cjt � sj. This
is implied by the Itô isometry, which we invoke becausep satis�es, by de�nition, the
stochastic integral equationp(t) � p(s) =

Rt
s � 
p (z)dz+ �

Rt
s d� (z). Note the di�erence

in time regularity with the previously discussed E[jq(t) � q(s)j2]; see(18). As for the
second expectation in the last line of(24), we may use the H•older inequality on the
probability space to separatep(s)p(t) from jq(t) � q(s)j2. Using again the integrability
of p granted by Assumption (G) and the H•older inequality in time for q(t) � q(s), we
deduce

Z

R
E

�
� 2

1 (x; s; t )
�
dx �

C
�

jt � sj +
C
� 3 jt � sj2:(25)

In addition, we have the bound E[� 1(x; s; t )]2 � Cjt � sj, where C is independent
of x and � . This can be justi�ed by relying on (22), using the fact that the right-hand
side of (83) (for X being the processq) is Lipschitz in time, with Lipschitz constant
independent of � and x, as explained in Remark B.3. Hence, using(25), we deduce
that

I 4 �
C

N� 3 jt � sj2:

We have completed the analysis forI 4, which is the term that requires the most
care, due to the fact that it is paired with the slowest decay in N as coe�cient. As
for the other terms I 1, I 2, and I 3, we need not provide sharp bounds. By repeatedly
applying the H•older inequality on the probability space 
, we deduce that I 2 and I 3
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are bounded byI 1. We therefore only need to provide an estimate forI 1 in order to
conclude step (ii). We write

I 1 � C E
� Z

R
(p(t) � p(s))4w4

� (x � q(t))dx
�

+ C E
� Z

R
p(s)4(w� (x � q(t)) � w� (x � q(s))) 4dx

�
:(26)

We reuse some algebraic computations from (18) to continue as

I 1 � C E
� Z

R
(p(t) � p(s))4w4

� (x � q(t))dx
�

+ C E
� Z

R
p(s)4(w� (x � q(t)) � w� (x � q(s))) 4dx

�

�
C
� 4 E

�
(p(t) � p(s))4�

+ CE
�
p4(s)

C
� 2

Z

R
(w� (x � q(t)) � w� (x � q(s))) 2dx

�

�
C
� 4 E

�
(p(t) � p(s))4�

+
C
� 2 E

�
p4(s)

1
�

�
1 � exp

�
�

(q(t) � q(s))2

4� 2

���

�
C
� 4 E

�
(p(t) � p(s))4�

+
C
� 5 E

�
p4(s)(q(t) � q(s))2�

�
C
� 4 jt � sj2 +

C
� 5 E

�
p8(s)

� 1=2
E

�
(q(t) � q(s))4� 1=2

�
C
� 5 jt � sj2:

In particular, we have used the boundmaxy w� (y) � C� � 1 in the second inequality,
Lemma A.4 in the third inequality, (17) in the fourth inequality, and integrability
properties of p and q in the �fth and sixth inequalities. The scaling N� 3 � 1 concludes
the time-regularity analysis for f j � g� . As for the tightness of f j � (�; 0)g� , we deal with
the analogous expression of(19) for f j � g� . The analysis is similar, apart from the use
of Lemma A.3 prior to the use of Lemma B.2 (for the corresponding termct) and the
use of the compact embeddingH 1(D ) � L 4(D ).

Step 3: Tightness of f j 2;� g� . For notational convenience, we de�ne

� i (x; s; t ) := p2
i (t)w0

� (x � qi (t)) � p2
i (s)w0

� (x � qi (s))

so that j 2;� (x; t ) � j 2;� (x; s) = N � 1 P N
i =1 � i (x; s; t ). In the same fashion as(20), we

expand

E
h


 j 2;� (�; t) � j 2;� (�; s)




 4

L 4 (R)

i

�
1

N 3

Z

R
E

�
� 1(x; s; t )4�

dx
| {z }

=: I 1

+
C

N 2

Z

R
E

�
j� 1(x; s; t )j

�
E

� �� � 3
1 (x; s; t )

�
� � dx

| {z }
=: I 2

+
C

N 2

Z

R
E

�
� 2

1 (x; s; t )
� 2

dx
| {z }

=: I 3

+
C
N

Z

R
E

�
� 1(x; s; t )

� 2
E

�
� 2

1 (x; s; t )
�
dx

| {z }
=: I 4

+
Z

R
E

�
� 1(x; s; t )

� 4
dx

| {z }
=: ct

:

(27)

The considerations for I 1, I 2, I 3, and I 4 and ct are analogous to the ones for the
homonymous counterparts in (20). In order to estimate ct, we need to compute
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E[p2(t)w0
� (x � q(t))] . We again rely on the conditional law (21) and the law of total

expectation to write

E
�
p2(t)w0

� (x � q(t))
�

= E
�
E

�
p2(t)w0

� (x � q(t)) jq(t)
��

= E
�
w0

� (x � q(t))
�

(� p(t) +
� p(t)
� q(t)

� (t)(q(t) � � q(t))) 2 + (1 � � 2(t)) � 2
p(t)

��
:(28)

The right-hand side of (28), thanks to Assumption (G), Lemma B.2, and Remark B.3,
is of the form prescribed by Lemma B.1. Hence we deduce

ct � Cjt � sj1+ � for some� > 0:

The analysis of termsI 1, I 2, I 3, I 4 in (27) is similar to the one we carried out for
the homonymous terms in(20). We set ~q := ( q(t) + q(s))=2 and use Lemma A.4 to
compute
Z

R
E

�
� 2

1 (x; s; t )
�
dx

=
1

p
4�� 2

1
� 4

�
E

� Z

R
p4(t)w �p

2
(x � q(t))( q(t) � x)2+ p4(s)w �p

2
(x � q(s))( q(s) � x)2dx

�
+

� 2E

2

4
Z

R
p2(t)p2(s) exp

�
�

(q(t) � q(s))2

4� 2

�
w �p

2
(x � ~q) (q(t) � x)(q(s) � x)

| {z }
=: T1

dx

3

5

9
=

;
:

We add and subtract ~q in both brackets of T1. Similarly to the argument in (24), we
rely on the x-integration with Gaussian kernels, the trivial bound ez � 1 for z � 0,
and we continue the above estimate,

Z

R
E

�
� 2

1 (x; s; t )
�
dx

�
C
� 3 E

�
p4(t) + p4(s) � 2p2(t)p2(s) + 2 p2(t)p2(s)

�
1 � exp

�
�

(q(t) � q(s))2

4� 2

���

+
C
� 5 E

� Z

R
p2(t)p2(s) exp

�
�

(q(t) � q(s))2

4� 2

�
jq(t) � q(s)j2dx

�

�
C
� 3 E

h�
�p2(t) � p2(s)

�
�2

i
+

C
� 5 E

�
p2(t)p2(s)jq(t) � q(s)j2

�
:

(29)

Similarly to the argument for (24), we get
Z

R
E

�
� 2

1 (x; s; t )
�
dx �

C
� 3 jt � sj +

C
� 5 jt � sj2:(30)

Using an identical argument to the proof concerning f j � g� , we have that
E[� 1(x; s; t )]2 � Cjt � sj, where C is independent ofx and � . In combination with (30),
this yields

I 4 �
C
� 5 jt � sj2:

By repeatedly applying the H•older inequality on the probability space 
, we deduce
that I 2; I 3 are bounded byI 1. We therefore only need to provide an estimate forI 1 in
order to conclude step (iii). We write
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I 1 � C E
� Z

R
(p2(t) � p2(s))4w04

� (x � q(t))dx
�

+ C E
� Z

R
p(s)8(w0

� (x � q(t)) � w0
� (x � q(s))) 4dx

�
:(31)

We notice that maxy jw0
� (y)j � C� � 2. We rely on some computations in(29) and

bound I 1 as

I 1 � C E
� Z

R
(p2(t) � p2(s))4w04

� (x � q(t))dx
�

+ C E
� Z

R
p(s)8(w0

� (x � q(t)) � w0
� (x � q(s))) 4dx

�

�
C
� 8 E

�
(p(t) � p(s))4(p(t) + p(s))4�

+
C
� 4 E

�
p8(s)

Z

R
jw0

� (x � q(t)) � w0
� (x � q(s)) j2dx

�

�
C
� 8 E

�
(p(t) � p(s))4(p(t) + p(s))4�

+
C
� 4 E

�
C
� 5 p8(s)jq(t) � q(s)j2

�

�
C
� 8 E

�
(p(t) � p(s))8� 1=2

E
�
(p(t) + p(s))8� 1=2

+
C
� 9 E

�
p16(s)

� 1=2
E

�
jq(t) � q(s)j4

� 1=2
�

C
� 9 jt � sj1+ � ;

where we have also used the Burkholder{Davis{Gundy inequality to estimate
E[(p(t) � p(s))8]. The required time regularity is established. As for the tightness of
f j 2;� (�; 0)g� , we can deal with the analogous expression of(19) for f j 2;� g� . The analysis
is similar, apart from the use of Lemma A.3 prior to the use of Lemma B.2 (for the
corresponding termct) and the use of the compact embeddingH 1(D ) � L 4(D ).

Remark 3.1. The scaling N � 1 involved in the de�nitions of � � and j � is crucial
for the tightness for f � � g� , f j � g� , and f j 2;� g� . This scaling di�ers from the original
Dean{Kawasaki derivation with nonrescaled leading quantities (3).

Remark 3.2. The scaling (of � and N ) associated with the family f j 2;� g� is more
restrictive than the one associated with the family f j � g� ; this is due to the need to
estimate quantities related to derivatives of the kernelw� . The di�erent hypotheses
on � are justi�ed by the computations associated with term I 1 (in the case off � � g� )
and by the computations associated with termI 4 (in the case off j � g� and f j 2;� g� ).
The scalings of Proposition 1.1 are compatible with the assumptions of our key result,
Theorem 1.6.

Proof of Proposition 1.2 under Assumption (G) . Prohorov's theorem [18, Theo-
rem 14.3] and Proposition 1.1 imply weak convergence up to subsequences for the
family f � � g� in X as� ! 0. In order to conclude the proof, we need to prove uniqueness
of the weak limit � . Let us take two sequencesf (an ; N a

n )gn and f (bn ; N b
n )gn satisfying

the scaling prescribed in the hypothesis and such that� an

w! � 1 and � bn

w! � 2 in X .
In order to show that � 1 = � 2, we just need to show that the �nite-dimensional laws
coincide; see [18, Proposition 2.2]. Let � be a projection from X onto a �nite but
arbitrary number of times 0 � t1 � � � � � tm � T . Take a bounded Lipschitz function
g: X m := [ L 2(D )]m ! R. Then
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�
�
�
�

Z

X
g(� (p))d � an (p) �

Z

X
g(� (p))d � bn (p)

�
�
�
�

2

=
�
�E

�
g(� (� an ))

�
� E

�
g(� (� bn ))

� ��2

� L (g)E
h
k� (� an ) � � (� bn )k[L 2 (D )] m

i 2
� L (g)

mX

j =1

E
� Z

R
(� an (x; t j ) � � bn (x; t j ))2 dx

�
;

(32)

where we have used the H•older inequality in the last step. Let us denoteN M
n :=

max f N a
n ; N b

n g and N m
n := min f N a

n ; N b
n g. For each j 2 f 1; : : : ; mg, we expand the

square of the sum ofN a
n + N b

n terms in the j th term of (32). As N a
n and N b

n might
di�er, it is convenient to split the resulting ( N a

n + N b
n )2 product terms into six di�erent

categories. We have
� N a

n terms of type (N a
n ) � 2w2

an
(x � qi (t j )),

� N b
n terms of type (N b

n ) � 2w2
bn

(x � qi (t j )),
� 2N m

n terms of type � (N M
n N m

n ) � 1wan (x � qi (t j ))wbn (x � qi (t j )),
� N a

n (N a
n � 1) terms of type (N a

n ) � 2wan (x � qi (t j ))wan (x � qk (t j )), where i 6= k,
� N b

n (N b
n � 1) terms of type (N b

n ) � 2wbn (x � qi (t j ))wbn (x � qk (t j )), where i 6= k,
� 2N M

n N m
n � 2N m

n terms of type � (N M
n N m

n ) � 1wan (x � qi (t j ))wbn (x � qk (t j )),
where i 6= k.

With the help of Lemma A.4 and the scaling of f (an ; N a
n )gn and f (bn ; N b

n )gn , we
deduce that the contributions of the �rst three families to the right-hand side of (32)
vanish in the limit n ! 1 . The contribution of the remaining three families is given by

mX

j =1

�
N a

n (N a
n � 1)

(N a
n )2 E

�
wp

2an
(q1(t j ) � q2(t j ))

�
+

N b
n (N b

n � 1)
(N b

n )2 E
�
wp

2bn
(q1(t j ) � q2(t j ))

�

�
2N M

n N m
n � 2N m

n

N M
n N m

n
E

h
wp

a2
n + b2

n
(q1(t j ) � q2(t j ))

i �
:

(33)

The probability density functions of the random variables q1(t j ) � q2(t j ), j =
1; : : : ; m, which we denote byf q1 ( t j ) � q2 ( t j ) , belong to the Schwartz spaceS (i.e., the
space of rapidly decaying real-valued functions onR). This can be justi�ed as follows.
The density of the sum of two continuous independent real-valued random variables is
given by the convolution of the densities of the two random variables. In addition, for
f 1; f 2 2 S we have that alsof 1 � f 2 2 S. As a consequence of Assumption (G), the
laws of q1(t j ) and � q2(t j ), j = 1 ; : : : ; m, are Gaussian, and hence they belong toS.
We can then rewrite the expectations in (33) with dualities in S0, and we deduce the
convergence of thej th term of the sum to

f q1 ( t j ) � q2 ( t j ) (0) + f q1 ( t j ) � q2 ( t j ) (0) � 2f q1 ( t j ) � q2 ( t j ) (0) = 0 ; j 2 f 1; : : : ; mg;

by means of the convergencew� ! � in S0 for � ! 0. This leads to
Z

X m
g(z)d( � � � 1)(z) = lim

n !1

Z

X m
g(z)d( � � � an )(z)

= lim
n !1

Z

X m
g(z)d( � � � bn )(z) =

Z

X m
g(z)d( � � � 2)(z);

where � � indicates a push-forward of measures by� . Uniqueness of weak limits implies
that � � � 1 and � � � 2 (the projections of � 1 and � 2 onto f t1; : : : ; tm g) coincide. Since
the times involved are arbitrary, we deduce� 1 � � 2. This concludes the proof.
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3.2. Noise replacement in evolution system for ( � � ; j � ). We now replicate
the analysis described in Steps 1{2 of subsection 1.1 adapted to the setting considered
here, in order to derive a regularized Dean{Kawasaki model. It is straightforward to
derive system(9) using the Itô calculus on� � and j � . System(9) is similar to the system
of evolution equations for the original quantities � N and j N ; see [24, equation (4)].
In particular, in analogy to the original derivation of the Dean{Kawasaki model, the
noise term _ZN = �N � 1 P N

i =1 w� (x � qi (t)) _� i is not a closed expression of the leading
quantities � � and j � . For this reason, we replace _ZN with a multiplicative noise, which
we initially take to be of the form

�
p

N
f (� � )Q1=2

� �;(34)

where � is a space-time white noise,f : R ! R is to be determined, andQ� is a suitable
spatial operator to be determined as well. In order to understand the above chosen
structure, we �rst compute the spatial covariance for ZN . For given points x1; x2 2 R,
we have

E
�
ZN (x1; t)ZN (x2; t)

�

= E

" Z t

0

�
N

NX

i =1

w� (x1 � qi (u))d � i (u)

!  Z t

0

�
N

NX

i =1

w� (x2 � qi (u))d � i (u)

!#

=
� 2

N 2 E

"
NX

i =1

� Z t

0
w� (x1 � qi (u))d � i (u)

� � Z t

0
w� (x2 � qi (u))d � i (u)

� #

+
� 2

N 2 E

"
X

i 6= j

� Z t

0
w� (x1 � qi (u))d � i (u)

� � Z t

0
w� (x2 � qj (u))d � j (u)

� #

=
� 2

N 2 E

"
NX

i =1

Z t

0
w� (x1 � qi (u))w� (x2 � qi (u))du

#

;

where in the last equality we have used basic Itô calculus, as well as the fact that
stochastic integrals driven by independent noises are uncorrelated. Lemma A.4
gives w� (x1 � qi (u))w� (x2 � qi (u)) = wp

2� (x1 � x2)w�=
p

2(qi (u) � (x1 + x2)=2) for all
i = 1 ; : : : ; N . By summing over i = 1 ; : : : ; N and dividing by N , we conclude that

N � 1
NX

i =1

w� (x1 � qi (u))w� (x2 � qi (u)) = wp
2� (x1 � x2)� �=

p
2((x1 + x2)=2; u):

We deduce

E
�
ZN (x1; t)ZN (x2; t)

�
= wp

2� (x1 � x2)
Z t

0
E

�
� 2

N
� �=

p
2

� x1 + x2

2
; u

� �
du:(35)

Equation (35) indicates how to de�ne the multiplicative noise (34). The term wp
2� (x1 �

x2) is deterministic. It is then not unreasonable to assume that such a term can be
associated with the covariance structure for the stochastic noise in(34). On the other
hand, the random variable in the right-hand side of (35) should, according to Itô
calculus, be the square of the stochastic integrand of(34) evaluated at (x1 + x2)=2.
We thus propose the following noise replacement forZN :

_YN :=
�

p
N

p
� �=

p
2 Q1=2p

2�
�

| {z }
~� �

;
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where Qp
2� is a convolution operator with kernel wp

2� . The domain of such an
operator is speci�ed in the statement of Theorem 1.3, whose proof is provided in the
next subsection.

Remark 3.3. Note that ~� � is a spatially correlated noise approximating the action
of a space-time white noise for small values of� . Also note the scaling�=

p
2, as opposed

to the original scaling � , characterizing � �=
p

2 in the de�nition of noise _YN . The factor
p

2 appears for simple analytical reasons. This will not a�ect our considerations for
the limit � ! 0, N ! 1 , as we will point out in subsection 3.5.

3.3. Covariance error bound associated with noise replacement. The
main modeling result concerns a thorough comparison of the stochastic noises_ZN and
the noise _YN just introduced. Speci�cally, we estimate the \price" one has to pay in
order to replaceZN with YN in (9). More speci�cally, we are interested in quantifying
the size ofR N = ZN � Y N and YN in terms of �; N . Our goal is to prove that, in the
limit of � ! 0 and N ! 1 , the remainder R N is negligible with respect to YN . As a
consequence, exchanging the stochastic noises results in a negligible correction.

Proof of Theorem 1.3 under Assumption (G) . The convolution operator Qp
2� is

de�ned as Qp
2� : L 2(D ) ! L 2(D ) : f 7! Qp

2� f (�) :=
R

D wp
2� (� � y)f (y)dy. We

compare the noisesZN , YN by means of their spatial covariance structures at any
given time t 2 [0; T], for any couple of pointsx1; x2 2 D. Following on the construction
in the previous section, we have

E
�
ZN (x1; t)ZN (x2; t)

�
=

� 2

N
wp

2� (x1 � x2)
Z t

0
E

h
� �=

p
2

� x1 + x2

2
; s

�i
ds;

and with similar arguments one �nds

E
�
YN (x1; t)YN (x2; t)

�
=

� 2

N
wp

2� (x1 � x2)
Z t

0
E

hq
� �=

p
2(x1; s)� �=

p
2(x2; s)

i
ds:

We notice that the two covariances share the common prefactor� 2N � 1wp
2� (x1 � x2).

Our analysis will thus be focused on the terms where the two expressions di�er. If we
want to evaluate the di�erence of the two above covariance expressions, it is useful to
study, for any given time s 2 [0; t],

E
h�
�
� � �=

p
2

� x1 + x2

2
; s

�
�

q
� �=

p
2(x1; s)� �=

p
2(x2; s)

�
�
�
i
:(36)

For notational convenience, we de�ne m := ( x1 + x2)=2 and drop the time
dependence for� �=

p
2. We add and subtract � �=

p
2(m) to both � �=

p
2(x1) and � �=

p
2(x2).

As a result, the random variable in (36) turns into

�
�
� � �=

p
2 (m) �

q
� 2

�=
p

2
(m)+ b(x1; x2)

�
�
� =

�
�
� � �=

p
2 (m)

�
�
�

 

1�

s

1+
b(x1; x2)
� 2

�=
p

2
(m)

!

�
jb(x1; x2)j
� �=

p
2 (m)

;

where we have de�ned

b(x1; x2) := � �=
p

2(m)
h
� �=

p
2(x1) + � �=

p
2(x2) � 2� �=

p
2(m)

i

+ ( � �=
p

2(x1) � � �=
p

2(m))( � �=
p

2(x2) � � �=
p

2(m)) :
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We can thus bound the random variable in (36) by the sum
�
�
� � �=

p
2(x1) + � �=

p
2(x2) � 2� �=

p
2(m)

�
�
�

+

�
�
� � �=

p
2(x1) � � �=

p
2(m)

�
�
�
�
�
� � �=

p
2(x2) � � �=

p
2(m)

�
�
�

� �=
p

2(m)
=: T1 + T2:(37)

Expected value of termT2. We use the H•older inequality twice and we obtain

E
�
T2

�
� E

h
� � 2

�=
p

2
(m)

i 1
2
E

� �
�
� � �=

p
2(x1) � � �=

p
2(m)

�
�
�
4
� 1

4

E
� �
�
� � �=

p
2(x2) � � �=

p
2(m)

�
�
�
4
� 1

4

:

(38)

The �rst expectation in the right-hand side of (38) can be bounded, independently
of N; � , by means of Proposition B.8. The two remaining expectations in(38) are
identical up to a swap of x1 and x2, hence we analyze just one of them.

In analogy to some computations previously carried out for(20) and (27), we set
� (x1; m) := w� (x1 � q1(s)) � w� (m � q1(s)). We expand

E
� �
�
� � �=

p
2(x1) � � �=

p
2(m)

�
�
�
4
�

�
1

N 3 E
�
� 4(x1; m)

�

| {z }
=: I 1

+
C

N 2 E
�
j� (x1; m)j

�
E

� �� � 3(x1; m)
�
� �

| {z }
=: I 2

+
C

N 2 E
�
� 2(x1; m)

� 2

| {z }
=: I 3

+
C
N

E
�
� (x1; m)

� 2
E

�
� 2(x1; m)

�

| {z }
=: I 4

+ E
�
� (x1; m)

� 4

| {z }
=: ct

:(39)

Note the absence of integration inx, as opposed to(20) and (27). We use Lemma B.2
and a �rst-order Taylor approximation in space together with Assumption (G)(ii) to
deduce

�
�E

�
� (x1; m)

� �� =
�
�G(x1; � q(s); � 2

q(s) + � 2) � G (m; � q(s); � 2
q(s) + � 2)

�
� � Cjx1 � x2j:

We rely on Lemmas A.4 and B.2 to write E[� 2(x1; m)] as

1
p

4�� 2

h
w�=

p
2(x1 � q1(s)) + w�=

p
2(m � q1(s))

� 2w�=
p

2

hx1 + m
2

� q1(s)
i

exp
�

�
(x1 � m)2

4� 2

��

=
1

p
4�� 2

�
G(x1; � q(s); � 2

q(s) + � 2=2) + G(m; � q(s); � 2
q(s) + � 2=2)

+ 2G
� x1 + m

2
; � q(s); � 2

q(s) + � 2=2
�o

+
2

p
4�� 2

G
� x1 + m

2
; � q(s); � 2

q(s) + � 2=2
� �

1 � exp
�

�
(x1 � m)2

4� 2

��
:

We use a second-order approximation of the typejf (x1) + f (m) � 2f ((x1 + m)=2)j �
Cjx1 � mj2 applied to f (x) = G(x; � q(s); � 2

q(s) + � 2=2), as well as inequality (17), to
deduce
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E
�
� 2(x1; m)

�
� C

� 1
�

+
1
� 3

�
jx1 � x2j2 �

C
� 3 jx1 � x2j2:(40)

The bound maxy jw0
� (y)j � C� � 2, the mean-value theorem, and(40) allow us to deduce

E
�
� 4(x1; m)

�
�

C
� 4 jx1 � x2j2E

�
� 2(x1; m)

�
�

C
� 7 jx1 � x2j4:

The above estimate is the most demanding in terms of the scalingN; � and justi�es the
hypothesis � � 7=2. Finally, the terms E[j� 3(x1; m)j]; E[j� (x1; m)j] can be bounded, by
means of the H•older inequality, by E[� 4(x1; m)]3=4 and E[� 4(x1; m)]1=4, respectively.
We can put all these estimates together for the bene�t ofI 1, I 2, I 3, I 4, and ct in (39)
and obtain

E
� �
�
� � �=

p
2(x1) � � �=

p
2(m)

�
�
�
4
�

� Cjx1 � x2j4:

The estimate for points x2 and m replacing x1 and m is identical. As a result of
the above observations, we can bound the left-hand-side in (38), thus obtaining

T2 � Cjx1 � x2j2(41)

for C independent ofN and � .
Expected value of termT1. Using similar arguments to the analysis ofT2, it is not

di�cult to show that

E
h�
�
� � �=

p
2(x1) + � �=

p
2(x2) � 2� �=

p
2(m)

�
�
�
i

� E
� �
�
� � �=

p
2(x1) + � �=

p
2(x2) � 2� �=

p
2(m)

�
�
�
2
� 1=2

� Cjx1 � x2j2

by using a fourth-order approximation of the type jf (x1) + f (x2) + 6 f (m) � 4f (m1) �
4f (m2)j � Cjx1 � x2j4, where x1 < m 1 < m < m 2 < x 2 are equidistanced. We skip
the details. We combine the estimates forT1 and T2 and deduce

�
�E

�
ZN (x1; t)ZN (x2; t)

�
� E

�
YN (x1; t)YN (x2; t)

� �� �
C� 2

N
wp

2� (x1 � x2)jx1 � x2j2;

which is exactly (11). Using Lemma B.1, it is also immediate to notice that

�
�E

�
ZN (x1; t)ZN (x2; t)

� �� �
C� 2

N
wp

2� (x1 � x2);

which is (12), and the proof of Theorem 1.3(i) is complete. The proof of (ii) is a straight-
forward consequence of the estimateN � 1wp

2� (x1; x2) � � � � 1 and of (11), (12).

Remark 3.4. The proof of Theorem 1.3 employs a multiplicative approach for the
estimation of the random variable in (36). We rely on the estimate

�
�
p

a2 �
p

a2 + c
�
� �

jc=aj, instead of using the standard estimate
�
�
�
p

a2 �
p

a2 + c
�
�
� �

p
jcj:(42)

In our speci�c case, we havea := � �=
p

2(m) and c := b(x1; x2). The multiplicative

approach has the disadvantage of having the terma� 1 (� � 1
�=

p
2
(m) for us) in the bound.
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For this reason, we need to prove thata is bounded away from 0, and this is the
reason why Proposition B.8 is needed. On the other side, the multiplicative approach
provides sharper estimates (in terms of orders of power ofjx1 � x2j) for the estimation
of the di�erence of the spatial covariances of noisesZN and YN in (11), if compared to
what we would get if we relied on(42). For these reasons, we chose the multiplicative
approach.

Remark 3.5. The replacement ofZN with YN gives a negligible error. This error
is given by (11), (12), depending on the distancejx1 � x2j. We split the analysis in
three cases.

� Points x1; x2 2 D such that jx1 � x2j2 � � 2. Estimates (11), (12) directly
imply

�
�E

�
ZN (x1; t)ZN (x2; t)

�
� E

�
YN (x1; t)YN (x2; t)

� �� �
C
N

�
1
�

� � 2 � O (� � +1 );

�
�E

�
ZN (x1; t)ZN (x2; t)

� �� �
C
N

�
1
�

� O (� � � 1):

� Points x1; x2 2 D such that jx1 � x2j2 2 (� 2; � ). Estimates (11), (12) directly
imply

�
�E

�
ZN (x1; t)ZN (x2; t)

�
� E

�
YN (x1; t)YN (x2; t)

� �� �
C
N

�
1
�

� � � O (� � );

�
�E

�
ZN (x1; t)ZN (x2; t)

� �� �
C
N

�
1
�

� O (� � � 1):

� Points x1; x2 2 D such that jx1 � x2j2 � � . The prefactor N � 1wp
2�

(x1 � x2) decays exponentially in � , and both ZN , YN are negligible and
hence interchangeable.

3.4. Nonvanishing potential V (q): Modi�cations of proofs of main re-
sults. We show that Proposition 1.1, Proposition 1.2, and Theorem 1.3 also hold with
Assumption (G) replaced by Assumption (NG).

Adaptation of the proof of Proposition 1.1 under Assumption (NG) . In the proof
of Proposition 1.1, we deal with three time-regularity estimates for the families
f � � g� , f j � g� , f j 2;� g� . In each one of them, we expand anL p-norm of the relevant
quantities (7), (8). In each case, we end up with upper bounds consisting of sums of
terms labeled asct, I 1 (and also I 2, I 3, and I 4 when applicable). If we now assume
that V satis�es Assumption (NG), we can use Proposition B.6, bounds(95){ (96), to
deduce the boundct � j t � sj1+ � for all three estimates. As for the remaining terms
I 1 (and I 2; I 3, and I 4 when applicable), we use Proposition B.6, bounds(97){ (98), to
control all terms E[� 1(x; s; t )]2 as E[� 1(x; s; t )]2 � Cjt � sj, with C independent of x
and � . It only remains to consider the integrals of the form

8
>><

>>:

Z

R
E

�
(w� (x � q(t)) � w� (x � q(s))) 2�

dx for Step 1;
Z

R
E

�
� 1(x; s; t )c�

dx; c 2 f 2; 3; 4g for Steps 2 and 3:

The algebraic steps involved in thex-variable integration remain unaltered. As for
the expected value of the resulting (q(t); p(t); q(s); p(s))-dependent quantities, the
time-regularity estimates also do not change. This is a consequence of the rapidly
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decaying probability density function g(t; q; p) and the polynomial growth of V . These
facts guarantee the existence (and the correct time-dependency) of all the required
moments of q(t) � q(s) and p(t) � p(s). As for the proofs of tightness of f � � (�; 0)g� ,
f j � (�; 0)g� , f j 2;� (�; 0)g� , these can be adapted by using Remark B.7 for the estimates
of the terms labelled ct; see, for instance, (19).

Adaptation of the proof of Proposition 1.2 under Assumption (NG) . The only
change in the proof is the justi�cation of the probability density functions of q1(t j )
and � q2(t j ), j = 1 ; : : : ; m, belonging to S. This is stated in [15, Theorem 0.1].

Adaptation of the proof of Theorem 1.3 under Assumption (NG) . The proof is
identical up to, and including, estimate (38). After that, we work on (39) by us-
ing the adaptation of Proposition B.8 under Assumption (NG), whose proof is included
in subsection B.3. We also need to provide estimates for the termsI 1, I 2, I 3, I 4, and
ct without relying on the Gaussian setting. We de�ne ~gt to be the probability density
function of q(t). We begin with ct and bound

�
�E

�
� (x1; m)

� �� =

�
�
�
�

Z

R
(w� (x1 � y) � w� (m � y)) ~gt (y)dy

�
�
�
�

=

�
�
�
�

Z

R
w� (x1 � y) (~gt (y) � ~gt (y + m � x1)) dy

�
�
�
�

� k w� (x1 � � )kL 1 (R) k~gt (�) � ~gt (� + m � x1)kL 1 (R) � Cjx1 � x2j;

where we have used the change of variables forq in the second equality (shift by
m � x1) and the boundedness of (@=@q)g(q; p; t) provided by (89). This concluded the
analysis of the term ct. We now turn to

E
�
� (x1 � m)2�

=
1

p
4�� 2

h
w�=

p
2(x1 � q1(s)) + w�=

p
2(m � q1(s))

� 2w�=
p

2

hx1 + m
2

� q1(s)
i

exp
�

�
(x1 � m)2

4� 2

��

�
1

p
4�� 2

Z

R
w �p

2
(x1 � y)

�
~gt (y)+~gt (y+ m� x1; t) � 2~gt

�
y+

x1+ m
2

� x1; t
��

dy

+
1

p
4�� 2

(x1 � m)2

4� 2

Z

R
w �p

2

�
y �

x1 + x2

2

�
~gt (y)dy

� C
� 1

�
+

1
� 3

�
jx1 � x2j2 �

C
� 3 jx1 � x2j2:

We have used(17), suitable changes of variables forq, and a second-order Taylor
approximation for ~gt in the �rst inequality, as well as boundedness of suitable derivatives
of g(q; p; t) by means of (89) in the second inequality. This settles term I 3. The
remaining terms I 1, I 2, and I 4 are dealt with in the same way as in the original proof.
The estimation of term T1 can be performed with the same techniques used above in
the adaptation of the analysis for term T2.

3.5. De�ning the regularized Dean{Kawasaki model. An immediate con-
sequence of Theorem 1.3 is that, in a simultaneous limit ofN ! 1 and � ! 0,
the stochastic noiseZN in system (9) vanishes. This di�ers from the original Dean{
Kawasaki model. However, a close approximation of such a model is recovered for
a large but �xed number of particles N , by means of Theorem 1.3. We make some
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additional approximations to (9). These approximations are aimed at deriving a
closed-expression formulation, in the variable (� � ; j � ), for our regularized version of
the Dean{Kawasaki model.

Approximation 1. We replace the noiseZN with the noise YN (i.e., we neglect the
remainder R N ). This has been discussed in detail in subsections 3.2 and 3.3.

Approximation 2. With respect to the noise YN , we replacef � �=
p

2g� with f � � g� .
This is justi�ed by the fact that both families admit the same limit in distribution in
X = C(0; T; L 2(D )) thanks to Proposition 1.2. In addition, the noise YN features the
vanishing rescalingN � 1=2, which provides an additional contribution in reducing the
error caused by the replacement of� �=

p
2 with � � .

Approximation 3. We replace the termj 2;� with a multiple of @��
@x . This can be

seen as a replacement of the random quantityp2
i (t) with its expected value. Indeed, the

equilibrium state of the particle system f (qi ; pi )gN
i =1 is identi�ed by the joint density

C(N; V; �; 
 )
NY

i =1

exp
�

�
2

� 2

�
p2

i

2
+ V(qi )

��
= C(N; V; �; 
 )

NY

i =1

M (qi ; pi ):

The equilibrium state shows independence between position and velocity of particles.
This allows us to write

E
�
j 2;� (x; t )

�
= E

�
p2

1(t)
�
E

�
@��
@x

(x; t )
�

=
� 2

2

E

�
@��
@x

(x; t )
�
;

which suggests the replacement ofj 2;� with a multiple of � 0
� . We stress the fact that at

no point in this work do we assume to be working with the steady state of the particle
system (2). Nevertheless, at least under Assumption (NG), the dynamics of(2) tends
to the steady state for t ! 1 ; see [15, Theorem 0.1.]. In the case� 2 � 2
 (i.e., for
the overdamped Langevin dynamics), this entails that

Var[p2
i (t)] � C� 4=(2
 )2 � � 2=(2
 ) � E

�
p2

i (t)
�

� 0:

It is then natural to replace p2
i with � 2

2
 on the probability space 
, hence to replace

j 2;� with � 2

2

@��
@x .

Approximation 4. We replace the termN � 1 P N
i =1 V 0(qi (t))w� (x � qi (t)) with the

term V 0(x)� � (x; t ). This is justi�ed by the following result, which the reader may skip
on a �rst reading.

Lemma 3.6. Let the scaling of N and � be such that� ! 0 as N ! 1 . For
each x 2 D and t 2 [0; T], we havelim N !1 [jV 0(x)� � (x; t ) � N � 1 P N

i =1 V 0(qi (t)) �
w� (x � qi (t)) j] = 0 .

Proof. The claim is trivial under Assumption (G). Let us then consider As-
sumption (NG). The particles being identically distributed, we only have to show
that E[jV 0(q1(t)) � V 0(x)j w� (x � q1(t))] ! 0 as � ! 0. We use (89) to deduce
that f q 2 L 1 (R), where f q is the probability density function of q1(t). We set
� := 2 n � 2 � 0, where n is given in Assumption (NG). In addition, we set
D � (� ) := [ � � � � ; + � � � ] for some � 2 (0; � � 1) whenever � > 0, or for some� > 0
when � = 0. We compute

E
�
jV 0(q1(t)) � V 0(x)j w� (x � q1(t))

�
=

Z

R
jV 0(y) � V 0(x)j w� (x � y)f q(y)dy

� C
Z

D � ( � )
jV 0(y) � V 0(x)j w� (x � y)dy + C

Z

D c
� ( � )

jV 0(y) � V 0(x)j w� (x � y)dy:(43)
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We notice that w� (x � y) � C(x; � )w~� (x � y) for all y 2 D c
� (� ), the complement of

D � (� ), where 0 < � � ~� := ( jxj + 1) � 1=� . Moreover, Assumption (NG) implies that
jV 0(y)j � C(� )(1 + jyj � +1 ) and jV 00(y)j � C(� )(1 + jyj � ) for all y 2 R. With respect
to (43), we bound the integral on D � (� ) by using the mean-value theorem and the
control on V 00, and we bound the integral onD c

� (� ) by relying on the kernel w~� and
the control on V 0. We obtain

E
�
jV 0(q1(t)) � V 0(x)j w� (x � q1(t))

�

� C� � ��
Z

D � ( � )
jy � xj w� (x � y)dy + C(x; �; � )

Z

D c
� ( � )

(1 + jyj � +1 )w� (x � y)dy

� C� � �� +1 + C(x; �; � )
Z

D c
� ( � )

(1 + jyj � +1 )w~� (x � y)dy;(44)

where we have used Lemma A.5 in the last inequality. The right-hand side of(44)
tends to 0 as� ! 0 due to the choice of� and the dominated convergence theorem.
This concludes the proof.

The approximations discussed above yield the system of equations

(45a)

(45b)

@��
@t

(x; t ) = �
@j�
@x

(x; t );

@j�
@t

(x; t ) = � 
j � (x; t ) �
�

� 2

2


�
@��
@x

(x; t ) � V 0(x)� � (x; t )

+
�

p
N

p
� � (x; t ) ~� � ;

� � (x; 0) = � 0(x); j � (x; 0) = j 0(x);

9
>>>>>>>>>=

>>>>>>>>>;

where x 2 D; t 2 [0; T], and ~� � = Q1=2p
2�

� is an L 2(D )-valued Q-Wiener process, and
� 0, j 0 are suitable initial conditions. System (45) is one step away from being our
regularized Dean{Kawasaki model. This �nal step is illustrated in the �nal section, as
the need for it shows while trying to establish existence of solutions to (45).

4. Mild solutions to the regularized Dean{Kawasaki model in a peri-
odic setting. We investigate existence and uniqueness of mild solutions to system(14),
which we refer to as aregularized Dean{Kawasaki model. System(14) is the 2� -periodic
equivalent of (45). The reason for considering the spatially periodic case will be dis-
cussed below. Note that the quantities� � , j � in (45) and (14) are no longer associated
with the de�nitions given in (7) but are the unknown solutions to the two systems.

We rewrite (45) as a stochastic partial di�erential equation of the type
�

dX � (t) = ( AX � (t) + �X � (t))d t + BN (X � (t))dW� ;
X � (0) = X 0;

(46)

where X � (t) := ( � � (�; t); j � (�; t)), X 0 = ( � 0; j 0), and W� := ( W�; 1; W�; 2) is a suitable
stochastic noise, with

AX � (t) :=
�

�
@j�
@x

(�; t); � 
j � (�; t) �
�

� 2

2


�
@��
@x

(�; t)
�

; �X � (t) := (0 ; � V 0(�)� � (�; t)) ;

and BN is some suitable integrand speci�ed below.
Subsection 4.1 is devoted to the analysis of the operatorA by means of the

C0-semigroup theory. We de�ne and analyze the periodic equivalentsWper ;� and � per
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of W� and � in subsection 4.2. We describe the relevant properties of the stochastic
integrand BN in subsection 4.3 and prove existence and uniqueness of mild solutions
to a suitable locally Lipschitz approximation of (14) in subsection 4.4. We then prove
suitable small-noise regime estimates in subsections 4.5 and 4.6. We �nally prove the
main existence and uniqueness result, Theorem 1.6, in subsection 4.7.

In this section, we setD := [0 ; 2� ]. We �x kB Te = � 2=(2
 ) := 1 for notational
simplicity, even though all our conclusions hold for arbitrary positive ratio � 2=(2
 ).

4.1. Semigroup analysis for the operator A in W = H 1
per (D ) � H 1

per (D ).
We characterize the semigroup associated with the operatorA, which can be done
in a straightforward manner. For any 2� -periodic function f : R ! R such that
f jD 2 L 2(D ), we write its Fourier coe�cients as f̂ m := (2 � ) � 1

R
D e� imx f (x)dx for

any m 2 Z. We consider the Sobolev spaces of 2� -periodic functions

H n
per (D ) :=

(

f =
X

m 2 Z

f̂ m e� imx :
X

m 2 Z

�
1 + m2� n

f̂ 2
m < 1

)

; n 2 N;

endowed with standard norms and inner products. We also consider the spaces

Cn
per (D ) := f f : f 2 Cn (R); f is periodic with period 2� g; n 2 N [ f 0g;

whereC0
per (D ) is endowed with its standard norm. We also recall the following Sobolev

embedding theorem, valid only in one space dimension.

Proposition 4.1. The embeddingH 1
per (D ) � C0

per (D ) is continuous.

As an immediate consequence of Proposition 4.1, we deduce that, forf 2 H n
per (D ),

n � 1,

dk

dxk f (0) =
dk

dxk f (2� ) for all k = 0 ; 1; : : : ; n � 1:

We also recall the spaces

W := H 1
per (D ) � H 1

per (D );

h(u1; v1); (u2; v2)i W := hu1; u2i H 1
per (D ) + hv1; v2i H 1

per (D ) ;

W � D (A) := H 2
per (D ) � H 2

per (D );

h(u1; v1); (u2; v2)i D (A ) := hu1; u2i H 2
per (D ) + hv1; v2i H 2

per (D ) :

Lemma 4.2. The operator A : D(A) � W ! W de�nes a C0-semigroup of con-
tractions f S(t)gt � 0.

Proof. We verify the assumptions of the Hille{Yosida theorem, as stated in [28,
Theorem 3.1]. This is a straightforward step and might be skipped on a �rst reading.

A is a closed operator, andD(A) is dense inW. This is easily checked.
The resolvent set ofA contains the positive half line. For every � > 0, we consider

A � 1
� := ( A � �I ) � 1 whenever this is well-de�ned. We �rst prove that it exists, by

showing injectivity of A � := A � �I . Let us then assume thatA � (�; j ) = (0 ; 0). We
multiply the �rst component of A � (�; j ) by � and the second component ofA � (�; j )
by j , and we obtain

(� j 0 � �� )� + ( � (� + 
 )j � � 0)j = � �� 2 � (� + 
 )j 2 � (�j )0 = 0 :

Integrating over D and using the periodic boundary conditions for� and j , we obtain

� k� k2
L 2 (D ) + ( � + 
 )kj k2

L 2 (D ) = 0 :
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Since�; 
 > 0, we deduce that (�; j ) = (0 ; 0). We now show that A � 1
� is a bounded

operator. ConsiderA � 1
� (a; b) = ( �; j ). This implies

�� = � a � j 0;(47)

(� + 
 )j = � b� � 0;(48)

�� 0 = � a0 � j 00;(49)

(� + 
 )j 0 = � b0 � � 00;(50)

where (49) (respectively, (50)) is obtained by di�erentiating (47) (respectively, (48)).
We multiply (47) by � , (48) by j , (49) by � 0, and (50) by j 0 and sum the four equalities.
An integration of the resulting expression overD yields

� k(�; j )k2
W � � k� k2

H 1
per (D ) + ( � + 
 )kj k2

H 1
per (D )

=
Z

D
� a� dx +

Z

D
� bjdx +

Z

D
� a0� 0dx +

Z

D
� b0j 0dx;(51)

where we have also used the periodic boundary conditions for� , j , � 0, j 0. We now
use the Cauchy{Schwarz inequality and the Young inequality jxyj � � 2x2 + (1 =4� 2)y2

with � 2 := �= 2 to bound the four integrals in the right-hand side of (51). This directly
gives (�= 2)k(�; j )k2

W � (1=2� )k(a; b)k2
W , which implies

kA � 1
� kL (W ;W ) �

1
�

;(52)

so A � 1
� is bounded. We now show thatDom(A � 1

� ) is dense inW. Let us �x ( a; b) 2
H 2

per (D ) � H 1
per (D ). We consider the system of equationsA � (�; j ) = ( a; b), namely,

� j 0 � �� = a; � (� + 
 )j � � 0 = b:

We rewrite the �rst equation as � = ( � j 0 � a)=� and substitute into the second
equation, obtaining

�
j 00

�
+ ( � + 
 )j =

a0

�
� b 2 H 1

per (D ):(53)

The elliptic theory provides existence of a unique solutionj 2 H 3
per (D ) for (53). From

� := ( � j 0 � a)=� , we immediately deduce that � 2 H 2
per (D ). We have shown that, for

every (a; b) in a dense subset ofW (namely, H 2
per (D ) � H 1

per (D )), the operator A � 1
� is

well-de�ned.
Inequality [28, (3.1)] is satis�ed. This is precisely (52).

4.2. Introducing periodic noise and periodic potential drift. We now
de�ne the noise W� for (46) in accordance with the noise in (45b). We set

_W� :=
�
0; ~� �

�
=

�
0; Q1=2p

2�
�
�

:

The second component of _W� agrees with the noise in(45b). Since(45a) is a deter-
ministic equation, we set the �rst component of _W� to zero. We representW� as [29,
Proposition 2.1.10]

W� =
1X

j =1

p
� j (0; ej )� j (t);(54)

40



1164 F. CORNALBA, T. SHARDLOW, AND J. ZIMMER

where f ej gj and f � j gj refer to the families of eigenfunctions and eigenvalues of the
Hilbert{Schmidt integral operator Qp

2� on L 2(D ). Unfortunately, the eigenfunctions
f ej gj are not 2� -periodic. To verify this, one can rely on Mercer's theorem and evaluate
the kernel expansionwp

2� (x � y) =
P 1

j =1 � j ej (x)ej (y) for the pairs (x; y) = (0 ; 0)
and (x; y) = (0 ; 2� ). We deduce that the Q-Wiener processW� doesnot necessarily
take values in the space associated with the semigroup analysis ofA, i.e., in W. In
order to resolve this issue, we identify the end-points of the interval [0; 2� ], thus
thinking of [0; 2� ] as a 
at torus. We provide, for each � > 0, a 2� -periodic kernel pp

2�
approximating wp

2� . A suitable choice lies in the von Mises distribution, a 2� -periodic
distribution parametrized by � 2 R, � > 0, and given by the probability density
function

f (x; �; � ) =
e� cos(x � � )

2�I 0(� )
; I 0(� ) :=

1
2�

Z

D
e� cos(x ) dx:

The von Mises distribution [14] approximates the Gaussian kernel in the following
way:

lim
� ! + 1








 f (x; �; � ) �

1
p

2�� 2
exp

�
�

(x � � )2

2� 2

� 








C 0 ( � � �; � + � )
= 0 ; where � 2 := � � 1:

For this reason, we replace the kernelwp
2� , � > 0, with the 2� -periodic kernel

pp
2� (x) := f

�
x; 0; (2� 2) � 1�

=
e

cos( x )
2 � 2

2�I 0(1=(2� 2))
= Z � 1p

2�
e� sin 2 ( x= 2)

� 2 ; Z � 1p
2�

:=
e

1
2 � 2

2�I 0(1=(2� 2))
:

In the limit � ! 0, the kernel pp
2� recovers the Gaussian kernelwp

2� on the 
at torus.
We study the eigenfunctions and eigenvalues of the operator

Pp
2� : L 2(D ) ! L 2(D ); Pp

2� f (x) =
Z

D
pp

2� (x � y)f (y)dy; f 2 L 2(D ):(55)

We obtain the eigenfunctions f ej;� gj 2 Z and eigenvaluesf � j;� gj 2 Z of Pp
2� from [10,

section 4.2], namely,

ej;� (x) = ej (x) =

8
>>>><

>>>>:

q
1
� cos(jx ) if j > 0;

q
1
� sin(jx ) if j < 0;

q
1

2� if j = 0 ;

and

� j;� =

8
<

:

Z � 1p
2�

Z

D
e� sin 2 ( x= 2)

� 2 cos(jx )dx = C2Z � 1p
2�

e� 1
2 � 2 I j

�
f 2� 2g� 1�

if j 6= 0 ;

1 if j = 0 ;
(56)

where I j (z) := (2 � ) � 1
R

D ez cos(x ) cos(jx )dx is the modi�ed Bessel function of �rst kind
and order j ; see [1, equation (9.6.19)]. It is immediate to notice that f ej gj is an
orthogonal basis ofH 1

per (D ), and that the family f f j gj 2 Z

f j (x) =

8
<

:

ej (x)=
p

1 + j 2 if j 6= 0 ;
q

1
2� if j = 0 ;

(57)

is an orthonormal basis ofH 1
per (D ). This is crucial, as it will allow us to construct a

W-valued noise below.
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We now turn to estimating relevant properties of f � j;� gj .

Lemma 4.3. Fix n 2 N. There exists � 0 > 0 such that for 0 < � < � 0 we haveP
j 2 Z � j;� jj jn � C(n)� � (2n +3) .

Proof. We start with bounding Zp
2� from below as

Zp
2� =

Z

D
e� sin 2 ( x= 2)

� 2 dx �
Z

D
e� x 2

4 � 2 dx �
Z p

4� 2 ln 2

0
(1=2)dx = C�:(58)

We now turn to I j . We �rst of all notice that I 1(z) � I 0(z) for any z � 0. In
addition, we have

I 0(z) = (2 � ) � 1
Z

D
ez cos(x ) dx �

Z

D
ezdx = Cez :

We use a recursive property of the modi�ed Bessel functions of �rst kind [1, equa-
tion (9.6.26)], namely,

I j +1 (z) = I j � 1(z) �
2j
z

I j (z) for all z > 0; for all j 2 N:(59)

Since the modi�ed Bessel functions of �rst kind are always nonnegative for nonnegative
arguments [1, equation (9.6.10)], we deduce from(59) that I j (z) � (z=2j )I j � 1(z). For
j > z , we haveI j (z) � (1=2)I j � 1(z), which implies an exponential decay ofI j (z) for
j > z . SinceI 1(z) � I 0(z), equality (59) also implies that I j (z) � I 0(z) for all j 2 N.
To sum up, we get the bounds

I j (z) �

(
Cez if j � z;

Cez
�

1
2

� j � z
if j > z:

(60)

We take z = (2 � 2) � 1, and we setm(� ) := d(2� 2) � 1e. We feed(58) and (60) into (56),
thus obtaining

� j;� �

(
C� � 1 if j � m(� );

C� � 1
�

1
2

� j � m ( � )
if j > m (� );

(61)

where C is a constant independent of� . As a result of (61) we get, for � su�ciently
small,

1
2

X

j 2 Z

� j;� jj jn �
1X

j =0

� j;� j n =
m (� )X

j =0

� j;� j n +
X

j>m ( � )

� j;� j n � C(n)� � 1m(� )(n +1)

+ C(n)� � 1
X

j>m ( � )

(1=2)j � m ( � ) f (j � m(� ))n + m(� )n g

� C(n)� � (2n +3) ;

and the proof is complete.

These considerations show that the noise_W� given in (54) can be replaced, in
a periodic setting, by the noise _Wper ;� = (0 ; ~� per ;� ) := (0 ; P1=2p

2�
� ), where P is de�ned

in (55). This noise is aW-valued Q-Wiener process given by

Wper ;� =
X

j 2 Z

p
� j;� (0; f j )� j ; � j;� := (1 + j 2)� j;� ;(62)
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where f � j gj is a family of independent one-dimensional standard Brownian motions.
For consistency, we assumeV is periodic, i.e.,V = Vper 2 C2

per (D ). It is also immediate
to notice that the operator � per X � (t) :=

�
0; � V 0

per (�)� � (�; t)
�

belongs toL(W), i.e., to
the set of bounded linear operators onW.

In the remainder of the paper, we investigate existence and uniqueness of solutions
to the regularized Dean{Kawasaki model

�
dX � (t) = ( AX � (t) + � per X � (t))d t + BN (X � (t))dWper ;� ;
X � (0) = X 0:

(63)

System(63) is the equivalent of (45) in a periodic setting and is a functional rewriting
of (14).

4.3. Locally Lipschitz stochastic integrand with respect to W -topology.
In this subsection, we de�ne and analyze the properties of the noise integrandBN . It
is natural to de�ne BN : W ! f f : W ! L 2(D ) � L 2(D )g as

BN (( �; j ))( a; b) :=
�

p
N

�
0;

p
j� j � b

�
:

Remark 4.4. We see that
Z t

0
BN ((X (s); Y (s)))d Wper ;� (s) =

Z t

0

X

j 2 Z

p
� j;� BN ((X (s); Y (s)))(0 ; f j )d� j (s)

=
�

p
N

Z t

0

X

j 2 Z

p
� j;�

�
0;

p
jX (s)jf j

�
d� j (s)=

�
0;

Z t

0

�
p

N

p
jX (s)jdP1=2p

2�
� (s)

�
:(64)

The last expression of (64) is precisely the stochastic noise of (63).

The integrand BN poses several di�culties. First, BN is not a mapping from W to
L 0

2(W), where L 0
2(W) denotes the set of Hilbert{Schmidt operators from P1=2p

2�
W � W

into W; see [29, section 2.3]. Second,BN is not Lipschitz or locally Lipschitz with
respect to (�; j ). Both problems are due to the singularity of the square-root function.
We address both problems by regularizing this singularity. For some� > 0, we de�ne

BN;� (( �; j ))( a; b) :=
�

p
N

(0; h� (� ) � b) ;

where h� : R ! R is a C2-Lipschitz modi�cation of
p

jzj in [� �; + � ]. In this way,
h� is Lipschitz and has bounded �rst and second derivatives. We characterize some
important features of BN;� .

Lemma 4.5. The following properties hold:
(i) BN;� is a map from W to L(W).
(ii) BN;� is locally Lipschitz with respect to theL 0

2(W)-norm.
(iii) BN;� has sublinear growth at in�nity with the respect to theL 0

2(W)-norm.

Proof. Statement (i). Take ( u; v); (a; b) 2 W . We use Proposition 4.1 and write

kBN;� ((u; v))( a; b)k2
W =

� 2

N
kh� (u)bk2

H 1
per (D ) �

� 2

N

n
kh� (u)bk2

L 2 (D ) + C(�; u )kb0k2
L 2 (D )

+ C(� )kbk2
C 0

per (D ) ku0k2
L 2 (D )

o

�
� 2

N
C(�; u )kbk2

H 1
per (D ) �

� 2

N
C(�; u )k(a; b)k2

W :

This settles the �rst claim.
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Statement (ii). Take ( u1; v1); (u2; v2) 2 W , such that k(u1; v1)kW � k;
k(u2; v2)kW � k. We have

kBN;� ((u1; v1)) � BN;� ((u2; v2))k2
L 0

2 (W )

=
X

j 2 Z

k
p

� j;� f BN;� ((u1; v1)) � BN;� ((u2; v2))g(0; f j )k2
W

=
� 2

N

X

j 2 Z

� j;� k(0; f h� (u1) � h� (u2)g f j )k2
W :

The right-hand side in the expression above is well-de�ned by (i). From (57), we
deduce that kf j kL 1 � � � 1=2, kf 0

j kL 1 � � � 1=2, for all j 2 Z. We use this fact, as well
as the boundedness ofh0

� , to compute

� 2

N

X

j 2 Z

� j;� k(0; f h� (u1) � h� (u2)g f j )k2
W

�
� 2

N

"
X

j 2 Z

� j;� kf h� (u1) � h� (u2)g f j k2
L 2 (D )

+
X

j 2 Z

� j;�










d
dx

(f h� (u1) � h� (u2)g f j )










2

L 2 (D )

#

� C
� 2

N

"
X

j 2 Z

� j;� kh� (u1) � h� (u2)k2
L 2 (D ) +

X

j 2 Z

� j;�










d
dx

f h� (u1) � h� (u2)g










2

L 2 (D )

#

� C(� )
� 2

N

 
X

j 2 Z

� j;�

!
n

ku1 � u2k2
L 2 (D ) + kh0

� (u1)(u0
1 � u0

2)k2
L 2 (D )

+ ku0
2(h0

� (u1) � h0
� (u2))k2

L 2 (D )

o
:

We use Proposition 4.1, the boundedness ofh0
� , h00

� , and Lemma 4.3 to deduce

kBN;� ((u1; v1)) � BN;� ((u2; v2))k2
L 0

2 (W )

� C(� )
� 2

N

 
X

j 2 Z

� j;�

!
n

ku1 � u2k2
L 2 (D ) + ku0

1 � u0
2k2

L 2 (D )

+ ku0
2k2

L 2 (D ) ku1 � u2k2
C 0

per (D )

o
� C(�; k )

� 2

N
� � 7ku1 � u2k2

H 1
per (D )

� C(�; k )
� 2

N
� � 7k(u1; v1) � (u2; v2)k2

W ;

which is the desired local Lipschitz property for BN;� .
Statement (iii). We proceed similarly to the proof of (ii) and compute

kBN;� ((u; v))k2
L 0

2 (W ) =
X

j 2 Z

k
p

� j;� BN;� ((u; v))(0 ; f j )k2
W =

� 2

N

X

j 2 Z

� j;� k(0; h� (u)f j )k2
W

�
� 2

N

"
X

j 2 Z

� j;� kh� (u)f j k2
L 2 (D ) +

X

j 2 Z

� j;�










d
dx

(h� (u)f j )










2

L 2 (D )

#
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� C
� 2

N

"
X

j 2 Z

� j;� kh� (u)k2
L 2 (D ) +

X

j 2 Z

� j;� kh0
� (u)u0k2

L 2 (D )

#

� C(� )
� 2

N

"
X

j 2 Z

� j;�

#
�
1 + k(u; v)k2

W

�
= C(� )

� 2

N
� � 7 �

1 + k(u; v)k2
W

�
;

where the last inequality follows from the sublinearity of h� at in�nity and the
boundedness ofh0

� . We deduce

kB � ((u; v))kL 0
2 (W ) �

r

C(� )
� 2

N
� � 7 (1+ k(u; v)kW )= C(� )� N � 1=2� � 7=2

| {z }
=: M ( �;N )

(1+ k(u; v)kW ) :

(65)

This completes the proof.

Remark 4.6. The quantity M (�; N ) introduced in (65) is the justi�cation of the
scaling � > 7 in Theorem 1.6.

4.4. Existence of mild solutions in the W -topology up to random time.
We consider the following � -smoothed version of the regularized Dean{Kawasaki
system (63):

�
dX �;� (t) = ( AX �;� (t) + � per X �;� (t))d t + BN;� (X �;� (t))dWper ;� ;
X �;� (0) = X 0:

(66)

We prove the following result.

Proposition 4.7. Let T > 0. Let X 0 2 W be deterministic. Then (66) admits
a unique mild solution X �;� on [0; T] with respect to theW-topology. Moreover, the
solution X �;� is c�adl�ag in the W-topology.

Let f S(t)gt � 0 be the C0-semigroup generated byA discussed in Lemma 4.2. We
recall that a mild solution for (66) is [7, Chapter 7] a predictable W-valued process
X �;� (t) = ( � �;� (t); j �;� (t)), t 2 [0; T], such that

P
� Z T

0
kX �;� (s)k2

W ds < 1
�

= 1 ;(67)

and, for arbitrary t 2 [0; T],

X �;� (t)= S(t)X 0 +
Z t

0
S(t � s)� per X �;� (s)ds +

Z t

0
S(t � s)BN;� (X �;� (s))dWper ;� ; P-a.s.

Proof of Proposition 4.7. We apply [31, Theorem 4.5] and take into account [31,
Remark 4.6].

The mild solution X �;� to (66) is, in particular, c�adl�ag at time t = 0 with respect
to the W-norm. Let us �x a parameter � > � > 0. In addition to the hypotheses
already given for X 0 in Proposition 4.7, we also assume

� 0(x) � � for all x 2 D:(68)

Keeping in mind Proposition 4.1 and the c�adl�ag properties at time t = 0, we deduce
the existence of a random time� (! ) such that

k� 0(�) � � (t; �)kL 1 (D ) � � � � for all t 2 [0; � (! )) :(69)

The bound (69) implies that BN;� (X �;� (s)) coincides with BN (X �;� (s)) for s 2 [0; � (! )).
We thus have the following.
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Theorem 4.8. Let the hypotheses of Proposition4.7 be satis�ed, as well as(68).
Then the regularized Dean{Kawasaki model(63) admits a unique mild solution with
respect to theW-topology up to a random time� .

4.5. Estimates for X �;� . We now study some moment bounds for the real-valued
random variables kX �;� (t)kW , where X �;� solves (66).

Proposition 4.9. Let T > 0, � > 0, and q > 2 be �xed. Let X 0 2 W be a
deterministic initial condition for (66). Let � = �( T; q; �; �; �; N ) := f C(q; T)kX 0kq

W
+ TC(�; � )M q(�; N )geC (T;q )+ C (T;�;� )M q ( �;N ) . Then

sup
t 2 [0;T ]

E
�
kX �;� (t)kq

W

�
� � :(70)

Proof. We rely on some ideas of the proof of [7, Theorem 7.2]. We know from
Proposition 4.7 that the paths of X �;� are c�adl�ag in the W-topology. It follows that
the real-valued processt 7! k X �;� (t)kq

W is also c�adl�ag. This fact, together with (65),
allows us to deduce

Z T

0
kBN;� (X �;� (s))kq

L 0
2 (W ) ds < 1 ;

Z T

0
k� per (X �;� (s))kW ds < 1 ; P-a.s.(71)

For R 2 N, we de�ne the stopping times

� R := inf
�

t 2 (0; T] :
Z t

0
kBN;� (X �;� (s))kq

L 0
2 (W ) ds � R

or
Z t

0
k� per (X �;� (s))kW ds � R

�
;

with the usual convention � R := T whenever the above in�mum acts on the empty set.
If we set X �;�;R (t) := 1[0;� R ](t)X �;� (t), it is then clear that

X �;�;R (t) = 1[0;� R ](t)S(t)X 0 + 1[0;� R ](t)
Z t

0
1[0;� R ](s)S(t � s)� per X �;�;R (s)ds

+ 1[0;� R ](t)
Z t

0
1[0;� R ](s)S(t � s)BN;� (X �;�;R (s))dWper ;� :

We rely on [7, Theorem 4.36], (65), and the H•older inequality and deduce

E
�
kX �;�;R (t)kq

W

�

� C(q; Vper )
�

kS(t)X 0kq
W + E

�� Z t

0
kX �;�;R (s)kW ds

� q�

+ E
� 








Z t

0
1[0;� R ](s)S(t � s)BN;� (X �;�;R (s))dWper ;�










q

W

��

� C(q; Vper )
�

kX 0kq
W + E

�� Z t

0
kX �;�;R (s)kW ds

� q�

+ E
� Z t

0
kBN;� (X �;�;R (s))k2

L 0
2 (W ) ds

� q=2
)

(72)
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� C(q; T; Vper )
�

kX 0kq
W +

Z t

0
E

�
kX �;�;R (s)kq

W

�
ds

+ C(�; � )M q(�; N )E
� Z t

0
(1 + kX �;�;R (s)kq

W ) ds
��

� g1 +
Z t

0
g2E

�
kX �;�;R (s)kq

W

�
ds;(73)

where g1 := C(q; T; Vper )kX 0kq
W + TC(�; � )M q(�; N ) and g2 := C(T; q) + C(�; � )

M q(�; N ). The de�nition of X �;�;R implies that (72) is �nite, hence so isE[kX �;�;R (t)kq
W ].

We use Gronwall's lemma in (73) to conclude

(74)

E
�
kX �;�;R (t)kq

W

�
� f C(q; T)kX 0kq

W + TC(�; � )M q(�; N )geC (T;q )+ C (T;�;� )M q ( �;N )

for all t 2 [0; T]:

The integrability property (71) implies that � R (! ) = T for R � R(! ); P-a.s. As a
result, we deduce

lim
R ! + 1

X �;�;R (t) = X �;� (t) in W; t 2 [0; T]; P-a.s.

We use Fatou's lemma and we obtain

E
�
kX �;� (t)kq

W

�
� lim inf

R ! + 1
E

�
kX �;�;R (t)kq

W

�

� f C(q; T)kX 0kq
W + TC(�; � )M q(�; N )geC (T;q )+ C (T;�;� )M q ( �;N )

for all t 2 [0; T]:

Taking the supremum in time �nally yields the result.

We obtained (70) by using the c�adl�ag property of the solution X �;� . This allows
us to consider an arbitrary q > 2. If we only relied on the de�nition of mild solution
(see in particular (67)), the exponent q = 2 would be the maximum exponent we could
take. This is exactly the case for the proof of uniqueness in [7, Theorem 7.2], from
which we adapted the proof of Proposition 4.9. The proof of [7, Theorem 7.2, (7.6)],
which is exactly our (70), relies on a �xed point argument instead. We cannot use
this argument, since we lack the global Lipschitz property for the stochastic integrand
BN;� . The need forq > 2, and not simply q = 2, is motivated by [ 7, Proposition 7.3],
which we will use in the next section.

4.6. Small-noise regime analysis. In this subsection, we investigate the small-
noise regime analysis for solutionsX �;� to (66).

Proposition 4.10. Let the hypotheses of Proposition4.7 be satis�ed. In addition,
assume the following scaling for�; N :

N� � � 1 for some � > 7:(75)

For �xed � > 0, T > 0, r > 0, q > 2, we have

lim
� #0

P
�

sup
t 2 [0;T ]

kX �;� (t) � Z (t)kq
W � r

�
= 0 ;

where Z is the unique (deterministic) solution of
�

dZ (t) = ( AZ (t) + � per Z (t))dt;
Z (0) = X 0:

(76)

47



A REGULARIZED DEAN{KAWASAKI MODEL 1171

Proof. We adapt the proof of [7, Proposition 12.1]. The scaling(75) implies that
M (�; N ) ! 0 in the simultaneous limit of � and N . We write

X �;� (t) � Z (t)

=
Z t

0
S(t � s)� per (X �;� (s) � Z (s))ds +

Z t

0
S(t � s)BN;� (X �;� (s))dWper ;� :

We use [7, Proposition 7.3] and Proposition 4.9 to deduce

E
�

sup
s2 [0;t ]

kX �;� (s) � Z (s)kq
W

�

� C(T; q; Vper )E
� Z t

0
kX �;� (u) � Z (u)kq

W du
�

+ E
�

sup
s2 [0;T ]










Z s

0
S(t � s)BN;� (X �;� )dWper ;�










q�

� C(T; q; Vper )E
� Z t

0
kX �;� (u) � Z (u)kq

W du
�

+ C(�; �; T; q )M q(�; N )E
� Z T

0
(1 + kX �;� kq

W )ds
�

(77)

� C(T; q; Vper )
Z t

0
E

�
sup

s2 [0;u ]
kX �;� (u) � Z (u)kq

W

�
du

+ C(�; �; T; q )M q(�; N )T(1 + �) ;(78)

where � is de�ned in Proposition 4.9. Thanks to the same proposition, (77) is �nite.
The scaling (75) also implies that � is bounded in �; N . We can apply the Gronwall
inequality to (78) to deduce that

E
�

sup
s2 [0;T ]

kX �;� (s) � Z (s)kq
W

�
� C(�; �; T; q )M q(�; N )T(1 + � )eC (T;q;V per ) ! 0

as � ! 0; N ! 1 :

Chebyshev's inequality gives the result.

The prescribed scaling inN; � stated in Proposition 4.10 is compatible with the
scalings of Propositions 1.1 and 1.2 and Theorem 1.3. See also Remark 3.2.

4.7. Main existence and uniqueness result. We now turn to the key exis-
tence and uniqueness result for the regularized Dean{Kawasaki model(63) or equiva-
lently (14).

Remark 4.11. Let us �x � > � > 0. We �rst notice that, for a deterministic initial
condition X 0 = ( � 0; j 0) 2 W such that (68) is satis�ed, there existsT = T(X 0) 2 (0; 1 ]
such that the solution Z to (76) satis�es

Z (t; x ) � � + ( � � � )=2 for all x 2 D; for all t 2 [0; T):

This is implied by the time-continuity of Z with respect to the W-norm and by
Proposition 4.1.

Proof of Theorem 1.6. Fix � so that 0 < � < � and considerT(X 0) as indicated
in Remark 4.11. Proposition 4.7 provides existence of a solutionX �;� to (66). For
someq > 2, we rely on Proposition 4.1 and write
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P
�

sup
t 2 [0;T (X 0 )]

kX �;� (t) � Z (t)kC 0
per (D ) � C 0

per (D ) �
� � �

2

�

= P
�

sup
t 2 [0;T (X 0 )]

kX �;� (t) � Z (t)kq
C 0

per (D ) � C 0
per (D ) �

(� � � )q

2q

�

� P
�

sup
t 2 [0;T (X 0 )]

kX �;� (t) � Z (t)kq
W �

C � q(� � � )q

2q

�
� �;

where the last inequality holds for � small enough (or equivalently N big enough),
thanks to Proposition 4.10. It follows that

P(X �;� (x; t ) � � for all t 2 [0; T(X 0)) ; for all x 2 D) � 1 � �:

This implies that P(BN;� (X �;� ) = BN (X �;� ) for all t 2 [0; T(X 0))) � 1 � � . We take
X � := X �;� and employ the existence and uniqueness results from Proposition 4.7 to
conclude the proof.

The dependence ofT on X 0 is yet to be properly investigated. In the special case
of constant initial data X 0 = ( � 0; j 0) = ( C; 0), for someC > � > 0, the solution is
stationary, hence we can pick any �nite T(X 0).

Remark 4.12. We have relied on scalings of typeN� � = 1 (or N� � � 1), for some
� > 0, to prove several results throughout the paper. Some of these scalings could be
improved (i.e., � could be lowered) in at least two points, speci�cally:

(a) Tightness of f � � g� , Proposition 1.1. We relied on the compact embedding
H 1(D ) � L 2(D ) to show that the initial conditions f � � (�; 0)g� are tight in L 2.
If one uses the compact embeddingH 1=2+ �= 2(D ) � L 2(D ) instead, for some
� 2 (0; 1), the scaling is less demanding, askw� (�)kH 1= 2+ �= 2 / � � 2� � .

In addition, the time-regularity estimate can be improved by computing
the expectation �rst in the second-to-last inequality of (18). In this case, the
estimate proceeds with the bound

1 �

p
4�� 2

p
2� (2� 2 + Vs;t )

| {z }
=: T1

+

p
4�� 2

p
2� (2� 2 + Vs;t )

�
1 � exp

�
�

� 2
s;t

2(2� 2 + Vs;t )

��

| {z }
=: T2

;

where

� s;t := E [q(t) � q(s)] � Cjt � sj; Vs;t := Var [ q(t) � q(s)] � Cjt � sj2:

It is not di�cult to bound T1 and T2 by C� � 1� � jt � sj1+ � , where � can be
chosen in (0; 1]. Overall, the scaling N� 2+ � , for some� 2 (0; 1], is su�cient
to provide tightness of f � � g� . We believe that similar arguments could be
applied to f j � g� and f j 2;� g� as well.

(b) Functional setting of section 4. If we rede�ne W as W := H 1=2+ �= 2
per (D ) �

H 1=2+ �= 2
per (D ), this could lead to a better scaling in Lemma 4.3, forreasons

analogous to point (a). This would then lead to a better scaling in Theorem 1.6.

Appendix A. Gaussian tools. This appendix is devoted to a concise exposition
of a few useful facts concerning Gaussian random variables.

Definition A.1. A Gaussian random vectorX with mean � 2 Rd and covariance
matrix � , denoted asX � N (�; �) , has the probability density function given by
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G(x; �; �) = det(2� �) � 1=2 exp
�

� 1
2 (x � � )T � � 1(x � � )

	
. In the real-valued case, i.e.,

for X of mean � and variance � 2, the above is simply

G(x; �; � 2) :=
1

p
2�� 2

exp
�

�
(x � � )2

2� 2

�
:

Lemma A.2 (Fourier transform for Gaussians). The Fourier transform of an
Rd-valued Gaussian random vectorY � N (�; �) is given by

Rd 3 � 7! E
�
e� i h�;Y i � = exp

n
� ih�; � i �

1
2

h�; � � i
o

:

Lemma A.3 (conditional law for Gaussian vectors). Let b 2 R. For a bivariate
Gaussian random vectorY = ( Y1; Y2), the conditional density of Y1 given Y2 = b is

f Y1 jY2 (y1jY2 = b) = G
�

y1; � Y1 +
� Y1

� Y2

� (b� � Y2 ); (1 � � 2)� 2
Y1

�
;

where � = Corr (Y1; Y2).

Lemma A.2 can be found in [17, Chapter 16], and Lemma A.3 can be found in [4,
section 4.7].

Lemma A.4 (multiplication of Gaussian kernels). Given f (x) := G(x; � f ; � 2
f )

and g(x) := G(x; � g; � 2
g), we have the multiplication rule

f (x)g(x) = G(x; � fg ; � 2
fg )

1
q

2� (� 2
f + � 2

g)
exp

�
�

(� f � � g)2

2(� 2
f + � 2

g)

�
;

where we have set

� fg :=
� f � 2

g + � g � 2
f

� 2
f + � 2

g
; � 2

fg :=
� 2

f � 2
g

� 2
f + � 2

g
:

Lemma A.5 (moments of Gaussian random variables). Let X � N (�; � 2). For
n 2 N, we have

M (n; �; � 2) := E [jX jn ] � C(n) f � n + � n (n � 1)!!g ;

m(n; �; � 2) := E [X n ] =
X

j 2 N; 2j � n

(2j � 1)!!
�

n
2j

�
� 2j � n � 2j ;

where n!! :=
P dn= 2e� 1

k=0 (n � 2k), for n 2 N.

Lemma A.5 can be proved by induction onn, by splitting X as (X � � ) + � and
using the results for moments of zero-mean Gaussian random variables. Lemma A.4
follows from simple algebraic computations.

Lemma A.6 (Ornstein{Uhlenbeck process). Let A; � 2 R2� 2, and let W be a
bivariate Brownian motion. For any t 2 [0; T], set �( t) := eAt .

(i) The stochastic equation

dX (t) = AX (t)dt + � dW (t); X (0) = X 0;(79)

has a unique solutionX (t) = ( X 1(t); X 2(t)) explicitly given by

X (t) = �( t)X 0 + �( t)
Z t

0
� � 1(s)� dW (s):(80)
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(ii) If X 0 is a Gaussian random vector independent ofW , then X (t) is a Gaussian
random vector for any t 2 [0; T].

(iii) With the same assumption as in(ii) , if in addition Cov(X 0; X 0) is positive
de�nite, then there exists � > 0 such that Var (X 1(t)) � � and Var (X 2(t)) � �
for any t 2 [0; T].

(iv) With the same assumption as in(iii) , the following quantities are Lipschitz
on [0; T]: the mean ofX 1(t) and X 2(t), the variance of X 1(t) and X 2(t), the
correlation betweenX 1(t) and X 2(t).

Proof. Part (i). Existence and uniqueness of a solution is granted by [27, Theorem
5.2.1]. It is straightforward to see that (80) is indeed the solution by computing the
Itô-di�erential of X (t).

Part (ii). The integrand � � 1(s)� being deterministic, �( t)
Rt

0 � � 1(s)� dW (s) is a
Gaussian process. In addition, �(t)X 0 is a Gaussian vector by linearity. Stochastic
independence ofX 0 and W grants that the sum of the aforementioned two vectors is
a Gaussian vector.

Part (iii). Thanks to the independence of W and X 0, we can limit ourselves to
studying Cov(�( t)X 0; �( t)X 0). We observe that

Cov(�( t)X 0; �( t)X 0) = �( t)Cov(X 0; X 0)� T (t) =: B (t):

SinceCov(X 0; X 0) is de�nite positive, this entails that the continuous function t 7!
yT B (t)y is strictly positive on [0; T] for any given y 2 R2 n f (0; 0)g. The claim then
follows by taking y = (1 ; 0) and y = (0 ; 1).

Part (iv). We notice that



 E

�
X (t) � X (s)

� 

 =



 E

�
(�( t) � �( s)) X 0

� 

 � C(A)E
�
kX 0k

�
jt � sj;

and the Lipschitz property for the mean of X 1(t) and X 2(t) is settled. As for the
variances, we compute

Cov(X (t); X (t)) � Cov(X (s); X (s)) = �( t)
� Z t

0
� � 1(u)�� T � � T (u)du

�
� T (t)

� �( s)
� Z s

0
� � 1(u)�� T � � T (u)du

�
� T (s)

+ �( t)Cov(X 0; X 0)� T (t)

� �( s)Cov(X 0; X 0)� T (s);(81)

and the Lipschitz property for the variance of X 1(t) and X 2(t) follows from the Lipschitz
property for �( t) and

Rt
0 � � 1(u)�� T � � T (u)du. As for the correlation betweenX 1(t)

and X 2(t), the Lipschitz property can be derived by using the de�nition

Corr(X 1(t); X 2(t)) :=
Cov(X 1(t); X 2(t))

p
Var( X 1(t))Var( X 2(t))

and observing that Var(X 1(t)), Var(X 2(t)) are bounded away from 0 (by A.6) and
that Var( X 1(t)), Var( X 2(t)), Cov( X 1(t); X 2(t)) are Lipschitz by (81).

Appendix B. Auxiliary tools. We list and prove some auxiliary tools used
repeatedly in the proofs of the main results of section 3. We start with time regularity
of Gaussian moments, under Assumption (G), in subsection B.1. We deal with
time regularity for the Fokker{Planck equation (15) under Assumption (NG) in
subsection B.2. We estimate the second moment of� � 1

� (x; t ), where � � (x; t ) is de�ned
in (7), giving a proof for both Assumption (G) and Assumption (NG), in subsection B.3.

51



A REGULARIZED DEAN{KAWASAKI MODEL 1175

B.1. Time regularity of speci�c Gaussian moments.

Lemma B.1. Let T > 0, n 2 N, c � 2, � > 0 be real numbers. Let�; � 2 : [0; T] !
R be Lipschitz functions, with Lipschitz constantL . Let Qn;t (x) be a polynomial of
degreen in x, and Lipschitz coe�cients in t, again with Lipschitz constant L . Assume
that � 2(t) � � for all t 2 [0; T]. Then there exists� > 0 such that

Z

R

�
�Qn;t (x)G(x; � (t); � 2(t)) � Q n;s (x)G(x; � (s); � 2(s))

�
�c

dx � Cjt � sj1+ �

for all s; t 2 [0; T]

for a constant C = C(T; �; L; c ). In addition, if p = 0 , c = 2 , and Qn;t is a constant,
then � = 1 .

Proof. Because of the general inequalityj
P n

i =0 ai j
c � (n + 1) c P n

i =0 jai j
c, it is

su�cient to prove the statement for each monomial composing Qn;t (x). We can thus
restrict ourselves to proving the statement with the choiceQp;t (x) := A(t)xp, for any
p 2 N, and whereA is Lipschitz with constant L .

We add and subtract relevant quantities in the integral we have to compute. As a
result we get

Z

R

�
�A(t)xpG(x; � (t); � 2(t)) � A(s)xpG(x; � (s); � 2(s))

�
�c

dx

� 2c
Z

R

�
�(A(t) � A(s))xpG(x; � (t); � 2(t))

�
�c

dx
| {z }

=: T1

+ 2 c
Z

R

�
�A(s)xp �

G(x; � (t); � 2(t)) � G (x; � (s); � 2(s))
� �
�c

dx
| {z }

=: T2

:

We estimate T1; T2 separately. SinceA is Lipschitz and � 2 is bounded from below, we
obtain

T1 � L cjt � sjc
Z

R
jxjcpG(x; � (t); � 2(t)) cdx

=
L c

c1=2(2�� 2(t)) (c� 1)=2
M

�
cp; � (t);

� 2(t)
c

�
jt � sjc

�
L c

c1=2(2�� )(c� 1)=2
C(T; p; c)jt � sjc � Cjt � sjc;

where we have also relied on Lemmas A.4 and A.5. In order to estimateT2, we rewrite
the integral as

Z

R
jAjc(s)jxjcp

�
�G(x; � (t); � 2(t)) � G (x; � (s); � 2(s))

�
� �

�
�
�G(x; � (t); � 2(t)) � G (x; � (s); � 2(s))

�
�c� �

dx(82)

for some� 2 (c � 2; c � 1). We apply the H•older inequality with conjugate exponents
2

c� � and 2
2� c+ � and obtain
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T2 �
� Z

R
jAj2c=(2 � c+ � ) (s)jxj2pc=(2 � c+ � )

�
�G(x; � (t); � 2(t))

� G (x; � (s); � 2(s))
�
�2�= (2 � c+ � )

dx
� ( � +2 � c)=2

�
� Z

R

�
�G(x; � (t); � 2(t)) � G (x; � (s); � 2(s))

�
�2

dx
� c � �

2

:

The �rst term can be controlled using the boundedness ofA and Lemmas A.4 and
A.5, similarly to the argument for T1. We get

� Z

R
jAj2c=(2 � c+ � ) (s)jxj2pc=(2 � c+ � )

�
�G(x; � (t); � 2(t))

� G (x; � (s); � 2(s))
�
�2�= (2 � c+ � )

dx
� ( � +2 � c)=2

� C(A; c; p; � )
�

M
�

2pc
2 � c + �

; � (t);
� 2(t)(2 � c + � )

2�

�

+ M
�

2pc
2 � c + �

; � (s);
� 2(s)(2 � c + � )

2�

��

� C(A; c; p; �; � ):

As for the second term of the product boundingT2, we rely on Fourier analysis
and Taylor expansions. More precisely, we rely on Parseval's equality, Lemma A.2,
and some simple rearrangement to write

Z

R

�
�G(x; � (t); � 2(t)) � G (x; � (s); � 2(s))

�
�2

dx

= C
Z

R

�
�
�e� i� ( t ) � � 1

2 � 2 ( t ) � 2
� e� i� (s) � � 1

2 � 2 (s) � 2
�
�
�
2

d�

� C
Z

R

�
�
�
�

e� i� ( t ) � � e� i� (s) � 	
e� 1

2 � 2 ( t ) � 2
�
�
�
2

d�

+ C
Z

R

�
�
�e� i� (s) �

n
e� 1

2 � 2 ( t ) � 2
� e� 1

2 � 2 (s) � 2
o�

�
�
2

d�

� C
Z

R

�
�
�
�

e� i� ( t ) � � e� i� (s) � 	
e� 1

2 � 2 ( t ) � 2
�
�
�
2

d�
| {z }

=: T3

+ C
Z

R

�
�
�e� 1

2 � 2 ( t ) � 2
� e� 1

2 � 2 (s) � 2
�
�
�
2

d�
| {z }

=: T4

:

For T3, we use the mean-value theorem applied to the mapy 7! eiy and the
Lipschitz properties of � to deduce

T3 � L 2jt � sj2
Z

R
� 2e� � 2 ( t ) � 2

d� = L 2jt � sj2
p

2�
�

1
� (t)2

� 3=2

� C(L; � )jt � sj2;

where we have used the de�nition of the Gaussian kernel and the bound� 2(t) � � .
We move on to T4. We rely on Lemma A.4 and we expand the square in the integrand
to deduce
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T4 =
r

�
� 2(t)

+
r

�
� 2(s)

� 2

s
2�

� 2(t) + � 2(s)
� C(� )

�
� � 2(t) � � 2(s)

�
�2

� C(� )jt � sj2:

The second inequality above is the Lipschitz property of� 2, while the �rst inequality
is justi�ed by the midpoint estimate f (� 2(t)) + f (� 2(s)) � 2f ([� 2(t) + � 2(s)]=2) �
C(� ) j� 2(t) � � 2(s)j2 for the function f : [�; 1 ) ! R: y 7!

p
�=y . Such expansion is a

consequence of the superposition of the second-order Taylor expansions (with Lagrange
remainder) of f (� 2(t)) and f (� 2(s)) centered around [� 2(t) + � 2(s)]=2. Putting T3

and T4 together, we deduce

� Z

R

�
�G(x; � (t); � 2(t)) � G (x; � (s); � 2(s))

�
�2

dx
� c � �

2

� Cjt � sj2� c � �
2 = Cjt � sjc� � :

We rename� := c � � � 1 2 (0; 1). We combine the above estimates and we obtain
Z

R

�
�A(t)xpG(x; � (t); � 2(t)) � A(s)xpG(x; � (s); � 2(s))

�
�c

dx � Cjt � sj1+ � ;

as desired. Ifp = 0, c = 2, and Qn;t is a constant, then � = 1. This is becauseT1 = 0,
and one may simply take� = 0 in (82).

Lemma B.2. Let X � N (�; � 2) and let x 2 R. Then

E [w� (x � X )X n ] = G(x; �; � 2 + � 2) �m
�

n;
x� 2 + �� 2

� 2 + � 2 ;
� 2� 2

� 2 + � 2

�
; n 2 N [ f 0g:

(83)

E [w0
� (x � X )X n ] =

G(x; �; � 2 + � 2)
� 2

nX

k=0

�
n
k

�
xn � k m

�
k + 1 ;

(� � x)� 2

� 2 + � 2 ;
� 2� 2

� 2 + � 2

�
;

(84)

n 2 N [ f 0g:

E [w00
� (x � X )X n ] = G(x; �; � 2 + � 2)

nX

k=0

�
n
k

�
xn � k

�
�

1
� 2 m

�
k;

(� � x)� 2

� 2 + � 2 ;
� 2� 2

� 2 + � 2

�

+
1
� 4 m

�
k + 2 ;

(� � x)� 2

� 2 + � 2 ;
� 2� 2

� 2 + � 2

��
:(85)

The proof of Lemma B.2 is a straightforward application of multiplication proper-
ties for Gaussian kernels and Gaussian moments, as stated in Lemmas A.4 and A.5.

Remark B.3. It is worth noticing that the right-hand sides of (83), (84), and (85)
satisfy the requirements of Lemma B.1. To see this, we notice that

m
�

n;
x� 2 + �� 2

� 2 + � 2 ;
� 2� 2

� 2 + � 2

�

is a polynomial of degreen (with � -dependent coe�cients) in the variable x. For
time-dependent � (t), � 2(t) satisfying the hypotheses of Lemma B.1, it follows that
� 2 + � 2 � � > 0 for any � > 0. These facts imply that the right-hand side of (83) can
be written in the form Q�;n;t (x)G(x; � (t); � 2(t) + � 2), where the polynomial Q�;n;t (x)
has time-Lipschitz coe�cients whose Lipschitz constants are uniformly bounded as
� ! 0. For these reasons,(83) satis�es the statement of Lemma B.1, and the result of
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the application of Lemma B.1 on (83) is independent of� as � ! 0. On a similar note,
we notice that

nX

k=0

�
n
k

�
xn � k m

�
k + 1;

(� � x)� 2

� 2 + � 2 ;
� 2� 2

� 2 + � 2

�

can be written as Q�;n;t (x) := � 2P�;n;t (x), where the polynomial P�;n;t (x) has time-
Lipschitz coe�cients whose Lipschitz constants are uniformly bounded as� ! 0. This
is a consequence of the Gaussian moments of order at least one, for a Gaussian kernel
with both mean ( � � x ) � 2

� 2 + � 2 and variance � 2 � 2

� 2 + � 2 featuring a multiplicative factor � 2. This
factor can be canceled out with that appearing in the right-hand side of(84), which
can hence be written in the formP�;n;t (x)G(x; � (t); � 2(t) + � 2). For these reasons,(84)
satis�es the statement of Lemma B.1, and the result of the application of Lemma B.1
on (84) is independent of � as � ! 0. Similar considerations apply for (85). The
contents of this remark apply under Assumption (G) for the time-dependent X being
precisely the Langevin particleqi (t) satisfying (2).

In addition, the right-hand sides of (83), (84), and (85) are Lipschitz in time, with
Lipschitz constant independent of � (see the discussion above) andx (each one of the
right-hand sides being a product of a polynomial with a decaying exponential).

B.2. Fokker{Planck time regularity in the case of nonvanishing poten-
tial V . The contents of this subsection should be seen as the \replacement" of
Lemma B.1, Lemma B.2, and Remark B.3 under Assumption (NG). We consider the
Fokker{Planck equation associated with (2), namely,

8
<

:

@g
@t

= �r � (g� ) +
� 2

2
@2

@p2
g;

g(0; p; q) = g0(p; q);
(86)

where g0(p; q) is the law of (q(0); p(0)).

Remark B.4. We comment on some consequences of [15, Theorem 0.1]. This result,
among many things, implies the following bound for the solution to (15):

kg(t; �; �)kM 1= 2 H s;s � C(1 + Qs(t))e� � t kg0kM 1= 2 H � s; � s ;(87)

where � > 0, where C = C(
; �; V; �; ), and Qs(t) is a continuous positive function
such that lim t ! 0+ Qs(t) = + 1 , lim t ! + 1 Qs(t) < + 1 , and whereM 1=2H s;s denotes
the weighted isotropic Sobolev space of orders with weight M � 1=2, as stated in
Assumption (NG). In addition, well-posedness of (15) is proved in M 1=2S0(R2d). The
auxiliary initial condition g0 mentioned in Assumption (NG) may be used in(87) to
deduce that

kg(s; �; �)kM 1= 2 H 5; 5 � Ct for all s � t > 0:(88)

The well-posedness of(15) in M 1=2S0(R2d), the choice of g0 made in Assump-
tion (NG), and (88) imply the following bound for the solution to (86):

kg(t; �; �)kM 1= 2 H 5; 5 = kg(t + t�; �)kM 1= 2 H 5; 5 � Ct for all t � 0:(89)

We remind the reader that g is the probability density function of a Langevin particle
(qi (t); pi (t)) satisfying (2).
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Lemma B.5. Let g(t; q; p) be the solution to (86), and let Assumption (NG) be
satis�ed. For some � 2 (1=4; 1=2) and any 0 � s < t � T , we have

kg(t; �; �) � g(s; �; �)kL 2 (R2 ) � Cjt � sj;(90)

kM � � (g(t; �; �) � g(s; �; �)) kL 1 (R2 ) � Cjt � sj;(91)



 M � � (@=@q) (g(t; �; �) � g(s; �; �))






L 1 (R2 ) � Cjt � sj:(92)

Proof. We write

kg(t; q; p) � g(s; q; p)k2
L 2 (R2 ) � 2










Z t

s
�r � (�g )dz










2

L 2 (R2 )
+ 2










Z t

s

� 2

2
@2

@p2
gdz










2

L 2 (R2 )

� 2jt � sj
Z t

s
kr � (� )g + � � r gk2

L 2 (R2 ) dz

+ 2 jt � sj
Z t

s










� 2

2
@2

@p2
g










2

L 2 (R2 )
dz

� 2jt � sj
Z t

s




 M 1=2� � M � 1=2+ � (r � (� )g

+ � � r g)k2
L 2 (R2 ) dz

+ 2 jt � sj
Z t

s








 M 1=2� � M � 1=2+ � � 2

2
@2

@p2
g










2

L 2 (R2 )
dz:(93)

Assumption (NG) implies that V has at most polynomial growth, while M decays
exponentially in p; q. This immediately implies that kr � (� )M 1=2� � kL 1 (R2 ) < 1
and kj� jM 1=2� � kL 1 (R2 ) < 1 . In addition, M � 1=2+ � g is uniformly bounded in time
in H 2;2(R2) thanks to (89). This is enough to control the L 2(R2)-norm of the re-
maining terms M � 1=2+ � g, M � 1=2+ � r g, M � 1=2+ � (@2=@p2)g, and proceed in(93) to
deduce (90). As for (91), we have




 M � � (g(t; q; p) � g(s; q; p))






L 1 (R2 ) �
Z t

s

� 


 M � � r � (� )g

+ M � � � � r g





L 1 (R2 ) +








 M � � � 2

2
@2

@p2
g










L 1 (R2 )

#

dz

�
Z t

s

� 


 M 1=2� 2� M � 1=2+ � (r � (� )g + � � r g)






L 1 (R2 )

+








 M 1=2� 2� M � 1=2+ � � 2

2
@2

@p2
g










L 1 (R2 )

#

dz:(94)

The terms kr � (� )M 1=2� 2� kL 1 (R2 ) , kj� jM 1=2� 2� kL 1 (R2 ) are bounded. We then
use (89) and the Sobolev embedding theorem to deduce(91) from (94). The proof
of (92) is analogous.

Proposition B.6. Let T > 0. Let Assumption (NG) be satis�ed. Let (q; p) obey
the Langevin dynamics(2). Let A(q; p) := pn 1 qn 2 for some n1; n2 2 N, and let c � 2.
Then, for any s; t 2 [0; T], we have
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Z

R

�
�E

�
w� (x � q(t))A(q(t); p(t)) � w� (x � q(s))A(q(s); p(s))

� ��c
dx � Cjt � sj1+ � ;

(95)

Z

R

�
�E

�
w0

� (x � q(t))A(q(t); p(t)) � w0
� (x � q(s))A(q(s); p(s))

� ��c
dx � Cjt � sj1+ � ;

(96)

where C is independent of� > 0. We also have for anyx 2 R
�
�E

�
w� (x � q(t))A(q(t); p(t)) � w� (x � q(s))A(q(s); p(s))

� �� � K jt � sj;(97)
�
�E

�
w0

� (x � q(t))A(q(t); p(t)) � w0
� (x � q(s))A(q(s); p(s))

� �� � K jt � sj;(98)

where K is independent of� > 0 and x 2 R.

Proof. We rewrite the left-hand side of (95) as
Z

R

�
�E

�
w� (x � q(t))A(q(t); p(t)) � w� (x � q(s))A(q(s); p(s))

� ��c
dx

=
Z

R

�
�
�
�

Z

R

Z

R
w� (x � q)A(q; p)(g(t; p; q) � g(s; p; q))dpdq

�
�
�
�

c

dx = kw� � (~g(�; t) � ~g(�; s)) kc
c;

where~g(q; t) :=
R

R A(q; p)g(t; q; p)dp. Let us de�ne hs;t (q; p) := j(g(t; q; p) � g(s; q; p)) j.
We proceed as

kw� � (~g(�; t) � ~g(�; s)) kc
c � k w� kc

1k~g(�; t) � ~g(�; s)kc
c �

Z

R

�
�
�
�

Z

R
jA(q; p)j hs;t (q; p)dp

�
�
�
�

c

dq:

Fix � 2 (1=c;2=c) � (0; 1). We split hs;t (q; p) = h�
s;t (q; p)h1� �

s;t (q; p). We apply the
H•older inequality for this splitting in the above inner p-spatial integral, and we get

Z

R

�
�
�
�

Z

R
A(q; p)hs;t (q; p)dp

�
�
�
�

c

dq �
Z

R

� Z

R
hs;t (q; p)2dp

� �c= 2

(99)

�
� Z

R
jA(p; q)j �

0
hs;t (q; p) � 00

dp
� c=� 0

dq;

where � 00:= (1 � � )� 0 > 0, and � 0 is conjugate to 2=� . Let � 2 (1=4; 1=2). We use(91)
to deduce that

Z

R
jA(p; q)j �

0
hs;t (q; p) � 00

dp =
Z

R
jA(p; q)j �

0
M �� 00

M � �� 00
hs;t (q; p) � 00

dp

� K
Z

R
jA(p; q)j �

0
M �� 00

dp � K jqjn 2 � 0
expf� CV(q)g

for some C = C(n1; �; � 0; 
; �; � ) > 0. We apply the H•older inequality (in the q
variable) in (99) to deduce

Z

R

�
�E

�
w� (x � q(t))A(q(t); p(t)) � w� (x � q(s))A(q(s); p(s))

� ��c
dx

� Ckhs;t kc�
L 2 (R2 ) � Cjt � sj1+ � ;

where we have used Lemma B.5, estimate(90), in the last inequality. We thus
proved (95). The proof of (96) is similar. We can rewrite the left hand side of (96) as

Z

R

�
�
�
�

Z

R

Z

R
w0

� (x � q)A(q; p)(g(t; p; q) � g(s; p; q))dpdq

�
�
�
�

c

dx

=
Z

R

�
�
�
�

Z

R

Z

R
w� (x � q)

@
@q

f A(q; p)(g(t; p; q) � g(s; p; q))gdpdq

�
�
�
�

c

dx;(100)
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where we have also used integration by parts in theq variable, and the fact that the inte-
grands decay to 0 forq ! �1 , by [15, Theorem 0.1]. From(100) onward, the computa-
tions carried out for (95) can now be adapted line by line with@=@qf A(q; p)g(t; q; p)g
replacing A(q; p)g(t; q; p). This is possible because theq-derivative introduces a
polynomial-type correction to A(q; p)g(t; q; p), which can be dealt with as above, using
again the exponential decay ofM .

We turn to (97). We rely on (91) and compute
�
�E

�
w� (x � q(t))A(q(t); p(t)) � w� (x � q(s))A(q(s); p(s))

� ��

�
Z

R

Z

R
jw� (x � q)A(q; p)(g(t; q; p) � g(s; q; p)) j dqdp

� Cjt � sj
Z

R

Z

R
jw� (x � q)A(q; p)M � j dqdp

� Cjt � sj
Z

R
kw� (x � � )kL 1 jpjn 1 expf� C(�; 
; � )p2=2gdp = K jt � sj;

which is the desired estimate. The proof of(98) is completely analogous, and it relies
on integration by parts for w0

� and estimate (92).

Remark B.7. With the notation and assumptions of Proposition B.6, it is not di�-
cult to adapt the proof of the same proposition to show that

R
R jE[w� (x � q(0))A(q(0)] ;

p(0)) jc dx,
R

R jE[w0
� (x � q(0))A(q(0); p(0))] jc dx,

R
R jE[w00

� (x � q(0))A(q(0); p(0))] jc dx
are uniformly bounded in � .

B.3. Estimate on negative powers of the density � � .

Proposition B.8. Assume the validity of either Assumption (G) or Assump-
tion (NG) . Let N� � = 1 for some � > 3, and let � � be as in (7). Let D � R be a
bounded set, and letT > 0 be �xed. As N ! 1 and � ! 0, we have

E
�
� � 2

� (x; t )
�

� C(D; T ) for all x 2 D; for all t 2 [0; T];(101)

where C is independent ofN; � .

Proof of Proposition B.8 under Assumption (G) . We know that

qi (t) � N (� q(t); � 2
q(t)) ; t 2 [0; T]:

Also, � q(t) is bounded on [0; T]. We can think of the quantity x � qi (t) as being
(x � � q(t)) � (� q(t) � qi (t)). This observation, together with the distributional symmetry
of Gaussian random variables with mean zero, allows us to prove the statement by
considering the simpler setting

qi (t) � N (0; � 2
q(t)) for all t 2 [0; T];

0 � x � max
y2 D

jyj + max
s2 [0;T ]

j� q(s)j =: M;

without loss of generality. Notice that we have performed an abuse of notation with
respect to qi . We �x t 2 [0; T] and x satisfying the above condition. With our scaling
choiceN = � � � , we have

� � (x; t ) = C� � � 1
NX

i =1

exp(� (qi (t) � x)2=2� 2):
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For � � 1, there exists� = � (D; T ) such that

� � � � P(qi (t) 2 (x � �; x + � ))
| {z }

=: px;t;�

for all t 2 [0; T]; for all x 2 [0; M ]:(102)

A simple choice is� := (2 =(2�� )) expf� (M + 1) 2=2� g, where we have used Assump-
tion (G).

The N particles being independent, we have

n(x; t ) := # f particles in (x � �; x + � ) at time tg � Bi( N; px;t;� ) = Bi( � � � ; px;t;� ):

We �x a positive real number � . It then follows that, on the set f n(x; t ) � 1g, we have

1
� �

� (x; t )
�

1
(n(x; t )� � � 1) � :

Estimate on the setf n = 0g. We now focus on the setf n(x; t ) = 0 g. First of all,
we notice that this event is asymptotically highly unlikely. More precisely, using the
independence of particles, we get

P(n(x; t ) = 0) = P
�
all particles in (x � �; x + � )C at time t

�
= (1 � px;�;t )N

= (1 � px;�;t ) � � �
� (1 � �� ) � � �

� exp
n

� � � ( � � 1) �
2

o
:(103)

Now that we have the asymptotic probability of �nding no particles in ( x � �; x + � ),
we rely on the trivial bound � � (x; t ) � w� (x � ~q(t))N � 1, where ~q(t) is the closest particle
to x at time t. In symbols, ~q(t) := qa(t), where a := arg mini =1 ;:::;N jqi (t) � xj. We
compute the probability density function for j~q(t) � xj. For this purpose, we compute,
for every y � 0,

P(jx � ~q(t)j � y) = 1 � P(j~q(t) � xj > y )

= 1 � P
�
all particles in (x � y; x + y)C at time t

�

= 1 � P
�
q1 in (x � y; x + y)C at time t

� N

= 1 � (� t (x � y) + 1 � � t (x + y))N ;

where we have set �t (z) :=
Rz

�1 G(y; 0; � 2
q(t))dy. In the rest of this proof only, we will

shorten G(y; 0; � 2
q(t)) to simply Gt (y). If we di�erentiate with respect to y, we get the

probability density function for j~q(t) � xj

f j ~q( t ) � x j (y) = 1y � 0 � N (� t (x � y) + 1 � � t (x + y)
| {z }

=: Z x;t (y )

)N � 1(Gt (x � y) + Gt (x + y)) :

We now rely on the inequality

E
�

1
� �

� (x; t )

�
� E

�
N �

w�
� (~q(t) � x)

�
:

We write the expectation on the right-hand side using the probability density function
for j~q � xj.
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E
�

N �

w�
� (~q(t) � x)

�
= N �

Z + 1

0
N (� t (x � y)

+ 1 � � t (x + y))N � 1(Gt (x � y) + Gt (x + y))
1

w2
� (y)

dy:(104)

Before we deal with (104), we need to estimateZx;t (y), at least for large values
of y. It is immediate to see that Zx;t (y) � ZM;t (y) for all y � 0. We compute the
derivative

d
d�

G(z;0; � ) = C exp
�

� z2=(2� )
	

� � 3=2 �
z2� � 1 � 1

�
:

Thanks to Assumption (G), this entails that

ZM;t (y) � ZM; t (y) for y � M +
p

�;(105)

where we have sett := arg maxs2 [0;T ] � 2
q(s). We now examine the ratio ZM; t (y)=

Gt (y � M ). We use the l'Hôpital rule and compute

lim
y! + 1

ZM; t (y)

Gt (y � M )
= lim

y! + 1

Z 0
M; t

(y)

G0
t
(y � M )

= lim
y! + 1

� Gt (M � y) � Gt (M + y)
M � y
� 2

q ( t )
Gt (y � M )

= lim
y! + 1

�
� 2

q(t)

y � M
+

� 2
q(t)

y � M
exp

�
�

4My
2� 2

q(t)

��
= 0 :

This implies the existence ofy = y(D; T ) > M +
p

� such that

Zx;t (y) � ZM; t (y) �

(
1 if y � y;

exp
�

� (y � M )2

2�

�
if y � y:

(106)

We are now able to compute(104) by splitting the integration on the two regions
[0; y] and [y; + 1 ) provided by (106). We obtain

E
�

N �

w�
� (~q(t) � x)

�

= N �
Z y

0
N (� t (x � y) + 1 � � t (x + y))N � 1(Gt (x � y) + Gt (x + y))

1
w�

� (y)
dy

+ N �
Z + 1

y
N (� t (x � y) + 1 � � t (x + y))N � 1(Gt (x � y) + Gt (x + y))

1
w�

� (y)
dy

� CN �
Z y

0

N
w�

� (y)
dy

| {z }
=: T1

+ N �
Z + 1

y
N exp

�
�

(y � M )2(N � 1)
2�

�
(Gt (x � y) + Gt (x + y))

1
w�

� (y)
dy

| {z }
=: T2

:

Integral T1 can be bounded as
Z y

0

N
w�

� (y)
dy = CN

Z y

0
� � exp

�
�y 2

2� 2

�
dy

= C� � +1 N
Z (y )=�

0
ez2

dz � K 1(D; T; � )N� � expf K 2(D; T )� � 2g:
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As for integral T2, we notice that the scalingN� � = 1 and the condition y > M +
p

�
provide the bound

�y 2

2� 2 �
(y � M )2(N � 1)

2�
� �

(y � M )2

4�=N
for N � N = N (D; T ):

We can then estimateI 2 for N � N , thus obtaining

I 2 � CN� �
Z + 1

0
exp

�
�y 2

2� 2 �
(y � M )2(N � 1)

2�

�
dy

� CN� �
Z + 1

0
exp

�
�

(y � M )2

4�=N

�
dy � CN 1=2� � :

We combine the contributions of T1 and T2 and deduce

E
�

N �

w�
� (~q(t) � x)

�
� K 1(D; T )N � � � �

N 1=2 + N exp(K 2(D; T )� � 2)
	

:(107)

We set � = 4 and we deduce that

E
�
� � 2

� (x; t ) � 1f n (x;t )=0 g
�

� E
�
� � 4

� (x)
� 1=2

P(n(x; t ) = 0) 1=2

� K 1(D; T )N 2� 2 �
N 1=2 + N exp(K 2(D; T )� � 2)

	 1=2
exp

n
� � � ( � � 1) �

4

o
! 0;

as N ! 1 and � ! 0. The scaling N� � = 1, with � > 3, is used to show the
convergence to 0 of the above estimate. We have dealt with the expectation of� � 2

� (x; t )
on the set f n(x; t ) = 0 g, uniformly over x 2 D and t 2 [0; T].

Estimate on the setf n � 1g. We now turn to the set f n(x; t ) � 1g, and more
precisely to estimating E

�
� � 2

� (x; t ) � 1f n (x;t ) � 1g
�
. We have already noticed that on

f n(x; t ) � 1g we have the bound

1
� 2

� (x; t )
�

1
(n(x; t )� � � 1)2 :

We use some tools from [6]. In particular, we estimate E[n(x; t ) � 2] using [6, Corollary,
section 2]. We haveE[(n(x; t ) + 2) � 2] =

R1
0 g2(z)dz, where for z 2 [0; 1]

g2(z) := z� 1
Z z

0
g1(u)du; g1(z) := t(q + pz)N ;

and where we have abbreviatedp := px;t;� , q := 1 � px;t;� . We bound g2 as

g2(z) = z� 1
Z z

0
u(q + pu)N du �

Z z

0
(q + pu)N du

= p� 1
Z z

0

d
du

�
(q + pu)N +1

N + 1

�
du =

(q + pz)N +1 � qN +1

p(N + 1)
:

We use the scalingN = � � � and proceed as

E
�
(n(x; t ) + 2) � 2�

=
Z 1

0
g2(u)du �

Z 1

0

1
p(N + 1)

�
(q + pu)N +1 � qN +1 	

du

�
qN +1

p(N + 1)
+

1
p2(N + 1)( N + 2)

�
� � � 1

�
exp

n
� � � ( � � 1) �

2

o
+

� 2� � 2

� 2 :
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As a result we obtain

E
�
� � 2

� (x; t ) � 1f n (x;t ) � 1g
�

� E
�

1
(n(x; t )� � � 1)2 � 1f n (x;t ) � 1g

�

�
32

� 2� � 2 E
�

1
(n(x; t ) + 2) 2 � 1f n (x;t ) � 1g

�

�
32

� 2� � 2 E
�

1
(n(x; t ) + 2) 2

�
� 32

�
� 1� �

�
exp

n
� � � ( � � 1) �

2

o
+

1
� 2

�
;

which is uniformly bounded in � , N . Combining the estimates onf n = 0g and f n � 1g
gives the result.

Adaptation of the proof of Proposition B.8 under Assumption (NG) . We need to
check that (102) still holds and also adapt (106). The validity of (102) is a conse-
quence of the theory of positive transition densities for degenerate di�usion stochastic
di�erential equations; see [16, section 3] and [25].

Let us now considerx 2 D; t 2 [0; T]. We de�ne � t (z) to be the cumulative
distribution function of q1(t). We need to estimateZx;t (y) := � t (x � y) + 1 � � t (x + y)
by providing a rapidly decaying estimate asy ! + 1 , similarly to (106). We use
Lemma B.5 to deduce

f q( t ) (q) � C
Z

R
M 1=2� � (q; p)dp � Ce� kV (q) ;(108)

where f q( t ) denotes the probability density function of q1(t), where � 2 (1=4; 1=2),
where k := (1 =2 � � )(2
=� 2), and where M is given in Assumption (NG). For
y � 3 maxx 2 D jxj, we consider the limit

lim
y! + 1

Zx;t (y)
e� kV (y)

� lim
y! + 1

R
Rn[� y=2;y=2] e� kV (q) dq

e� kV (y)
� C lim

y! + 1

� e� kV (y) � e� kV (y)

V 0(y)e� kV (y)
= 0 ;

where we have used(108) is the �rst inequality, and the l'Hôpital rule and Assump-
tion (NG) for the second inequality. The above limit, in combination with the growth
rate of V (at least quadratic thanks to Assumption (NG)), guarantees that

Zx;t (y) �

(
1 if y � y = y(D; T; V );

exp
�

� y2

2�

�
if y � y

for some� > 0. The above estimate replaces(106) in the remaining part of the proof,
which is unchanged.

Remark B.9. The growth condition for V (i.e., the requirement n � 1, instead of
n > 1=2) is dictated by the adaptation of the proof of Proposition B.8. This stricter
condition is not necessary for the proofs of Lemma B.5 and Proposition B.6.
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2.2. Conclusions

We have derived and analysed a regularised DK model based on stochastically inde-

pendent Langevin particles, under two di�erent sets of assumptions for the on-site

potential V . As a key feature, our regularisation keeps track of particles’ positions and

momenta through a smooth kernel w� rather than through the (atomic) Dirac distri-

bution function. The regularisation parameter � is related to the number of particles

through the scaling N�� = 1, where � is chosen large enough.

We started by writing down the evolution equation of relevant smoothed densities

��; j� in (9). Equation (9) is not closed in ��; j�, due to the microscopic noise _ZN , and

the auxiliary process j2;�.
We proved several results, the �rst of which is Proposition 1.1. Here, we established

tightness of all the components of (9) in the simultaneous limit of N !1, �! 0. The

techniques deployed in the proof of this result, which are of independent interest, are

the basis of the proofs of two subsequent results: in Proposition 1.2, uniqueness of

the limit of �� (for � ! 0) was achieved; in Theorem 1.3, the microscopic noise _ZN
was replaced with the DK-type noise _YN . The error associated with such replacement,

which is negligible w.r.t. the noise size in the limit N ! 1, � ! 0, is detailed in

terms of the scaling parameter �. The square-root feature of _YN is inherited from

the stochastic independence of the particles’ random driving forces, while the in�nite-

dimensional noise ~�� is of trace class because of the spatial smoothing entailed by the

use of the kernel w� instead of Dirac deltas. Furthermore, we gave meaning to the

conservative nature of the system by not combining the evolution equations for ��
and j�, thus keeping the second-order in time structure of the model (as opposed to a

�rst-order in time structure of (1.1)). In this way, the divergence operator acts on the

stochastic noise only through the conservation of mass for �� (see (9), �rst equation), so

there is no ambiguity as to the precise de�nition of the stochastic noise for the system.

Combining these considerations with Proposition 1.2 and Theorem 1.3, we were able

to justify the mesoscopic noise of (45b).

As for j2, we approximated it with a multiple of @��=@x under a low temperature

assumption.

The overall result of the above modelling gave (45). After having been endowed

with periodic boundary conditions, (45) becomes what we referred to as our regularised

Dean-Kawasaki model (14). We then provided a suitable function setting in which

we looked for mild solutions to (14). As (14) is a wave-type equation (thus, with no

compact semigroup), we had to smooth the square-root singularity in the noise to build

a mild solution. We relied on a small noise regime analysis and provided a uniqueness

and existence result for a solution to (14) that stays bounded away from the zero (i.e.,

from the square-root singularity) in a high probability sense. This is the content of

Theorem 1.6.

The points of strength of this work can be summarised as follows. Firstly, a rigorous

derivation of a Dean-Kawasaki type model is made possible by the choice of a smooth

function setting over the atomic setting. Secondly, a quantitative estimate on the ‘cost’

associated with the noise replacement (from microscopic to mesoscopic) is detailed.

Thirdly, a proper de�nition of a conservative stochastic noise for the model is given by

keeping a second-order structure (i.e., with no overdamped limit). Finally, the resulting

model allows for smooth solutions (as opposed to (1.1)) in a high probability sense.

A number of questions remain open. Most importantly, the results we have pro-

duced do not give a solution de�ned with full probability. An associated criticality

is the almost sure positivity for the density ��, which we can not achieve due to the
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fact the �� might signi�cantly deviate (even if only with small probability) from the

solution to the noise-free equivalent of (14). As a matter of fact, there is no component

in (14) which prevents the solution from going negative. This is an indirect result of

the chosen approximation of j2;�, which leads to a stochastic perturbation of a wave

equation.

The aspect of positivity of solutions for DK type equations appears to be crucial,

and we will analyse it in more detail in Chapter 4. In Chapter 3, we extend the results

obtained in this chapter to the important case of weakly interacting particles, thus

allowing nonlocal interactions between the particles and, as a consequence, some form

of stochastic dependence between them.

66



Chapter 3

From weakly interacting particles to a regularised

Dean–Kawasaki model

In this chapter, we extend the contents of Chapter 2 to Langevin particle systems

allowing weak nonlocal interactions via a pairwise potential. This is joint work with

Tony Shardlow and Johannes Zimmer, and is available on arXiv [11].

3.1. Outline of the Article

As we have seen in the previous chapter, a regularisation of the mass-preserving noise

of the DK equation (1.1) is derived from replacing the microscopic noise

�
N

NX

i=1

w�(x� qi(t))

with the mesoscopic noise

�
p
N

p
��(x; t)~��;

with the Q-Wiener noise ~�� approximating a space-time white noise in the limit �! 0.

In particular, the speci�c nonlinear form of the mesoscopic noise is given by the in-

dependence of the Brownian motions driving the N particles, while it is not a�ected

by stochastic independence of the particles themselves. In other words, while the de-

rivation of the regularised DK model in the previous chapter bene�ts in many points

from the independence of the particles, such independence is not necessary to derive

the distinctive DK noise. As a matter of fact, the original DK equation (1.1) is derived

from interacting particles [15]. It thus appears natural to adapt the regularisation

arguments of the previous chapter to a system of interacting particles, so to describe

more realistic and interesting cases. In particular, we consider particles weakly in-

teracting via a pairwise potential W ; these systems are intrinsically associated with

a macroscopic nonlocal interaction term of type fW � �g �: On top of the arguments

used in the previous chapter, we also rely on propagation of chaos techniques and Si-

mon’s compactness criterion. The propagation of chaos allows to compare, in the limit

N ! 1, our system of (dependent) particles to an auxiliary system of (independent)

particles subject to McKean{Vlasov dynamics. The latter system can be dealt with

using techniques from the previous chapter. The tightness analysis of relevant regu-

larised quantities f��g�; fj�g�; fj2;�g� is dealt with using Simon’s compactness criterion,

rather the Kolmogorov’s criterion. This addresses the lower time regularity entailed by

the use of propagation of chaos.

We prove technical results (such as the propagation of chaos and relevant moment

bounds) in Section 2. We provide the tightness analysis and relevant approximations

(such as noise and drift replacements) and we obtain a regularised DK model for weakly

interacting particles in Section 3. We analyse this model in Section 4.
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From weakly interacting particles to a regularised
Dean{Kawasaki model

Federico Cornalba *, Tony Shardlow „, Johannes Zimmer …

Department of Mathematical Sciences, University of Bath, B ath, BA2 7AY, United Kingdom

Abstract

The evolution of �nitely many particles obeying Langevin dy namics is described by Dean{
Kawasaki equations, a class of stochastic equations featuring a non-Lipschitz multiplicative
noise in divergence form. We derive a regularised Dean{Kawasaki model based on second order
Langevin dynamics by analysing a system of particles interacting via a pairwise potential. Key
tools of our analysis are the propagation of chaos and Simon's compactness criterion. The model
we obtain is a small-noise stochastic perturbation of the undamped McKean{Vlasov equation.
We also provide a high-probability result for existence anduniqueness for our model.

Key words : Interacting particles, propagation of chaos, weakly self-consistent Vlasov-Fokker-
Planck equation, Dean{Kawasaki model, mild solutions, second order Langevin dynamics.

AMS (MOS) Subject Classi�cation : 60H15 (35R60)

1 Introduction

The Dean{Kawasaki model [6, 15] describes the evolution of asystem of �nitely many particles
obeying Langevin dynamics. A key feature of the particle system is the stochastic independence
of the forcing terms driving the particles. The particles themselves, on the other hand, might be
independent [19] or interact through a potential [6]: in this work, we focus on the latter case.

In its simplest form, the Dean{Kawasaki model reads

@t � = r �
�

� r
�F (� )

��

�
+ r � (�

p
� � ) ; (1)

with � 2 R, where � is the particle density, F is an energy functional, and� is a space-time white
noise. The model (1) may be obtained from either a �rst-order Langevin equation [6], or from
second-order Langevin dynamics in an overdamped limit [19].

Equations such as (1) pose a challenge for existence theory,in particular due to the multiplicative
structure of the noise in divergence form and to its square-root coe�cient function. The latter is
related to the independence of the forcing terms driving theparticles [6, 19]. Consequently, well-
posedness for (1) is an open question, with the exception of the purely di�usive case [18]. More
speci�cally, for the deterministic drift being N

2 �, where N > 0, equation (1) admits a unique trivial
(atomic) solution only if N 2 N, and has no solutions ifN =2 N. This striking result indicates how
subtle the analysis of equations of this kind is.

In order to obtain non-trivial solutions to (1), di�erent ap proaches have been developed in
recent years. One approach is to correct the drift [29, 2, 16,17], another one is to regularise the
equation [10, 21]. For a regularised undamped equivalent of(1), corresponding to a regularised
stochastic wave equation in the density/momentum density pair ( �; j ), a result of existence and

* e-mail: F.Cornalba@bath.ac.uk
„ e-mail: T.Shardlow@bath.ac.uk
…e-mail: J.Zimmer@bath.ac.uk
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2

uniqueness is found in [4]; that model, here referred to as the regularised Dean{Kawasaki model,
is derived from independent particles. The key regularisation chosen in [4] is a representation
of particles by Gaussians, rather than their limiting Dirac measures. The main contributions of
this work is to extend this idea to some important systems of interacting particles. Speci�cally,
we derive and analyse a regularised Dean{Kawasaki model setin the undamped regime, as in [4],
but describing the evolution of a system of �nitely many weakly interacting particles governed by
undamped McKean{Vlasov dynamics, see for example [9, 3, 24].

Throughout the paper, we rely on some methodology found in [4]. However, the interaction of the
particles also requires various new approaches. Speci�cally, in contrast to [4], we employ propagation
of chaos techniques [20] and Simon's compactness criterion[26] to overcome the di�culties posed by
stochastically dependent particles. In addition, as the resulting model is superlinear (as speci�ed
below), we also need to localise the solutions using suitable stopping times. More details are provided
in Subsection 1.2 below.

1.1 Weakly interacting particles on a one-dimensional toru s

The system studied here consists ofN interacting particles on the one-dimensional 
at torus of
length one, denoted by T. Each particle i 2 f 1; : : : ; N g is described in terms of position and
velocity (qi ; pi ) 2 T � R. The system obeys the following undamped Langevin dynamicson a
probability space (
 ; F ; P),

8
>><

>>:

_qi = pi ;

_pi = � 
p i �
1
N

NX

j =1

W 0(qi � qj ) + � _� i ; i = 1 ; : : : ; N;
(2)

where f � i gN
i =1 are independent Brownian motions, the interaction potential W is periodic and

smooth, say W 2 C2(T), the initial conditions f (qi; 0; pi; 0)gN
i =1 are independent and identically

distributed, and � and 
 are positive constants. The dissipative term � 
p i is a frictional drag,
balancing the 
uctuating Brownian term � _� i . The particles f (qi ; pi )gN

i =1 are exchangeable, but not
necessarily independent.

Remark 1.1. Throughout this work, diacritical dots (_) are used to indicate time di�erentiation
of �nite or in�nite dimensional Itô processes (e.g., see (2)).

In order to study (2), we introduce an auxiliary Langevin system of particles f (qi ; pi )g
N
i =1 obeying

(
_qi = pi ;
_pi = � 
 pi � W 0� � t (qi ) + � _� i ; i = 1 ; : : : ; N;

(3)

where � denotes the convolution operator onT, � t denotes the law of qi (t), and the Brownian
motions and the initial conditions coincide P-a.s. with their respective counterparts in (2). As
a result of these assumptions, the particlesf (qi ; pi )g

N
i =1 are clearly independent. System (3) is

associated with the Vlasov{Fokker{Planck equation

@ft
@t

+ p
@ft
@q

� W 0� � [f t ](q)
@ft
@p

=
� 2

2
� pf t +

@(
pf t )
@p

(4)

in the probability density function f t (q; p) : [0; T ] � T � R ! [0; 1 ), where � [f t ](q) =
R

R f t (q; p)dp;
see [3, 28].
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1.2 Outline of the paper

We derive and analyse a regularised Dean{Kawasaki model in the undamped regime, based on
the interacting particle system (2). A portion of our analysis is based on [4], and the relevant
methodological novelties are sketched and put into contextbelow.

Section 2 contains some auxiliary results. Subsection 2.1 establishes a propagation of chaos
result (Proposition 2.1) linking (2) and (3), using ideas from [22, 20]. This sort of result, which is
not required in [4], is here needed to compare the system of interest (2) to the more tractable system
of independent particles (3). Speci�c aspects of the lattersystem's regularity, and in particular of
the regularity of solutions to (4), are studied in Proposition 2.3 in Subsection 2.2; there, we explain
the reason for choosingT (rather than R as in [4]) as the spatial domain. Subsection 2.3 relies on
Propositions 2.1 and 2.3 to establish Proposition 2.6: for� > 0, this result provides � -independent
uniform estimates for certain Sobolev-space norms appliedto the regularised densities

� � (x; t ) :=
1
N

NX

i =1

w� (x � qi (t)) ; j � (x; t ) :=
1
N

NX

i =1

pi (t)w� (x � qi (t)) ; (5)

j 2;� (x; t ) :=
1
N

NX

i =1

p2
i (t)w0

� (x � qi (t)) : (6)

Above, (x; t ) 2 T � [0; T ], while w� is the periodic von Mises distribution [12] on T with location
parameter � := 0 and concentration parameter � := � � 2, namely,

w� (x) := Z � 1
� e

� sin 2 ( x= 2)
� 2 =2 ; Z � :=

Z

T
e

� sin 2 ( x= 2)
� 2 =2 dx: (7)

The quantities in (5) are the regularised empirical density and momentum density for (2), and will
be the building block of our �nal model; as for (6), this is a relevant auxiliary quantity emerging
from the analysis of (5).

The kernel w� is introduced for smoothing and regularisation purposes. More precisely, we
work with the quantities (5){(6) rather than their atomic co unterparts de�ned by a replacement
of w� with Dirac delta functions centred on the particles; this is a key aspect of our approach, as
it allows us to use standard tools from stochastic analysis and work with smooth functions. We
refer to [4, Section 1] for a similar discussion. The kernelw� , which recovers a Dirac delta as
� ! 0, is the toroidal equivalent of a Gaussian distribution with variance � 2. The basic inequality
jx=4j � j sin(x=2)j � j x=2j, valid for all x 2 [0; � ], implies that the � -scalings of all the moments of
w� are identical to those of a Gaussian of variance� 2. In particular, we have that C1� � Z � � C2� ,
for some constantsC2 > C 1 > 0. We can thus e�ectively use the kernelw� as if it is a Gaussian of
variance � 2, thus reusing much of scaling considerations (of polynomial type in � � 1 and N � 1) found
in [4], where w� is Gaussian.

Remark 1.2. Throughout the paper, the quantities in (5){(6) will always be understood under
scalings of the type N� � = 1, for � large enough. Such a scaling is convenient to deal with the
simultaneous limits � ! 0 and N ! 1 . This is because most bounds that we will prove with
respect to (5){(6) feature a polynomial contribution in � � 1 and N � 1, as mentioned above.

Section 3 is concerned with the evolution of the particle system (2). Subsection 3.1 contains
Proposition 3.2, which provides relative compactness in law for the families f � � g� ; f j � g� , and f j 2;� g�

in the limit � ! 0. In this result, the crucial feature of time regularity of t he processes is settled
not by the Kolmogorov criterion [14, Corollary 14.9] (as for the corresponding result in [4]), but by
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Simon's compactness criterion [26, Theorem 5] applied in the context of the Prokhorov Theorem [14].
The need for the latter method arises since the estimates forthe time regularity obtained here are
less sharp than those in [4], due to the use of the propagationof chaos (Proposition 2.1).

We then focus on the evolution equations for (5), which are the building blocks of our regularised
Dean-Kawasaki model. As the evolution equations for (5) arenot closable in (5), we rely on
three relevant approximations. The �rst one, explained in Subsection 3.2, provides the distinctive
particle interaction term f W 0� � � g� � . The second one, detailed in Subsection 3.3, gives the relevant
Dean{Kawasaki type noise (depending on� � and on a regular in�nite-dimensional noise). The key
di�erences with respect to the analogous argument performed in [4] (these being primarily due to
the use of the propagation of chaos, the use of the von Mises kernels, and the lack of control over
inverse powers of� � in the case of dependent particles) are explained there. Thethird and �nal
approximation, which we justify in a low-temperature regime, allows us to replacej 2;� (de�ned
in (6)) with a multiple of @�� =@x.

In Section 4 we take advantage of the approximations discussed above and derive ourregularised
Dean-Kawasaki model for weakly interacting particles in undamped regime

8
>>>>>><

>>>>>>:

@~� �

@t
(x; t ) = �

@~j �

@x
(x; t );

@~j �

@t
(x; t ) = � 
 ~j � (x; t ) �

�
� 2

2


�
@~� �

@x
(x; t ) � f W 0 � ~� � (�; t)g(x)~� � (x; t ) +

�
p

N

q
~� � (x; t ) ~� � ;

~� � (x; 0) = � 0(x); ~j � (x; 0) = j 0(x);

(8a)

(8b)

for (x; t ) 2 T � [0; T ], where (� 0; j 0) is a suitable initial datum, where ~� � is a regular Q-Wiener
process (e.g., in the sense of [25]), and where the aforementioned approximations are visible in
the last three terms of the right-hand side of (8b). We use (~� � ; ~j � ) to refer to the solution of the
approximate model (8), and (� � ; j � ) to refer to the original densities in (5).

We provide a few preliminary results concerning the existence of local mild solutions to (8) and
also to its noise-free version. We then prove the main existence and uniqueness result of the paper,
Theorem 4.4. More speci�cally, we perform a small-noise regime analysis, in a similar way to the
one carried out in [4], to prove a high-probability existence and uniqueness result of mild solutions
to (8). On top of the arguments in [4], additional localisation procedures via stopping times and the
conservation of mass for the system are needed to treat the locally bounded (superlinear) interaction
term f W 0� ~� � g~� � .

2 Preliminary results

We prove a few results which will be used in Section 3 for the derivation of the undamped regularised
Dean{Kawasaki model for weakly interacting particles.

2.1 Propagation of chaos

We �rst quantify how much the particles in (2) follow their co unterparts in (3).

Proposition 2.1 (Propagation of chaos). Let N 2 N, let � � 2 be an even natural number, let
T > 0, and let W 2 C2(T). There exists a constantC = C(W; T; � ) such that

sup
t2 [0;T ]

E
�
jq1(t) � q1(t)j� + jp1(t) � p1(t)j�

� 1
� �

C(W; T; � )
p

N
; (9)
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where the particle notation is inherited from (2) and (3).

Proof. We adapt the proof of [20, Theorem 3.3]. Let� N (t) := E[jq1(t) � q1(t)j� + jp1(t) � p1(t)j� ].
We apply the Itô formula for the function f (z) = jzj� applied to the processesqi (t) � qi (t) and
pi (t) � pi (t), for each i 2 f 1; : : : ; N g, and sum the results. We notice that the stochastic noise for
pi (t) � pi (t), i 2 f 1; : : : ; N g, vanishes by assumption. We obtain

NX

i =1

jqi (t) � qi (t)j
� =

Z t

0

NX

i =1

� (qi (r ) � qi (r )) � � 1(pi (r ) � pi (r ))d r =: T1;

NX

i =1

jpi (t) � pi (t)j
� = �

�
N

Z t

0

NX

i;j =1

(pi (r ) � pi (r )) � � 1 (W 0(qi (r ) � qj (r )) � W 0� � r (qi (r ))) d r

+
Z t

0

NX

i =1

� (pi (r ) � pi (r )) � � 1(� 
 [pi (r ) � pi (r )])d r =: T2 + T3:

(10a)

(10b)

We bound T1 using the Young inequality with exponents � and �= (� � 1). We thus obtain for
T1 + T3

T1 + T3 � C(�; 
 )
Z t

0

NX

i =1

(jqi (r ) � qi (r )j� + jpi (r ) � pi (r )j� )dr: (11)

As for T2, we rewrite it as T2 = � �
N

Rt
0

P N
i;j =1

n
c(1)

ij (r ) + c(2)
ij (r )

o
dr , where

c(1)
ij (r ) :=

�
W 0(qi (r ) � qj (r )) � W 0(qi (r ) � qj (r ))

�
(pi (r ) � pi (r )) � � 1 ;

c(2)
ij (r ) :=

�
W 0(qi (r ) � qj (r )) � W 0� � r (qi (r ))

�
(pi (r ) � pi (r )) � � 1 :

We use the boundedness ofW 00, a Taylor expansion ofW 0, and the Young inequality with exponents
� and �= (� � 1) to �nd

�
�
�
�
�
�
�

�
N

Z t

0

NX

i;j =1

c(1)
ij (r )dr

�
�
�
�
�
�

�
�
N

Z t

0

NX

i;j =1

�
�W 0(qi (r ) � qj (r )) � W 0(qi (r ) � qj (r ))

�
� jpi (r ) � pi (r )j� � 1dr

�
C(W; � )

N

Z t

0

NX

i;j =1

�
jqi (r ) � qi (r )j +

�
�qj (r ) � qj (r )

�
� 	 jpi (r ) � pi (r )j� � 1dr

�
C(W; � )

N

Z t

0

NX

i;j =1

�
jqi (r ) � qi (r )j� +

�
�qj (r ) � qj (r )

�
� � + jpi (r ) � pi (r )j �

	
dr

= C(W; � )
Z t

0

NX

i =1

fj qi (r ) � qi (r )j� + jpi (r ) � pi (r )j � gdr: (12)

Fix r 2 [0; t] and i 2 f 1; : : : ; N g. We employ the H•older inequality with exponents � and �= (� � 1)
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to obtain

E

2

4
NX

j =1

c(2)
ij (r )

3

5 = E

2

4
NX

j =1

�
W 0(qi (r ) � qj (r )) � W 0� � r (qi (r ))

�
(pi (r ) � pi (r )) � � 1

3

5

� E
�
jpi (r ) � pi (r )j�

� (� � 1)=� � 1=�
i (r ); (13)

where

� i (r ) := E

2

4

�
�
�
�
�
�

NX

j =1

� qi (r );qj (r )

�
�
�
�
�
�

� 3

5 = E

2

4

0

@
NX

j =1

� qi (r );qj (r )

1

A

� 3

5 ;

with � qi (r );qj (r ) := W 0(qi (r ) � qj (r )) � W 0 � � r (qi (r )), and where we have also used the fact that�
is an even natural number. We de�ne

T1;� := f j = ( j 1; : : : ; j � ) 2 f 1; : : : ; N g� : 9j k 6= i such that j k appears exactly once injg ;

T2;� := f j = ( j 1; : : : ; j � ) 2 f 1; : : : ; N g� : j =2 T1;� g:

We have #T2;� � C(� )N �= 2, where # denotes set cardinality. To see this, consider a generic j 2 T2;� .
There are at most �= 2 values attained in j : arguing by contradiction, if this is not the case, then
i is attained exactly once (due to the de�nition of T2;� ). However, this means that the remaining
� � 1 occurrences ofj are distributed among at least �= 2 values, granting the existence ofj k 6= i
appearing exactly once inj , and thus contradicting the de�nition of T2;� . We therefore have no
more than C(� )N �= 2 possible con�gurations in T2;� , whereC(� ) is a suitable constant. We expand
the de�nition of � i (r ) as

� i (r ) =
X

j 2T 1;�

E

"
�Y

k=1

� qi (r );qj k
(r )

#

+
X

j 2T 2;�

E

"
�Y

k=1

� qi (r );qj k
(r )

#

:

For any j 2 S1;� , it holds that E
hQ �

k=1 � qi (r );qj k
(r )

i
= 0. To see this, let z 2 T, and let j 6= i be an

index appearing just once inj . Then

E

" �Y

k=1

� qi (r );qj k
(r )

�
�
�
�
�
qi (r ) = z

#

=
Y

j k = i

� z;z � E

2

4

0

@
Y

j k 6= i;j k 6= j

� z;qj k
(r )

1

A � z;qj (r )

�
�
�
�
�
�
qi (r ) = z

3

5

=
Y

j k = i

� z;z � E

2

4

0

@
Y

j k 6= i;j k 6= j

� z;qj k
(r )

1

A � z;qj (r )

3

5 (14)

=
Y

j k = i

� z;z � E

2

4
Y

j k 6= i;j k 6= j

� z;qj k
(r )

3

5E
h
� z;qj (r )

i
(15)

=
Y

j k = i

� z;z � E

2

4
Y

j k 6= i;j k 6= j

� z;qj k
(r )

3

5E
��

W 0(z � qj (r )) � W 0� � r (z)
��

= 0 ; (16)

where independence of particles is used in (14) and (15), andE
��

W 0(z � qj (r )) � W 0� � r (z)
��

= 0
settles (16). The exchangeability of particles, the H•older inequality, the boundedness ofW 0, and
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the bound # T2;� � C(� )N �= 2 then give

� i (r ) =
X

j 2S 2;�

E

" �Y

k=1

� qi (r );qj k
(r )

#

� C(� )N
�
2 E

�
jW 0(q1(r ) � q2(r )) j � + jW 0� � r (q1(r )) j �

�
� C(W; � )N

�
2 : (17)

We sum (10a) and (10b), combine (11), (12), (13), and (17), and use the exchangeability of the
particles to obtain

� N (t) �
Z t

0
C(�; 
 )� N (r )dr +

Z t

0
C(W; � )N � 1=2(� N (r )) (� � 1)=� dr: (18)

Applying the Young inequality in the second integral of (18) and then Gronwall's inequality com-
pletes the proof.

We point out a couple of di�erences between Proposition 2.1 and [20, Theorem 3.3]. Firstly, we
do not require convexity for the interaction potential W , as we are only interested in an estimate
up to a given �nite time; there is thus no need for a dissipative term in (18). Secondly, since the
derivative W 0 is bounded, we can choose� arbitrarily large without violating the validity of (17).
In the proof of Proposition 2.6 below, we will pick � > 2.

2.2 Fokker{Planck regularity estimates

We now establish useful regularity properties of the particle system (3). We useCn to denote n
times continuously di�erentiable functions on T, for n 2 N [ f 0g. We �rst specify our assumptions
on (3).

Assumption 2.2. We assume that the initial datum ( q(0); p(0)) of (3) coincides with (qaux (t0); paux (t0))
for somet0 > 0, where (qaux ; paux ) is an auxiliary process satisfying (3) and starting from aninitial
datum distributed according to a probability density f 0 satisfying

Z

T

Z

R
f 0(q; p)(1 + p2)kdpdq < 1 :

Our choice to only consider a process \restarted" at some time t0 > 0 is motivated by the need
of the uniform-in-time Sobolev estimates found in [28, (17.2)], which we will use in the following
result.

Proposition 2.3. For n; n1 2 N [ f 0g and c � 2, let w be a Cn -probability density function and
g 2 Cn . Let the initial datum of (3) be as speci�ed in Assumption 2.2. Then

Z

T

�
�
�
�E

�
g(q(t))pn1 (t)

@n

@xn
w(x � q(t))

� �
�
�
�

c

dx � C(g; t0; f 0; n); for all t � 0;

where C(g; t0; f 0; n) does not depend onw.

Proof. We �rst prove that, for f t (q; p) being the probability density function of ( q(t); p(t)) and for
any ~g 2 C0, we have

Z

T

�
�
�
�

Z

R
j~g(q)pn1 j

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
� dp

�
�
�
�

c

dq � C(~g; t0; f 0; n); for m 2 f 0; 1; : : : ; ng: (19)
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We use the boundedness ofg and the H•older inequality with exponents c and c=(c � 1) to obtain

Z

T

�
�
�
�

Z

R
j~g(q)pn1 j

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
� dp

�
�
�
�

c

dq � C(~g)
Z

T

�
�
�
�
�

Z

R
jpn1 j

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
�

2
c

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
�

c� 2
c

dp

�
�
�
�
�

c

dq

� C(~g)
Z

T

 Z

R
jpn1cj

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
�

2 �
�1 + p2�

�kc
dp

!  Z

R

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
�

c� 2
c� 1 �

�1 + p2�
� �

kc
c� 1 dp

! c� 1

dq:

(20)

The secondp-integral in (20) can be bounded by a constantC(t0; f 0; n), provided we pick k > c� 1
2c .

To see this, we notice that [28, (17.2)] gives uniform boundsin time for kf tkW n +2 ;2 (T� R) , where we
use the Sobolev space notation. The continuous embeddingW n+2 ;2(T � R) � Cm (T � R), which is
a result of the application of [1, Theorem 4.12, Part I, Case A, equation (1)]) thus implies that

sup
q2 T;p2 R

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
� � C(t0; f 0; n); for all t � 0:

As a result, the argument of the secondp-integral in (20) is controlled by (1 + p2)� kc
c� 1 , which is

integrable thanks to the choice ofk. Thus (20) is bounded by

C(~g; t0; f 0; n)
Z

T

Z

R
jpn1cj

�
�
�
�

@m

@qm
f t (q; p)

�
�
�
�

2 �
�1 + p2�

�kc
dpdq;

which is in turn uniformly bounded in time due to [28, (17.2)]. We have thus veri�ed (19). We now
de�ne ~f t (q) :=

R
R (@n =@qn ) f g(q)pn1 f t (q; p)gdp. We use integration by parts and Young's inequality

for convolutions to bound
Z

T

�
�
�
�E

�
g(q(t))pn1 (t)

@n

@xn
w(x � q(t))

� �
�
�
�

c

dx =
Z

T

�
�
�
�

Z

T

Z

R
g(q)pn1 f t (q; p)

@n

@qn
w(x � q)dpdq

�
�
�
�

c

dx

=
Z

T

�
�
�
�

Z

T

Z

R
w(x � q)

@n

@qn
f g(q)pn1 f t (q; p)gdpdq

�
�
�
�

c

dx

=
Z

T

�
�
�
�

Z

T
w(x � q) ~f t (q)dq

�
�
�
�

c

dx =



 w � ~f t




 c

L c (T) � k wkc
L 1 (T)




 ~f t




 c

L c (T) =



 ~f t




 c

L c (T)

=
Z

T

�
�
�
�

Z

R

@n

@qn
f g(q)pn1 f t (q; p)gdp

�
�
�
�

c

dq

� C(n; c)
nX

j =0

Z

T

�
�
�
�

Z

R

�
�
�
�

@j

@qj
f g(q)gpn1

@n� j

@qn� j f f t (q; p)g
�
�
�
� dp

�
�
�
�

c

dq: (21)

As g 2 Cn , it is clear that each of the (n + 1) terms in (21) is as prescribed by the left-hand-side
of (19), for some appropriate choices of ~g and m. The proof is complete.

Remark 2.4. The use of [28, (17.2)] is the reason for havingT, and not R, as the spatial domain.

Remark 2.5. With the same notation and assumptions of Propositions 2.1 and 2.3, let the initial
datum of the particles systems (2) and (3) have density (qaux (t0); paux (t0)). It is easy to prove that
the particle systems (2) and (3) have moments of any order uniformly bounded on [0; T]. This is a
simple consequence of the boundedness ofW 0.
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2.3 A useful application of the propagation of chaos

The result proved in this subsection is used in Section 3 in order to provide estimates independent
of � for the H k-norm of the expressions (5) and (6). We use the standard Sobolev space notation
H k := H k(T), for k 2 N, and also L p := L p(T), for p 2 [1; 1 ]. As already mentioned, we will
always assume a scaling of typeN� � = 1, for � large enough, say� > � 0. In this paper, we are not
interested in optimising in � (i.e., in �nding its lowest admissible value).

Proposition 2.6. Let the assumptions of Propositions 2.1 and 2.3 be satis�ed,and let N 3 c � 2.
Then, in the regime N� � = 1 , for � large enough, we have that

E

" 










1
N

NX

i =1

pn1
i (t)

@n

@nx
w� (� � qi (t))












c

L c

#

(22a)

and

E

2

4














1
N

NX

i =1

8
<

:
1
N

NX

j =1

W 0(qi (t) � qj (t))

9
=

;
pn1

i (t)
@n

@nx
w� (� � qi (t))














c

L c

3

5 (22b)

are uniformly bounded in � , N , and t 2 [0; T].

Even though the proof of Proposition 2.6 is a suitable extension of [4, Proof of Proposition 1.1],
we include it here to keep the paper as self-contained as possible. For the bene�t of the curious
reader, we point out the analogies between the two proofs in the subsequent Remark 2.7, which
may be skipped on a �rst reading.

Proof of Proposition 2.6. We �rst deal with (22a). Set ai (x; t ) := pn1
i (t) @n

@n x w� (x � qi (t)). If we
expand the L c-norm, we get

E

" 










1
N

NX

i =1

pn1
i (t)

@n

@n x
w� (� � qi (t))












c

L c

#

=
1

N c

X

j 2S 1;c

E

" Z

T

cY

k=1

aj k (x; t )dx

#

+
1

N c

X

j 2S 2;c

E

" Z

T

cY

k=1

aj k (x; t )dx

#

;

where S1;c and S2;c are given by

S1;c := f j = ( j 1; : : : ; j c) 2 f 1; : : : ; N gc : j does not have repeated componentsg; (23a)

S2;c := f j = ( j 1; : : : ; j c) 2 f 1; : : : ; N gc : j has repeated componentsg: (23b)

We use the exchangeability of the particles, the fact that #S2;c � C(c)N c� 1, the H•older inequality,
and the fact that all moments of pi are uniformly bounded on [0; T] (see Remark 2.5) to obtain

1
N c

X

j 2S 2;c

E

" Z

T

cY

k=1

aj k (x; t )dx

#

�
C(c)
N

Z

T
E

�
ac

1(x; t )
�
dx �

Q(� � 1)
N

! 0 as � ! 0; (24)

where Q is some polynomial whose degree depends onn. The convergence to zero is granted
by the scaling N� � = 1, assuming that � is large enough. For eachj 2 S1;c, we now analyse
E[

R
T

Q c
k=1 aj k (x; t )dx]. The particles f (qi ; pi )gN

i =1 not being independent, we rely on the propagation
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of chaos, i.e., on Proposition 2.1. The strategy is the following: in eachaj k (x; t ), we add and subtract
relevant quantities associated with (3). More speci�cally, we split

pn1
i (t) = pn1

i (t) � pn1
i (t)

| {z }
A 1;i :=

+ pn1
i (t)

| {z }
B 1;i :=

; (25a)

@n

@nx
w� (x � qi (t)) =

@n

@nx
w� (x � qi (t)) �

@n

@nx
w� (x � qi (t))

| {z }
A 2;i :=

+
@n

@n x
w� (x � qi (t))

| {z }
B 2;i :=

: (25b)

The estimates

jA1;i j � C(n1)jpi (t) � pi (t)j(jpi (t)jn1 � 1 + jpi (t)j
n1 � 1); (26a)

jA2;i j � Q(� � 1)jqi (t) � qi (t)j; (26b)

jB2;i j � Q(� � 1); (26c)

whereQ is a polynomial, follow easily from Taylor expansions and bounds on derivatives ofw� . We
regroup the 22c terms arising from the expansion of the product

Q c
k=1 (A1;j k + B1;j k ) (A2;j k + B2;j k )

as

cY

k=1

(A1;j k + B1;j k ) (A2;j k + B2;j k ) =
cY

k=1

B1;j k B2;j k +
22c � 1X

s=1

Cs;

where the sum spans all 22c � 1 terms of the expansion which feature at least one factor of type A
(i.e., each Cs is a product of 2c terms of type A and B , with at least one being of type A). As a
result, we write

E

" Z

T

cY

k=1

aj k (x; t )dx

#

= E

" Z

T

cY

k=1

B1;j k B2;j k dx

#

+
22c � 1X

s=1

E
� Z

T
Csdx

�
:= T1 + T2: (27)

We bound T2. As each term Cs contains a factor of type A, we can use (26) to deduce that

jCsj �

 cY

i =1

jpi (t) � pi (t)j
� i jqi (t) � qi (t)j

� i

!

�

 
cY

i =1

�
C(n1)( jpi (t)jn1 � 1 + jpi (t)j

n1 � 1)
� � i �

Q(� � 1)
� � i

!

�

 cY

i =1

[pi (t)]
1� � i

�
Q(� � 1)

� 1� � i

!

=: T3 � T4 � T5;

for some � i ; � i 2 f 0; 1g,
P c

i =1 � i + � i 2 f 1; : : : ; 2cg. We can bound E[jCsj] by applying a multi-
factor H•older inequality involving each term of the produc t E[T3 � T4 � T5]. More precisely, the
expectation of each term ofT3 is either unitary, or dealt with by using Proposition 2.1 (pr opagation
of chaos); the expectation of each term ofT4 and T5 is either unitary, or dealt with by relying on
the fact that all moments of pi (t), pi (t) are uniformly bounded on [0; T], see Remark 2.5. Due
to the constraint

P c
i =1 � i + � i 2 f 1; : : : ; 2cg, we can apply Proposition 2.1 at least once. Thus

E[jCsj] � C(n1)N � 
 1 � � 
 2 , for some 
 1; 
 2 > 0, for s = 1 ; : : : ; 22c � 1. Provided that � is large
enough, we deduce thatT2 ! 0 as � ! 0.

As for T1, we rely on independence and identical distribution of the particles f (qi ; pi )g
N
i =1 and
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write

E
�
T1

�
= E

" Z

T

cY

k=1

pn1
i (t)

@n

@n x
w� (x � qi (t))dx

#

�
Z

T

�
�
�
�E

�
pn1

1 (t)
@n

@xn
w(x � q1(t))

� �
�
�
�

c

dx � C(t0; f 0; n);

where the last inequality is given by Proposition 2.3. The expectation in (22a) is thus dealt with.

As for the expectation in (22b), the analysis proceeds similarly, and we only sketch the relevant
details. We may think of the argument of the L c-norm as a sum over two indexesi; j = 1 ; : : : ; N , thus
de�ning ai;j (x; t ) := W 0(qi (t) � qj (t))pn1

i (t) @n

@n x w� (x � qi (t)). We split the L c-norm expansion into
the contributions given over the index setsS1;2c and S2;2c (c couples of indexes). The expectation
associated with the index setS2;2c vanishes in the limit � ! 0, using the same arguments leading
to (24). Now �x j 2 S1;2c. If we add the rewriting

W 0(qi (t) � qj (t)) = W 0(qi (t) � qj (t)) � W 0(qi (t) � qj (t))
| {z }

A 3;i;j :=

+ W 0(qi (t) � qj (t))
| {z }

B 3;i;j :=

to those in (25), with the associated bound

jA3;i;j j � C(W )
�
jqi (t) � qi (t)j + jqj (t) � qj (t)j

	

we may then write

E

" Z

T

cY

k=1

aj 2k � 1 ;j 2k (x; t )dx

#

= E

" Z

T

cY

k=1

B1;j 2k � 1 B2;j 2k � 1 B3;j 2k � 1 ;j 2k dx

#

+
23c � 1X

s=1

E
� Z

T
Csdx

�

=: T1 + T2; (28)

where the notation is in analogy to (27). The convergenceT2 ! 0 is settled as in the �rst part of
the proof, and we omit the details. To bound T1, we simply need to bound

Z

T

�
�
�
�E

�
W 0(q1(t) � q2(t))pn1

1 (t)
@n

@nx
w� (x � q1(t))

� �
�
�
�

c

dx; (29)

where we have used again independence and identical distribution of the particles f (qi ; pi )g
N
i =1 . We

notice that

E
�
W 0(q1(t) � q2(t))pn1

1 (t)
@n

@n x
w� (x � q1(t)) jq1(t) = zq; p1(t) = zp

�

= zn1
p

@n

@nx
w� (x � zq)E

�
W 0(zq � q2(t)) jq1(t) = zq; p1(t) = zp

�

= zn1
p

@n

@nx
w� (x � zq)E

�
W 0(zq � q2(t))

�
= zn1

p
@n

@nx
w� (x � zq)W 0 � � t (zq);

which implies

E
�
W 0(q1(t) � q2(t))pn1

1 (t)
@n

@n x
w� (x � q1(t))

�
= E

�
W 0� � t (q1(t))pn1

1 (t)
@n

@n x
w� (x � q1(t))

�
:

The above equality shows that (29) is of the form prescribed by Proposition 2.3, for g := W 0� � t ; as
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a matter of fact, W 0� � t 2 Cn because of the uniform regularity of� t for t 2 [0; T], see [28, (17.2)].
This ends the proof.

Remark 2.7. The proof of Proposition 2.6 is built on two splittings. The � rst one separates the
index set in S1;c, S2;c (and also S1;2c, S2;2c); the second one distinguishes terms of typeA and B
for every element in S1;c (and also in S1;2c). The �rst splitting bene�ts from scaling arguments (in
N; � ) which are found also in [4, Proposition 1.1] (see the distinction between terms ct, and I 1{ I 4

therein). The second splitting bene�ts from Propagation of chaos, and does not have a counterpart
in [4, Proposition 1.1].

Remark 2.8. In the proof of Proposition 2.6, the minimum power � that we need to employ when
using the propagation of chaos is� = 2c (for (22a)) and power � = 3c (for (22b)). In the case
of (22a), this can be seen easily from the multi-factor H•older inequality used to deal with the one
term E[jCsj] for which

P c
i =1 � i + � i = 2c. An analogous consideration holds for (22b). This justi�es

the need for the propagation of chaos for� > 2.

3 Evolution of the weakly interacting particle system

We analyse the time evolution of the densities (5){(6) and start by deriving the relevant evolution
equations.

Lemma 3.1. The evolution equations for� � ; j � , and j 2;� are given by

@��
@t

(x; t ) = �
@j�
@x

(x; t ); (30a)

@j�
@t

(x; t ) = � 
j � (x; t ) � j 2;� (x; t ) �
1
N

NX

i =1

0

@ 1
N

NX

j =1

W 0(qi (t) � qj (t))

1

A w� (x � qi (t))

+
�
N

NX

i =1

w� (x � qi (t)) _� i

| {z }
=: _Z N (x;t )

; (30b)

@j2;�

@t
(x; t ) = � 2
j 2;� (x; t ) � j 3;� (x; t ) �

2
N

NX

i =1

0

@ 1
N

NX

j =1

W 0(qi (t) � qj (t))

1

A pi (t)w0
� (x � qi (t))

+ � 2 @��
@x

(x; t ) +
�
N

NX

i =1

2pi (t)w0
� (x � qi (t)) _� i ; (30c)

where j 3;� := N � 1 P N
i =1 p3

i (t)w00
� (x � qi (t)) .

The proof of the lemma above is a simple application of the Itô formula, and thus omitted.

3.1 Compactness argument

We now turn to the main result of this section.

Proposition 3.2. Let T > 0. Let the assumptions of Propositions 2.1 and 2.3 be satis�ed. Assume
the scalingN� � = 1 , for � large enough. The families of processesf � � g� , f j � g� , and f j 2;� g� are tight
(hence relatively compact in distribution) in C(0; T; L 2), as � ! 0.
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Proof. Assume for the time being (we will show this below) that

E
�
k� � kU

�
; E

�
kj � kU

�
; E

�
kj 2;� kU

�
are uniformly bounded as� ! 0; (31)

where k � kU is the natural norm of the space

U := L 1 (0; T ; H 1) \ C � (0; T ; H � 1); for some� 2 (0; 1=2): (32)

Using [26, Theorem 5], it is straightforward to deduce that the embeddingU ,! Z := C(0; T; L 2)
is compact. In addition, the sets Gj := f u 2 U : kukU � j g are compact in Z , for each j 2 N.
Now �x a > 0. If we denote the law of� � by � � , we get

� � (Z n Gj ) =
Z

Z nG j

� � (d� ) =
Z

U nG j

� � (d� ) �
1
j

Z

U
k� kU � � (d� ) � a

for all � 2 (0; 1], provided that j is large enough, thanks to (31). An analogous argument applies to
f j � g� and f j 2;� g� . This corresponds to tightness for the familiesf � � g� , f j � g� , and f j 2;� g� , hence the
Prokhorov Theorem [14, Theorem 14.3] is applicable and gives relative compactness in distribution
for the three families. In order to complete the proof, we need to show (31).

Uniform bounds for f � � g� . We show that

E
h
k� � kL 1 (0;T ;H 1 )

i
� C; (33a)

E
h
k� � kC � (0;T ;H � 1 )

i
� C; (33b)

for a constant C, independent of � and N . Using (30a), we deduce

k� � k2
L 1 (0;T ;H 1 ) = sup

t2 [0;T ]
k� � (�; t)k2

H 1 � 2k� � (�; 0)k2
H 1 + 2T

Z T

0
kj � (�; s)k2

H 2 ds:

Estimate (33a) is then settled by invoking Proposition 2.6. We now take v 2 H 1 and compute

jh� � (�; t) � � � (�; s); vi L 2 j =
�
�
�
�

Z

T
[� � (x; t ) � � � (x; s)] v(x)dx

�
�
�
� =

�
�
�
�

Z

T

� Z t

s
�r � j � (x; z)dz

�
v(x)dx

�
�
�
�

=
�
�
�
�

Z

T

� Z t

s
j � (x; z)dz

�
r v(x)dx

�
�
�
� �










Z t

s
j � (�; z)dz










L 2
kvkH 1

� j t � sj
1
2

� Z t

s
kj � (�; z)k2

L 2 dz
� 1

2

kvkH 1 : (34)

The bound x � 1 + x2 valid for any x 2 R, the de�nition of the usual norm of C � (0; T ; H � 1),
and (34) imply

E
h
k� � kC � (0;T ;H � 1 )

i
� C + C E

�
k� � (�; 0)k2

L 2 +
Z T

0
kj � (�; z)k2

L 2 dz
�

� C; (35)

for some � 2 (0; 1=2), where the last inequality follows from Proposition 2.6. We have thus
proved (33b).

Uniform bounds for f j � g� . Again, we show that there exists a constantC, independent of � and

81



14

N , such that

E
h
kj � kL 1 (0;T ;H 1)

i
� C; (36a)

E
h
kj � kC � (0;T ;H � 1)

i
� C: (36b)

We use (30b) and deduce that

kj � k2
L 1 (0;T ;H 1) = sup

t2 [0;T ]
kj � (�; t)k2

H 1

� C
�

kj � (�; 0)k2
H 1 + 


Z T

0
kj � (�; z)k2

H 1 dz +
Z T

0
kj 2;� (�; z)k2

H 1 dz

+
Z T

0














1
N

NX

i =1

0

@ 1
N

NX

j =1

W 0(qi (z) � qj (z))

1

A w� (� � qi (z))














2

H 1

dz

+ sup
t2 [0;T ]












Z t

0

�
N

NX

i =1

w� (� � qi (z))d � i












2

H 1

9
=

;
=: T1 + � � � + T5:

Uniform bounds for E[T1]; E[T2]; E[T3], and E[T4] are directly given by Proposition 2.6. As for E[T5],
we invoke [5, Theorem 4.36] and bound

E
�
T5

�
� C E

" Z T

0

NX

i =1








�
N

w� (� � qi (s))







2

H 1
ds

#

= C
Z T

0

� 2

N 2

NX

i =1

E
h
kw� (� � qi (s))k2

H 1

i
ds

� CT
� 2

N 2 N
�

1
�

+
1
� 3

�
�

CT � 2

N� 3 ;

where the reader is also referred to [4, Proof of Proposition1.1] for the scalings of Sobolev norms of
w� (� � qi (s)), which we have used in the second line above. Estimate (36a) is thus established. In
order to prove (36b), we analyse the quantity

�
�hj � (�; t) � j � (�; s); vi H � 1 ;H 1

�
�. Bounding the relevant

contributions coming from the initial datum and the three de terministic integrands is analogous
to (34){(35). As for the stochastic noise, we rely on [11, Lemma 2.1] and write, for � 2 (0; 1=2) and
� > 2 satisfying �� > 1,

E

2

4












Z �

0

�
N

NX

i =1

w� (� � qi (t))d � i (s)












�

W �;� (0;T ;H � 1)

3

5

� C(�; � )E

2

4
Z T

0

� �

N �

 
NX

i =1

kw� (� � qi (s))k2
L 2

! �= 2

ds

3

5

� C(�; � )T
� �

N �

�
CN

�

� �= 2

=
C(�; �; � )T

(N� )�= 2
:

We conclude the analysis forE[T5] using the embeddingW �;� (0; T ; H � 1) ,! C � (0; T ; H � 1) for some
� 2 (0; � � 1=� ). This embedding is a consequence, e.g., of [7]. Thus (36b) is settled.

Uniform bounds for f j 2;� g� . The argument is almost identical to that used for the family f j � g� .
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We show that

E
h
kj 2;� kL 1 (0;T ;H 1)

i
� C; (37a)

E
h
kj 2;� kC � (0;T ;H � 1)

i
� C; (37b)

for a constant C, independent of �; N . We use (30c) and deduce that

kj 2;� k2
L 1 (0;T ;H 1 ) = sup

t2 [0;T ]
kj 2;� (�; t)k2

H 1

� C
�

kj 2;� (�; 0)k2
H 1 + 


Z T

0
kj 2;� (�; z)k2

H 1 dz +
Z T

0
kj 3;� (�; z)k2

H 1 dz

+
Z T

0














1
N

NX

i =1

0

@ 1
N

NX

j =1

W 0(qi (z) � qj (z))

1

A pi (t)w0
� (� � qi (z))














2

H 1

dz

+ sup
t2 [0;T ]












Z t

0

�
N

NX

i =1

pi (t)w0
� (� � qi (z))d � i












2

H 1

9
=

;
=: T1 + � � � + T5:

The analysis involving the terms T1; : : : ; T4 is analogous to that of the homonyms forf j � g� . We
only need to deal with the stochastic noise. As forE[T5],

E
�
T5

�
� C E

" Z T

0

NX

i =1








�
N

pi (t)w0
� (� � qi (s))








2

H 1
ds

#

= C
Z T

0

� 2

N 2

NX

i =1

E
h
p2

i (t) kw0
� (� � qi (s))k2

H 1

i

� CT
� 2

N 2 N E
�
p2

1(t)
�

�
1
� 3 +

1
� 5

�
�

CT � 2

N� 5 : (38)

For � and � as in the previous part of the proof, we use thè p-H•older inequality and bound

E

2

4












Z �

0

�
N

NX

i =1

pi (t)w0
� (� � qi (t))d � i (s)












�

W �;� (0;T ;H � 1)

3

5

�
C(�; � )� �

N �

Z T

0
E

2

4

 NX

i =1

kpi (s)w0
� (� � qi (s))k2

L 2

! �= 23

5ds

�
C(�; � )� �

N � � 3�= 2

Z T

0
E

2

4

 
NX

i =1

p2
i (s)

! �= 23

5ds

�
C(�; � )� �

N � � 3�= 2

Z T

0
N �= 2� 1E

" NX

i =1

p�
i (s)

!#

ds =
C(�; � )� �

N �= 2� 3�= 2

Z T

0
E

h
p�

1(s)
i
ds =

C(�; �; T )� �

N �= 2� 3�= 2 : (39)

Inequalities (38) and (39) allow us to deduce (37a) and (37b), and the proof is complete.

Remark 3.3. In contrast to the methodology employed in [4, Proposition 1.1], which settles tight-
ness in the case of independent particles, the proof of Proposition 3.2 does not rely on the Kol-
mogorov criterion. The reason is that the time regularity associated with the application of the
propagation of chaos is not su�ciently high.

Remark 3.4. In principle, there is more than one natural choice for the de�nition of the space U .
Speci�cally, in (32), one might replace H � 1 with any H � k , where k 2 N [ f 0g, thus including L 2.
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This would result in adapting estimate (34) in the case off � � g� (and analogous expressions in the
case off j � g� and f j 2;� g� ), thus invoking Proposition 2.6 with a di�erent parameter n. This directly
re
ects in a possibly di�erent requirement for the scaling N� � = 1. Since we are not concerned with
the lowest admissible value of� , the choice ofH � 1 is as good as any other of those listed above.

3.2 Approximating the interaction term

We show that the third term of the right-hand-side of (30b) is asymptotically equivalent (in the
limit � ! 0 and N ! 0) to the nonlocal interaction term f W 0� � � g� � .

Proposition 3.5. Let T > 0. Let the assumptions of Propositions 2.1 and 2.3 be satis�ed. Assume
the scalingN� � = 1 , for � large enough. We have the equality

1
N

NX

i =1

0

@ 1
N

NX

j =1

W 0(qi (t) � qj (t))

1

A w� (x � qi (t)) = f W 0� � � (�; t)g (x)� � (x; t ) + r1;� � � (x; t ) + r2;� ;

(40)

where r1 and r2 are stochastic remainders such thatjr1;� j � C(W )
p

� and E[jr2;� j] � C(W; f 0)f
p

� +
� � g, for some � = � (� ) > 0, and wheref 0 is as in Proposition 2.3.

Before we prove the result above, we recall a simple lemma.

Lemma 3.6. Let f 2 C0(T) be a Lipschitz function. There is a constantC = C(f ), independent
of � > 0 and a 2 T, such that j

R
T w� (y � a)f (y)dy � f (a)j � C (

p
� + exp f� C� � 1g) :

Proof. Let A � := ( a �
p

�; a +
p

� ). Since f is Lipschitz, we obtain
Z

T
w� (y � a)f (y)dy =

Z

A �

w� (y � a)f (y)dy +
Z

TnA �

w� (y � a)f (y)dy

� (f (a) � C
p

� )
Z

A �

w� (y � a)dy + min
x2 T

f
Z

TnA �

w� (y � a)dy

� f (a)
�

1 �
Z

TnA �

w� (y � a)dy
�

� C
p

� + min
x2 T

f
Z

TnA �

w� (y � a)dy: (41)

It is immediate to notice that
R

TnA �
w� (y � a)dy � C expf� C� � 1g for someC > 0. From (41), we

obtain
Z

T
w� (y � a)f (y)dy � f (a) � � f (a)

Z

TnA �

w� (y � a)dy + min
x2 T

f
Z

TnA �

w� (y � a)dy � C
p

�

� C
�

min
x2 T

f � max
x2 T

f
�

exp
�
� C� � 1	

� C
p

�:

An analogous inequality (with opposite sign) may be obtained in a similar way, completing the
proof.

Proof of Proposition 3.5. We split the left-hand-side of (40) asT1 + T2, where

T1 :=
1
N

NX

i =1

0

@ 1
N

NX

j =1

W 0(x � qj (t))

1

A w� (x � qi (t))
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and

T2 :=
1
N

NX

i =1

0

@ 1
N

NX

j =1

f W 0(qi (t) � qj (t)) � W 0(x � qj (t))g

1

A w� (x � qi (t)) :

As for T1, we separate the sums ini and j and deduce

T1 =

 
1
N

NX

i =1

w� (x � qi (t))

! 0

@ 1
N

NX

j =1

W 0(x � qj (t))

1

A = � � (x; t )

0

@ 1
N

NX

j =1

W 0(x � qj (t))

1

A

= � � (x; t )

0

@r1;� +
1
N

NX

j =1

Z

T
W 0(x � y)w� (y � qj (t))dy

1

A

= f W 0� � � (�; t)g � � (x; t ) + r1;� � � (x; t ):

Lemma 3.6 givesjr1;� j � C(W )
p

� , where C is independent ofx; t; ! . With the notation of (40), it
holds that r2;� = T2. We use a Taylor expansion and bound

jr2;� j �
1

N 2

NX

i;j =1

jW 0(qi (t) � qj (t)) � W 0(x � qj (t)) j w� (x � qi (t))

�
C(W )

N 2

NX

i;j =1

jx � qi (t)j w� (x � qi (t)) =
C(W )

N

NX

i =1

jx � qi (t)j w� (x � qi (t))

=
C(W )

N

NX

i =1

jx � qi (t)j w� (x � qi (t))

+
C(W )

N

NX

i =1

fj x � qi (t)j w� (x � qi (t)) � j x � qi (t)j w� (x � qi (t))g =: T3 + T4:

Since the particles are identically distributed, we have

E
�
jT3j

�
= C(W )E

�
jx � q1(t)j w� (x � q1(t))

�

= C(W )
Z

T
jy � xj w� (x � y)f q(t; y )dy � C(W; f 0)

p
�;

where f q(t; �) is the probability density function of q(t), and f 0 is as in Proposition 2.3. The last
inequality above is given by Lemma 3.6: in particular, the constant C does not depend on time, as
supt � 0;q2 T

@
@qf q(t; q) is �nite. To see this, one may apply [28, (17.2)] and [1, Theorem 4.12], with

analogous considerations to those made in the proof of Proposition 2.3.

As for T4, we use a Taylor expansion, the bounds maxx2 T w� (x) � C� � 1 and maxx2 T jw0
� (x)j �

C� � 2, and write

E
�
jT4j

�
= C(W )E

�
jx � q1(t)j w� (x � q1(t)) � j x � q1(t)j w� (x � q1(t))

�

� C(W )E
�
jx � q1(t)j � j w� (x � q1(t)) � w� (x � q1(t)) j

�

+ C(W )E
�
jq1(t) � q1(t)jw� (x � q1(t))

�

� C(W )� � 2E
�
jx � q1(t)j � j q1(t) � q1(t)j

�

+ C(W )� � 1E
�
jq1(t) � q1(t)j

�
� C(W )� � ;
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for some� = � (� ) > 0, where the last inequality follows from the propagation ofchaos (Proposition
2.1), and the scalingN� � = 1. The bound for r2;� is established, and the proof is complete.

3.3 Noise comparison

We want to replace the stochastic noise of (30b) (previouslyreferred to asZN ) with a noise closed
in � � and j � . We suitably adapt [4, Subsections 3.2 and 3.3].

We �rst recall a useful fact. Let 
 � be the probability density function of a Gaussian random
variable with mean zero and variance� 2. It is not di�cult to show that, for r � := w� � 
 � , it holds
that

kr � kC0 (� � ;� ) � � � ; for some� 2 (0; 1): (43)

Proposition 3.7. Let the assumptions of Propositions 2.1 and 2.3 be satis�ed.Assume the scaling
N� � = 1 , for � large enough. We de�ne the stochastic noise

_YN := �N � 1=2q
� �=

p
2 Q1=2p

2�
�;

where � is space-time white noise andQp
2� : L 2 ! L 2 is the convolution operator with kernelwp

2�

(i.e., ~� � := Q1=2p
2�

� is an H 1-valued Q-Wiener process with covariance operatorQp
2� ). For some

positive C = C(T), c1(� ), and c2(� ), and � as in (43), we have

�
�E

�
ZN (x1; t)ZN (x2; t)

�
� E

�
YN (x1; t)YN (x2; t)

� ��

�
C� 2

N
wp

2� (x1 � x2) �
n

jx1 � x2j + � c1(� ) + � � + � c2(� ) jx1 � x2j1=2
o

+
C� 2

N
� � :

This result is an adaptation of [4, Proof of Theorem 1.3]. We sketch the proof below, and defer
more technical considerations to Remark 3.8.

Proof of Proposition 3.7. In what follows, the residuals r � in (43) appear several times. We do not
specify the argument, as ultimately only their C0-norms will play a role. Set m := ( x1 + x2)=2. We
use the multiplication rule for Gaussian kernels [4, Lemma A.4], the independence of the Brownian
noises, and we apply (43) several times to obtain

E
�
ZN (x1; t)ZN (x2; t)

�

= E

" Z t

0

�
N

NX

i =1

w� (x1 � qi (u))d � i (u)

!  Z t

0

�
N

NX

i =1

w� (x2 � qi (u))d � i (u)

!#

=
� 2

N 2 E

"
NX

i =1

Z t

0
w� (x1 � qi (u))w� (x2 � qi (u))du

#

=
� 2

N 2 E

" NX

i =1

Z t

0
(
 � (x1 � qi (u)) + r � ) ( 
 � (x2 � qi (u)) + r � ) du

#

=
� 2

N 2 E

" NX

i =1

Z t

0

 p

2� (x1 � x2)
 �=
p

2(m � qi (u))du

#

+
� 2

N 2 E

" NX

i =1

Z t

0

�
r 2

� + r � 
 � (x1 � qi (u)) + r � 
 � (x2 � qi (u))
	

du

#

:
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We use (43) to switch back to the von Mises kernels, and use thede�nition of � �=
p

2 to obtain

�
�E

�
ZN (x1; t)ZN (x2; t)

�
� E

�
YN (x1; t)YN (x2; t)

� �
�

�
�
�
�
�
� 2

N
wp

2� (x1 � x2)
Z t

0
E

h
� �=

p
2(m; u)

i
du

�
� 2

N
wp

2� (x1 � x2)
Z t

0
E

hq
� �=

p
2(x1; u)� �=

p
2(x2; u)

i
du

�
�
�
�

+

�
�
�
�
�

� 2

N 2 E

" NX

i =1

Z t

0

n
3r 2

� + r �=
p

2rp
2�

o
du

#

+
� 2

N 2 E

" NX

i =1

Z t

0

n
r �=

p
2wp

2� (x1 � x2)
o

du

#

+
� 2

N 2 E

" NX

i =1

Z t

0

n
r � w� (x1 � qi (u)) + r � w� (x2 � qi (u)) + rp

2� w�=
p

2(m � qi (u))
o

du

#�
�
�
�
�

=: jA1 � A2j + jA3 + A4 + A5j:

The bound jA3 + A4 + A5j � (C� 2=N)f � � + � � wp
2� (x1 � x2)g follows easily from (43). In order to

control jA1 � A2j, it is su�cient to bound

E
h�
�
� � �=

p
2(m) �

q
� �=

p
2(x1)� �=

p
2(x2)

�
�
�
i
; (44)

where we have �xed u 2 [0; T], and dropped the time dependence for notational convenience. We
bound the random variable in (44) as

�
�
�
� � �=

p
2(m) �

r
� 2

�=
p

2
(m) + b(x1; x2)

�
�
�
� �

q
jb(x1; x2)j; (45)

where

b(x1; x2) := � �=
p

2(m)
h
� �=

p
2(x1) + � �=

p
2(x2) � 2� �=

p
2(m)

i

+ ( � �=
p

2(x1) � � �=
p

2(m))( � �=
p

2(x2) � � �=
p

2(m)) :

The H•older inequality implies that E
� p

jb(x1; x2)j
�

is bounded by

E
h
� 2

�=
p

2(m)
i 1=4

E
� �
�
�� �=

p
2(x1) + � �=

p
2(x2) � 2� �=

p
2(m)

�
�
�
2
� 1=4

+ E
� �
�
� � �=

p
2(x1) � � �=

p
2(m)

�
�
�
4
� 1=8

E
� �
�
� � �=

p
2(x2) � � �=

p
2(m)

�
�
�
4
� 1=8

=: T1T2 + T3T4:

We notice that

E

" �
�
�
�
�

1
N

X

i =1

w� (x � qi (t))

�
�
�
�
�

c#

= N � c
X

j 2S 1;c

E

" cY

k=1

w� (x � qj k
(t))

#

+ N � c
X

j 2S 2;c

E

" cY

k=1

w� (x � qj k
(t))

#

� E
�
w� (x � q1(t))

� c + N � 1� � c � k w� (x � � )kc
L 1 kf q(t; �)kc

L 1 + N � 1� � c

= kf q(t; �)kc
L 1 + N � 1� � c; (46)

where f q(t; �) is the probability density function of q(t), and f 0 is as in Proposition 2.3. As� is large
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enough, and taking into account supt � 0 kf q(t; �)kc
L 1 < 1 (implied by assumptions of Proposition

2.3 thanks to [28, (17.2)]) we see that the left-hand side of (46) is uniformly bounded in �; x , and t.
We may now bound T1; : : : ; T4. We write

T1 � K E
h
� 2

�=
p

2(m)
i 1=4

+ K E
� �
�
�� �=

p
2(m) � � �=

p
2(m)

�
�
�
2
� 1=4

;

where � � is the smoothed density with respect to the particle system (3). The �rst term in the
right-hand side above is bounded by (46), while the second isbounded using the propagation of
chaos. As a result,T1 � C.

As for T2, again by adding and subtracting relevant evaluations of� � , we obtain

T2 � K E
� �
�
� � �=

p
2(x1) + � �=

p
2(x2) � 2� �=

p
2(m)

�
�
�
2
� 1=4

+ K E
� �
�
�� �=

p
2(x1) � � �=

p
2(x1)

�
�
�
2
� 1=4

+ K E
� �
�
� � �=

p
2(x2) � � �=

p
2(x2)

�
�
�
2
� 1=4

+ K E
� �
�
� � �=

p
2(m) � � �=

p
2(m)

�
�
�
2
� 1=4

: (47)

The �rst term in the right-hand side of (47) can bounded by K jx1 � x2j, using the same strategy used
in [4, Adaptation of proof of Theorem 1.3]; the remaining ones are controlled using the propagation
of chaos. As a result, we getT2 � K jx1 � x2j + � 
 1 , for some
 1 = 
 1(� ) > 0. The analysis ofT3; T4

is similar to that of T2. In the case ofT3

T3 � K E
� �
�
� � �=

p
2(x1) � � �=

p
2(m)

�
�
�
4
� 1=8

+ K E
� �
�
�� �=

p
2(x1) � � �=

p
2(x1)

�
�
�
2
� 1=4

+ K E
� �
�
� � �=

p
2(m) � � �=

p
2(m)

�
�
�
2
� 1=4

: (48)

The �rst term in the right-hand side of (48) can bounded by K
p

jx1 � x2j, using the same strategy
used in [4, Adaptation of proof of Theorem 1.3]; propagationof chaos controls the remaining ones.
So T3 � K

p
jx1 � x2j + � 
 2 , for some 
 2 = 
 2(� ) > 0. The estimate for T4 is the same, with the

couple (x1; m) replaced by (x2; m).

Putting everything together, we obtain the bound

E
� �
�
�
� � �=

p
2(m) �

r
� 2

�=
p

2
(m) � b(x1; x2)

�
�
�
�

�
� C

n
jx1 � x2j + � c1(� ) + � c2 (� ) jx1 � x2j1=2

o
; (49)

where c1(� ) := min f 
 1; 2
 2g and c2(� ) := 
 2. This concludes the proof.

Remark 3.8. The error bound of Proposition 3.7 is less sharp than the one provided in [4, The-
orem 1.3] in the following sense: �rstly, the spatial term contributions in (49) are not quadratic.
This is due to the use of the suboptimal bound (45), as clari�ed in [4, Remark 3.4]. More precisely,
we do not have an analogue of [4, Proposition B.8] in the case of weakly interacting particles, so we
can not use more precise bounds involving inverse powers of� � ; secondly, the propagation of chaos
produces stand-alone contributions in� (vanishing as � ! 0); �nally, the need to switch from von
Mises to Gaussian kernels (and vice versa) produces additional contributions in � (also vanishing as
� ! 0).
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4 The regularised model

While the equations (30a){(30b) describe the `exact' evolution of the relevant densities (� � ; j � ) as-
sociated to the weakly interacting particle system (2), they are not, however, closable in (� � ; j � ):
more precisely, they contain three terms (speci�cally, j 2;� , ZN , and the nonlocal interaction term
of (30b)) which can not be related directly to (� � ; j � ). In this �nal section, under suitable assump-
tions, we derive and analyse an SPDE which approximates (30a){(30b). We propose the following
approximations associated with the three terms mentioned above, and we point out the extent to
which they are valid.

Approximation 1. The interaction term in (30b) is replaced by f W 0 � � � g� � . Proposition 3.5
implies that this replacement gives a vanishing error (in the L 1 sense) as� ! 0.

Approximation 2. We replacej 2;� with � 2

2

@��
@x. This has been done also in [4], and we adapt the

essential details here. In local equilibrium, the probability density function of the couple (qi (t); pi (t))
is approximately separable in the two variables (as shown in[8, Corollary 3.2]). We can thus write
E[j 2;� ] = E[p2

1(t)]E[@�� =@x], which suggests the proposed replacement. In a small temperature
regime (corresponding to� 2=(2
 ) � 1), we see that Var[p2

i (t)] � C� 4=(2
 )2 � � 2=(2
 ) � E[p2
i (t)],

see again [8, Corollary 3.2]. It is in this case sensible to replacep2
i with E[p2

i ], which means replacing
j 2;� with � 2

2

@��
@x.

Approximation 3. We replaceZN with �N � 1=2p
� � ~� � . This is justi�ed along the lines of [4], and

we adapt the necessary details. First, we notice thatZN and YN are asymptotically equivalent in
distribution for � ! 0, as shown in Proposition 3.7. In addition, one can show that, for eacht 2 [0; T],
f � � (�; t)g� has a unique limit in L 2 as � ! 0. This can be seen be taking two sequencesf an ; N a

n g,
f bn ; N b

ng (both satisfying the usual � -scaling) and using scaling arguments (similar to those used,
for example, in (46)) and the propagation of chaos to show that E

�
k� an (�; t) � � bn (�; t)k2

L 2

�
! 0 as

an ; bn ! 0. As a result, the two quantities � � (�; t) and � �=
p

2(�; t) coincide in the limit. Therefore,

for � � 1, we consider�N � 1=2p
� � ~� � in spite of YN , thus obtaining the overall noise replacement.

These approximations give the followingregularised Dean{Kawasaki modelfor interacting par-
ticles in undamped regime

8
>>>>>><

>>>>>>:

@~� �

@t
(x; t ) = �

@~j �

@x
(x; t );

@~j �

@t
(x; t ) = � 
 ~j � (x; t ) �

�
� 2

2


�
@~� �

@x
(x; t ) � f W 0 � ~� � (�; t)g~� � (�; t) +

�
p

N

q
~� � (x; t ) ~� � ;

~� � (x; 0) = � 0(x); ~j � (x; 0) = j 0(x);

(50a)

(50b)

for (x; t ) 2 T � [0; T ], and where (� 0; j 0) is a suitable initial datum. We used the notation (~� � ; ~j � )
to distinguish the solution of the SPDE (50) from the smoothed (exact) densities (� � ; j � ). We
establish a high-probability existence and uniqueness result (in the sense of mild solutions) for (50).
Following [4, Subsection 4.3], we smooth the coe�cient function of the noise in (50b) and study the
system (

dX � (t) = [ AX � (t) + � (X � (t))] d t + BN;� (X � (t))dW� ;
X � (0) = X 0;

(51)

for X � (t) := (~� � (�; t); ~j � (�; t)), X 0 := ( � 0; j 0), _W� := (0 ; ~� � ), and where A (respectively, � ) is a linear
(respectively, nonlinear) operator onW := H 1(T) � H 1(T) de�ned by

AX � (t) :=
�

�
@~j �

@x
(�; t); � 
 ~j � (�; t) �

�
� 2

2


�
@~� �

@x
(�; t)

�
; � (X � (t)) := (0 ; �f W 0 � ~� � (�; t)g~� � (�; t)) ;
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and BN;� : W ! f f : W ! L 2 � L 2g is de�ned as BN (( �; j ))( a; b) := �N � 1=2 (0; h� (j� j) � b), for h�

being aC2(R)-regularisation of the square-root function on [� �; � ], for some� > 0. A mild solution
to (51) on [0; T] is a W-valued predictable processX �;� = (~� �;� ; ~j �;� ) de�ned on [0; T] such that
P(

RT
0 kX �;� (s)k2

W ds) = 1, and satisfying, for each t 2 [0; T]

X �;� (t) = S(t)X 0 +
Z t

0
S(t � s)� (X �;� (s))ds +

Z t

0
S(t � s)BN;� (X �;� (s))dW� ; P-a.s.

where f S(t)gt � 0 is the C0-semigroup generated byA (see [4, Lemma 4.2]).
We �rst of all analyse the noise-free version of (51).

Lemma 4.1. Fix 0 < c 1 < c 2. Consider the system
(

dX (t) = [ AX (t) + � (X (t))] dt;
X (0) = X 0 := ( � 0; j 0);

(52)

and assume thatminx2 T � 0(x) > c 1 and kX 0kW < c 2. Then (52) has a unique localW-valued mild
solution Z := ( � Z ; j Z ) up to someT > 0, such that

min
x2 T

� Z (x; s) > c 1 and kZ (s)kW < c 2; for all s 2 [0; T]: (53)

Proof. The operator A generates aC0-semigroup of contractions onW, see for example [4, Lemma
4.2]. In addition, � is locally Lipschitz and locally bounded. To see this, choose (u1; v1) and (u2; v2)
in a W-ball of radius n. Then, using the Sobolev embeddingH 1 � C0 and the boundedness ofW 0

and W 00, we obtain

k� ((u1; v1)) � � ((u2; v2))k2
W

= kf W 0 � u1gu1 � f W 0� u2gu2k2
L 2 + k(@=@x) ( f W 0 � u1gu1 � f W 0� u2gu2)k2

L 2

� C
n

kf W 0 � (u1 � u2)gu1k2
L 2 + kf W 0� u2g(u1 � u2)k2

L 2 + kf W 00� (u1 � u2)gu1k2
L 2

+ kf W 00� u2g(u1 � u2)k2
L 2 + kf W 0� (u1 � u2)gu0

1k2
L 2 + kf W 0 � u2g(u0

1 � u0
2)k2

L 2

o

� C(n; W ) k(u1; v1) � (u2; v2)k2
W ; (54)

which is the local Lipschitz property for � . Local boundedness is settled with an analogous com-
putation. We apply [27, Theorem 4.5] to deduce the existenceof a unique local W-valued mild
solution Z := ( � Z ; j Z ) to (52) up to some T > 0. Since the solution is c�adl�ag by [27, Remark 4.6],
using the Sobolev embeddingH 1 � C0, we can chooseT > 0 so that (53) is satis�ed.

Lemma 4.2. Let X 0 be a deterministic initial datum for (51). Then (51) admits a unique local
mild solution.

Proof. This follows from [27, Theorem 4.5], since (i)A generates aC0-semigroup of contractions
on W; (ii) � is locally Lipschitz and locally bounded, see Lemma 4.1; (iii) BN;� is locally Lipschitz
and satis�es the linear growth condition, see [4, Lemma 4.5]; (iv) the noise W� is a W-valued Q-
Wiener process whose covariance operatorQp

2� has rapidly decaying eigenvalues, see [4, Subsection
4.2].

Now let X � be the unique local mild solution to (51). For some positive constants T; � , and k,
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we de�ne two relevant stopping times associated with (51), namely

� k := inf f t > 0 : kX � (t)kW � kg ^ T; � � := � k ^ inf
�

t > 0 : min
x2 T

~� � (x; t ) � �
�

: (55)

Lemma 4.3. Fix k > 0, � > 0, and T > 0. Let X � be the unique local mild solution to(51). The
following statements hold:

(a) The total mass of the system is conserved up to� k , i.e.,
R

T ~� � (x; s)dx =
R

T � 0(x; s)dx for all
s � � k .

(b) There exists a constantC = C(X 0; W ) such that, for all x 2 T and for all s � � �

� C � W 0� ~� � (x; s) � C; � C � W 00� ~� � (x; s) � C: (56)

Proof. (a) We consider the W-inner product of the mild formulation of (51) with the const ant
element � := (1 ; 0) 2 D (A?), the symbol ? denoting the adjoint. As A?� = 0, we trivially get that

Z T

0
E

� Z t

0
khS(t � s)BN;� (X � (s)) ; A?� ik 2

L 2 (W ;R) ds
�
dt < 1 :

We de�ne �̂ := � � Rk , where

Rk : W 7! W : y 7!

(
y; if kykW � k;
k y

kykW
; if kykW > k

is a standard retraction map. Since the map ^� is Lipschitz continuous, we have a unique global mild
solution X̂ � to (51) with � replaced by ^� , which then clearly satis�es P(

RT
0 kX̂ � (t)kW dt < 1 ) = 1.

Since we have predictability of both the deterministic and stochastic integrands involved in the
de�nition of mild solution (to (51) with � replaced by ^� ), we follow the proof of [13, Proposition
2.10, part (ii)], but only with the speci�c choice of � made above (andnot with any � 2 D (A?)).
We deduce that X̂ � satis�es, P-a.s.

hX̂ � ; � i = hX 0; � i +
Z t

0

h
hX̂ � (s); A?� i + h�̂ (X̂ � (s)) ; � i

i
ds +

Z t

0
hBN;� (X̂ � (s)) ; � i dW� (s) = hX 0; � i :

Uniqueness of mild solutions implies that X̂ � (s) = X � (s) for all s � � k , and the claim is settled.
Notice that we have not proved that X � is a weak solution to (51).

(b) The potential W being smooth, there existsC such that � C � W 0(y� x) � C for all x; y 2 T.
If s � � � , then ~� � (y; s) > 0 for every y 2 T. We deduce that � C ~� � (y; s) � W 0(x � y)~� � (y; s) �
C ~� � (y; s), for all y 2 T. Since � � � � k , we can rely on (a) and integrate in y, thus deducing that
� C(X 0; W ) � W 0 � ~� � (x; s) � C(W; X 0) for all x 2 T and for all s � � � . An identical argument
applies with W 00replacing W 0.

We now turn to the proof of our main existence and uniqueness result for (50). This result is
an adapted version of [4, Proposition 4.10 and Theorem 1.4].

Theorem 4.4 (High-probability existence and uniqueness result). Fix � 2 (0; 1), and �x 0 < � <
c1 < c 2 < k . Let X 0 = ( � 0; j 0) 2 W be a deterministic initial condition, such that minx2 T � 0(x) > c 1

and kX 0kW < c 2, and let T > 0 be as in the statement of Lemma 4.1. Assume the scalingN� � = 1 ,
for � large enough. It is possible to choose a su�ciently large number of particles N such that there
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exists a uniqueW-valued mild solution X � = (~� � ; ~j � ) satisfying (50), up to time T, on a set F� 2 F
such that P(F� ) � 1 � � .

Proof. Consider the time t ^ � � , for t 2 [0; T], with � � de�ned in (55). Let X � and Z be the local
mild solutions to (51) and (52), respectively. We subtract the mild solution expressions forX � (t ^ � � )
and Z (t ^ � � ), thus obtaining

X � (t ^ � � ) � Z (t ^ � � ) =
Z t^ � �

0
S(t ^ � � � s) [� (X � (s)) � � (Z (s))] ds

+
Z t^ � �

0
S(t ^ � � � s)BN;� (X � (s))dW� : (57)

We look for a small-noise regime estimate up to timet ^ � � . In order to do so, we �rst prove that

k� (X � (s)) � � (Z (s))k2
W � K 2

1 (W; k� 0kH 1 ; T) kX � (s) � Z (s)k2
W ; for all s � � � : (58)

We reuse computation (54) and deduce

k� (X � (s)) � � (Z (s))k2
W

� 2
n

kf W 0 � (� Z � ~� � )g� Z k2
L 2 + kf W 0 � ~� � g(� Z � ~� � )k

2
L 2 + kf W 00� (� Z � ~� � )g� Z k2

L 2

+ kf W 00� ~� � g(� Z � ~� � )k
2
L 2 + kf W 0 � (� Z � ~� � )g� 0

Z k2
L 2 + kf W 0� ~� � g(� 0

Z � ~� 0
� )k

2
L 2

o

=: T1 + � � � + T6: (59)

For s � � � , we bound the terms T2; T4; T6 using Lemma 4.3, and we bound the termsT1; T3; T5

using the Sobolev embeddingH 1 � C0 and Lemma 4.1. Estimate (58) is proved.

We are now in the position to provide the small-noise regime estimate for (57). We closely follow
the proof of [4, Proposition 4.10]. Let q > 2. We use [5, Proposition 7.3] to deduce that, for some
K 2 = K 2 (W; k� 0kH 1 ; T; q) and someK 3 = K 3(�; �; T; q; k )

E

"

sup
s2 [0;t ]

kX � (s ^ � � ) � Z (s ^ � � )kq
W

#

� K 2 E
� Z t

0
kX � (u) � Z (u)kq

W 1[0;� � ](u)du
�

+ E

"

sup
s2 [0;T ]










Z s

0
S(s ^ � � � u)BN;� (X � (u))1[0;� � ](u)dW�










q
#

� K 2

Z t

0
E

"

sup
s2 [0;u]

kX � (s ^ � � ) � Z (s ^ � � )kq
W

#

du

+ K (�; �; T; q )M q(�; N )E
� Z T

0
(1 + kX � (u)kq

W )1[0;� � ](u)du
�

� K 2

Z t

0
E

"

sup
s2 [0;u]

kX � (s ^ � � ) � Z (s ^ � � )kq
W

#

du + K 3M q(�; N ); (60)

where M q(�; N ) was derived in [4, Lemma 4.5], and decays to 0 as� ! 0 for � large enough. It is
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easy to deduce that

E

"

sup
s2 [0;T ]

kX � (s ^ � � ) � Z (s ^ � � )kq
W

#

� K 3M q(�; N )eT K 2 : (61)

For some small enough� > 0, de�ne

S :=

(

! 2 
 : sup
s2 [0;T ]

kX � (s ^ � � ) � Z (s ^ � � )kq
W � �

)

:

Using the Chebyschev inequality in (61), we deduce that there exists N large enough so that
P(S) � 1 � � . If � is chosen small enough, for any! 2 S, we have that � � = � k = T. If this was
not the case, we would have one of the following contradictions: on one hand, if� � < � k � T , since
minx2 T � Z (x; s) > c 1 > � for all s 2 [0; T] thanks to Lemma 4.1, and since� is small enough, we
can use the embeddingH 1 � C0 to deduce that minx2 T ~� � (x; � � ) > � , contradicting the de�nition
of � � ; on the other hand, if � � = � k < T , since k� Z (s)kW < c 2 < k for all s 2 [0; T] thanks to
Lemma 4.1, and since� is small enough, we can use the same embeddingH 1 � C0 to deduce that
k~� � (� k)kW < k , contradicting the de�nition of � k . This concludes the proof.

Remark 4.5. The main di�erence between this section and [4, Section 4] isthe combination of a
solution localisation via stopping times (needed because the interaction term f W 0 � ~� � (�; t)g~� � (�; t)
is superlinear) and the conservation of mass, see Theorem 4.4 and Lemma 4.3.

Remark 4.6. The existence theory described in this subsection can be slightly simpli�ed, as one
could deduce the validity of (56) for all x 2 T and all s � � k (rather than for all s � � � ). In
this case, the bounding constants would depend onk (hence onk� 0kH 1 ) rather than on

R
T � 0(x)dx,

simply because of the embeddingH 1 � C0. The proof of Theorem 4.4 could then be adapted by
using the stopping time � k instead of � � in the small-noise regime analysis leading up to (61), thus
making the use of Lemma 4.3 super
uous.
However, Lemma 4.3 provides a lower constantK 2 for the bene�t of (61). The reason for this can
be deduced from (59). The bounds associated withT1; : : : ; T6 are of the type

Ti � C2
i kX � (s) � Z (s)k2

W ; i 2 f 1; : : : ; 6g;

where the constants Ci , i 2 f 1; : : : ; 6g, depend on k� Z kH 1 (or equivalently, on k� 0kH 1 and T).
However, the terms T2; T4, and T6 can be controlled more precisely, asC2, C4, and C6 can be
computed with the initial mass

R
T � 0(x)dx only (Lemma 4.3). In the case of an initial datum

satisfying
R

T � 0(x)dx � k � 0kH 1 , this corresponds to obtaining a constant K 2
1 in (58) which is

approximately half the one we would get if we did not rely on Lemma 4.3 to deal with T2; T4, and
T6; this is simply becauseK 2

1 = C2
1 + � � � + C2

6 , and C2
2 + C2

4 + C2
6 would, in this case, be negligible

compared to C2
1 + C2

3 + C2
5 . This is turn implies that the constant K 2 in (61) can be scaled down

by a factor up to 2q=2. Overall, this gives a smaller right-hand-side in (61), which re
ects into a
lower number of particles needed to meet the requirements ofTheorem 4.4.
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3.2. Conclusions

We discussed the derivation and analysis of a regularised Dean{Kawasaki model in the

case of Langevin particles interacting via a pairwise potential W .

At least in its basic structure, the argument re
ects the methodology presented in

Chapter 2, where a system of independent particles was studied. However, in order to

complement and generalise the contents of Chapter 2, a number of non-trivial addi-

tional features associated with the particles’ interaction (and stochastic dependence)

are needed, and we summarise them below.

The �rst feature is Proposition 2.1, a propagation of chaos result which quanti�es

the ‘distance’ between the interacting particles system f(qi; pi)gNi=1 in question, and

an auxiliary McKean{Vlasov type system of independent particles fqi; pigNi=1. More

speci�cally, we obtain the moment estimates of the type

E[jqi(t)� qi(t)j
�]

1
� � C(�;W; T )N�1=2; E[jpi(t)� pi(t)j

�]
1
� � C(�;W; T )N�1=2;

(3.1)

for any t 2 [0; T ] and any even integer �. Proposition 2.1, which is a suitable adaptation

of [46, Theorem 1.2], is a key auxiliary result which is used in several points of the paper

(namely, Propositions 2.5, 3.2, 3.5, and 3.7). In a nutshell, Proposition 2.1 allows to

refer the analysis to the system of independent particles fqi; pigNi=1 (thus making some

tools from Chapter 2 applicable) by paying a decaying polynomial contribution in N ,

see (3.1).

A second feature is the tightness argument for the relevant densities f��g�, fj�g�, and

fj2;�g�, which is proved in Proposition 3.2. In contrast to the analogous result from

Chapter 2 (Proposition 1.1. therein), we rely on Simon’s rather than Kolmogorov’s

compactness criterion: this is due to a low time regularity entailed by the application

of Proposition 2.1.

A third feature is the appearance of the distinctive superlinear term fW 0 � ��g��
(see Lemma 3.5) which encodes the particles interaction.

Additional features include: an adaptation of the DK noise replacement (Propos-

ition 3.7); the analysis for the resulting DK model (51), where mild solutions are

constructed using techniques analogous to those proposed in Chapter 2, and where in

addition we deploy localisation via stopping times and conservation of mass in the sys-

tem in order to deal with the superlinear nature of the model (given by the interaction

term fW 0 � ��g��).
The conclusions we are able to draw are the same as those of Chapter 2, but in the

case of much more general particle systems. The open questions for this chapter re
ect

those detailed in the conclusions of Chapter 2. In particular, as mentioned earlier,

we address the issue of positivity of solutions for the DK class in the next chapter by

focusing on non-conservative modi�cations of stochastic thin-�lm equations.
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Chapter 4

A priori positivity of solutions to a non-conservative

stochastic thin-film equation

We devote this chapter to the issue of positivity of solutions for members of the DK

class by focusing on suitable non-conservative modi�cations of a stochastic thin-�lm

equation. The preprint we present here is available on arXiv [10].

4.1. Outline of the Article

As the DK class is concerned with the description of particle systems through mean-

ingful densities, it is imperative to investigate whether or not the general structure of

the DK class preserves the positivity of such densities. Asked di�erently: for a given

member of the class, if we start with a positive initial datum bounded away from zero,

do we obtain an almost sure positive solution de�ned up to a speci�ed, deterministic,

�nal time T? To the best of our knowledge, the arguments for arguing for an a�rmative

answer to this question are, so far, substantially limited.

To begin with, we know from [34, 35] that the original DK equation (1.1) admits

nothing more than atomic solutions. The positivity requirement of the solutions is

encoded in them taking values in the space of positive measures. If one does not allow

for a non-conservative correction to the equation, then no positive smooth solutions

can be found.

As for regularisations of the Dean-Kawasaki model, positivity is settled in some

cases. In [23], the authors rely on a kinetic solution formulation to prove the exist-

ence of positive solutions to a perturbed porous medium equation (with noise given in

Stratonovich sense). In [47], the author proves existence of positive strong solutions

to a stochastic conservation law featuring viscosity. In both these works, the author

heavily rely on the regularity of the deterministic component (being a p-Laplacian and

a Laplacian, respectively). In our works, presented in Chapters 2 and 3 (i.e., in [12, 11])

positivity is only achieved in a high probability sense, as we have a second-order in time

model (namely, a perturbation of a wave equation).

As for thin-�lm models, we are only aware of existence of positive martingale solu-

tions in the case of quadratic mobility [24, 27].

The work we present in this chapter provides further clari�cations on the positivity

issue of the DK class by focusing on the interplay between mobility coe�cient (or equi-

valently, the noise) and relevant source potentials for non-conservative modi�cations

of the thin-�lm equation. Our hope is that this work will prove useful in the future

analysis of DK type equations which do not bene�t from regularisations, but which do

feature non-conservative components.

Section 2 is devoted to proving our main result, which is concerned with extending

local-in-time positive solutions up to any �nite time. This result builds on a technical

lemma, whose proof is the bulk of the paper, and the content of Section 3. This

technical lemma provides relevant uniform bounds for the solution. These bounds refer

to the a localisation procedure, which determines ‘how long’ the solution takes to hit

an arbitrary given positive barrier. A comparison with the results and methodology of

[24] is given in Sections 4 and 5.
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Abstract

Stochastic conservation laws are often challenging when it comes to proving existence of non-
negative solutions. In a recent work by J. Fischer and G. Gr•un (2018,Existence of positive
solutions to stochastic thin-�lm equations, SIAM J. Math. Anal.), existence of positive martingale
solutions to a conservative stochastic thin-�lm equation is established in the case of quadratic
mobility. In this work, we focus on a larger class of mobilities (including the linear one) for
the thin-�lm model. In order to do so, we need to introduce nonlinear source potentials, thus
obtaining a non-conservative version of the thin-�lm equation. For this model, we assume the
existence of a su�ciently regular local solution (i.e., de�ned up to a stopping time � ) and, by
providing suitable conditions on the source potentials and the noise, we prove that such solution
can be extended up to anyT > 0 and that it is positive with probability one. A thorough
comparison with the aforementioned reference work is provided.

Key words : thin-�lm equation, drift correction, Itô calculus, nonlinearity, a priori analysis.

AMS (MOS) Subject Classi�cation : 60H15, 35R60, 35G20

1 Introduction

We are interested in stochastic equations driven by random noise in spatial divergence form. A wide
class of these equations can be written as

@u
@t

= r �
�

m(u)r
�F [u]

�u

�
+ �( u) + r �

�
�

q
m(u)W

�
=: D1 + D2 + S ; (1)

in the non-negative unknown u = u(x; t ), for x 2 D � Rd and t > 0. Equation (1) describes
the evolution of a system made of a large number of particles. The particles are subject to a
gradient-
ow dynamics (governed by the free energyF featured in the �rst drift term D1), to a
nonlinear source (given by �(u) � D2), and to mesoscopic thermal 
uctuations (stochastic term S ,
comprising an in�nite-dimensional noise W and a given scaling parameter� 6= 0). The evolution of
the system is described by the particle densityu, which is naturally required to be non-negative.
The drift component D1 and the noise termS satisfy a 
uctuation-dissipation relation [ 2] which
can be identi�ed in the powers of the so-calledmobility coe�cient m(u) being 1 in D1 and 1

2 in S ,
respectively.

When m(u) � u and � � 0, equation (1) is known as theDean-Kawasaki model [6, 10]. This model
poses hard mathematical challenges, the �rst of which is proving existence of positive solutions up
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to some given timeT > 0. The main di�culties in doing so reside in the nature of the stochastic
noiseS . To start with, this noise lacks Lipschitz properties and spatial regularity. If, in addition,
we assumeW to be a space-time white noise (this is a relevant choice in the physics literature),
then the only existence result we are aware of is the recent work [13]. More speci�cally, in the case
of F (u) := ( N=2)

R
D u(x) log(u(x))dx (corresponding to the Gibbs-Boltzmann entropy functional

with pre-factor N=2 > 0), a unique probability measure-valued solution exists if and only ifN 2 N;
however, in this case, the solution is trivial, and coincides with the empirical measure associated
with N independent di�usion processes.

Again for m(u) � u, and for a speci�c class of � 6= 0, existence of measure-valued martingale
solutions to (1) is available in space dimension one, see the work of von Renesse and coworkers
[15, 1, 11, 12]. These results are based on the application of Dirichlet form methods, as well as on
the interaction between drift and noise in the context of the Wasserstein geometry over the space of
square-integrable probability measures. We also mention [3] for a high-probability existence and
uniqueness result for a regularised version of (1).

In this work we investigate a priori positivity of solutions, up to any chosen time T > 0, in the
speci�c case of a non-conservativethin-�lm equation

(
du = �r � (m(u)r [� u � W 0(u)]) d t + ( h(u)jr uj2 + g(u)) dt + r �

� p
m(u)dW

�
;

u(x; 0) = u0(x)
(2)

set on the spatial domain D := (0 ; 2� ), on some �nite time domain [0; T], and on a probability
space (
 ; F ; P). More precisely, we assume the existence of a su�ciently regular local solution to
(2) (i.e., de�ned up to a random time � � T) and we show that it can be extended up toT while
remaining positive with probability one. Above, u0 : D ! [0; 1 ) is a suitable positive initial datum,
W is a noise white in time and coloured in space,m is the mobility coe�cient, and W , h and g are
given nonlinear source potentials. These potentials compensate the noise contribution whenever
the solution comes close to the singular regimes (these being identi�ed by vanishing or diverging
density); this is thoroughly discussed in Sections 3 and 4. The precise nature ofW, W , h, m, and g
is stated in Subsection 1.1 below. We highlight that(2) �ts into the form prescribed by (1) with
F (u) :=

R
D fjr u(x)j2=2 + W (u(x))gdx and �( u) := h(u)jr uj2 + g(u).

Existence of positive martingale solutions to (2) has been established in the conservative case
(g � h � 0) in [7], for the case of quadratic mobility m(u) = u2; this mobility results in a linear
multiplicative stochastic noise. The case of general polynomial mobility, including the linear case
m(u) = u (corresponding to the noiseS featured in the Dean-Kawasaki model), seems hard to study
for the conservative thin-�lm equation, see [7] again. This is why we analyse(2) for a non-trivial drift
component �. However, our drift component � is not justi�ed, as in the case of [ 15, 1, 11, 12], by the
aforementioned Wasserstein geometry setting. Instead, it is needed in order to deal with algebraic
cancellations arising from the Itô calculus applied to relevant functionals of the solution, these
functionals being primarily associated with positivity of the solution, which is our main interest here.
We also stress the fact that we only pursue a purely analytical justi�cation of our drift component �,
and we consequently neglect any physical modelling at this stage.

The paper is organised as follows. Subsection 1.1 contains basic assumptions on the functional
setting, on the stochastic noiseW, as well as a parametrisation of interest for the relevant nonlinear
quantities m; W; h, and g. Section 2 contains the two main results of this paper, Proposition 2.1
and Theorem 2.2. More speci�cally, Theorem 2.2 (which is also proved in this section) is concerned
with positivity of solutions to (2) up to time T, which is our main interest. Its proof builds upon
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Proposition 2.1, a technical result whose lengthy proof is the topic of Section 3. Sections 4 compares
the contents of this paper with the setting and conclusions of [7]. Section 5 illustrates the di�culties
that one encounters when trying to prove existence of local solutions to(2) via an approximating
Galerkin scheme in the case of general mobilitym, and also explains why such a scheme is e�ective
in the speci�c case of quadratic mobility [7]. We summarise our �ndings and conclusions in Section
6.

1.1 Setting and notation

We work in a periodic function setting on D := (0 ; 2� ). The noise W is white in time and coloured
in space. Its covariance operatorQ is diagonalisable on the eigenfunctions of the Laplace operator
on D with periodic boundary conditions. These eigenfunctions are given by the trigonometric family

f er g1
r =0 :=

�
1

p
2�

;
sin(x)

p
�

;
cos(x)

p
�

;
sin(2x)

p
�

;
cos(2x)

p
�

;
sin(3x)

p
�

;
cos(3x)

p
�

; � � �
�

:

Using [14, Proposition 2.1.10], we write the noise asW(t; x; ! ) =
P 1

r =0
p

� r er (x)� r (t; ! ), where
f � r g1

r =0 are the eigenvalues ofQ associated with f er g1
r =0 , and f � r g1

r =0 is a family of independent
Brownian motions. We assume the eigenvalues ofQ to be rapidly decaying, say� r � a1e� a2 r , where
a1; a2 > 0, for all r 2 N0.
For some� 2 (0; 1), let A0 := (0 ; 1 � � ), A1 := [1 � �; 1 + � ], A1 := (1 + �; 1 ). The mobility m and
the functions h and g are given by

m(u) :=

8
><

>:

u
 1 ; if u 2 A0;
f m (u); if u 2 A1;
u
 2 ; if u 2 A1 ;

h(u) :=

8
><

>:

Bhu� ph ; if u 2 A0;
f h(u); if u 2 A1;
� Bhuch ; if u 2 A1 ;

g(u) :=

8
><

>:

Bgu� pg ; if u 2 A0;
f g(u); if u 2 A1;
� Bgucg ; if u 2 A1 ;

(3)

while W is given by W (u) = u� p. The functions m; h; g; and W are understood to be in�nite when
u � 0. In the above, p; Bh ; ph ; ch ; Bg; pg; cg; 
 1, and 
 2 are positive constants, while the functions
f h ; f g, and f m are such that W; h; g, and m belong to C1 (0; 1 ). It is easy to choosef h and f m such
that, for some � > 0

f m (u) > �; for all u 2 A1;

f 0
h(u) � � �B h ; for all u 2 A1:

(4a)

(4b)

The potentials W, h, and the mobility m are sketched in Figure 1, while the potentialg is not
sketched (as it is qualitatively identical to h). We de�ned h; g and m piecewise onA0 and A1 in
order to be able to treat low and large density regimes di�erently. The de�nitions on A1 provide
smoothness on (0; 1 ) for the quantities in (3). Our de�nitions of W, h, g, and m are justi�ed
as follows: the potential W pushes mass away from the repulsive singularity 0, while obeying the
conservation of mass. The source potentialsh and g introduce mass in the system whenever the
density is too low, and remove mass whenever the density is too large. In the case ofh, the rate at
which the introduction/removal of mass occurs is proportional to jr uj2. The mobility accounts for
di�erent drift and noise magnitudes in the low and large density regimes.
We use the symbolL p to denote the spaceL p(D ). We use the symbolW s;p to denote the Sobolev
spaceW s;p

per(D ) of 2� -periodic functions on R having distributional derivates up to order s belonging
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Figure 1: Sketches ofW (top-left), h (top-right), and m (bottom). Plots on A1 are not provided for
h and m. The qualitative behaviour of g is identical to that of h.

to L p. We abbreviate H s := W s;2. For a Hilbert space V , we useh�; �i V and k � kV to denote
the V-inner product and V-norm, respectively. We drop the subscript if V = L 2. For a function
u depending on space and time, we often writeu(t) instead of u(x; t ), and we indi�erently use
the notations ux and r u to refer to spatial di�erentiation. Finally, C denotes a generic constant
whose value may change from line to line; the dependency of this constant on speci�c parameters is
highlighted whenever relevant.

2 A priori positivity of solutions

Let T > 0. We show that, if we assume the existence of a su�ciently regular solution to(2) up to a
random time � � T, this solution can be extended up toT and is positive P-a.s. In order to do so,
we need the following auxiliary result.

Proposition 2.1. Fix T > 0 and � > 2. Consider an initial datum u0 2 H 1 such that � 1 <
minx2 D u0(x) and ku0kH 1 < � 2, for some � 2 > � 1 > 0, P-a.s. We assume the existence of aP-a.s.
continuous H 1-valued strong solutionu to (2) up to a random time � � T . In particular, the equation
below is satis�ed P-a.s., for all t > 0

u(t ^ � ) = u0 +
Z t^ �

0

�
�r � (m(u)r [� u � W 0(u)]) +

�
h(u)jr uj2 + g(u)

��
ds

+
Z t^ �

0
r �

� q
m(u)( �)

�
dW: (5)
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Further, we assume thatu is such that

P
� Z �

0
kr u(s)k4

L 4 ds < 1
�

= 1 ; P
� Z �

0
k� u(s)k2ds < 1

�
= 1 ;

E
� Z �

0






 uxxx (s)

q
m(u(s))








2
ds

�
< 1 ; (6)

such that the deterministic integrand in (5) is an H 1-valued predictable process, and such that the
stochastic integrand in (5) is an L 0

2(H 1)-valued stochastically integrable process. HereL 0
2(H 1) stands

for the set of Hilbert-Schmidt operators fromQ1=2H 1 into H 1. For all n 2 N such that n� 1 < � 1

and n > � 2, we assume� n � � � T , where the stopping time� n is given by

� n := inf
�

t > 0 : min
x2 D

u(x; t ) � n� 1
�

^ inf f t > 0 : ku(t)kH 1 � ng ^ T: (7)

Assume the following conditions

1X

r =0

� r is small enough; (C1)

ph ; Bh ; ch are big enough; (C2)

pg; Bg; cg are big enough: (C3)

Let F1 : H 1 ! R [ f1g : u 7!
R

D juj � � , let F2 : H 1 ! R: u 7! 1
2kuk2

H 1 , and let F := F1 + F2. Then
there is a constantC independent ofn such that

E
�
F (u(t ^ � n ))

�
� C; for all t 2 [0; T]: (8)

The proof of Proposition 2.1, which is quite lengthy and technical, is the content of Section 3. Our
main result, which relies on Proposition 2.1, is the following.

Theorem 2.2. Let the assumptions of Proposition 2.1 be satis�ed. Then the solutionu to (5) is
de�ned up to time T and is P-a.s. positive, meaning that

P(u(x; t ) > 0 for all x in D and for all t 2 [0; T]) = 1 :

Proof. De�ne � := �
2 � 1 > 0. The H•older inequality and the bound u� � � u� � + 1, valid on (0 ; 1 ),

give

ku� � (t ^ � n )kW 1;1 =
Z

D
ju� � (t ^ � n )jdx + �

Z

D
ju� � � 1(t ^ � n )r u(t ^ � n )jdx

�
Z

D
ju� � (t ^ � n )jdx + �

� Z

D
ju� 2(� +1) (t ^ � n )jdx

� 1=2 � Z

D
jr u(t ^ � n )j2dx

� 1=2

� C + C
Z

D
ju� � (t ^ � n )jdx + Cku(t ^ � n )k2

H 1 � C + CF (u(t ^ � n )) :

This immediately entails, using Proposition 2.1, that

E
h
ku� � (t ^ � n )kW 1;1

i
� C; for all t 2 [0; T]; (9)

where C is independent ofn. Let t 2 [0; T]. We use theP-a.s. H 1-continuity of the paths of u, the
continuous embeddingW 1;1 ,! C(0; 2� ) (with embedding constant K 1), the Chebyshev inequality,
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and equations (8) and (9) to deduce

P(� n < t ) � P
�

min
x2 D

ju(t ^ � n )j � n� 1
�

+ P(ku(t ^ � n )kH 1 � n) = P
�

max
x2 D

ju(t ^ � n )j � � � n�
�

+ P
�
ku(t ^ � n )k2

H 1 � n2�
� P

�
ku� � (t ^ � n )kW 1;1 � K � 1

1 n�
�

+ P
�
ku(t ^ � n )k2

H 1 � n2�

�
E

�
ku� � (t ^ � n )kW 1;1

�

K � 1
1 n�

+
E

�
ku(t ^ � n )k2

H 1

�

n2 ! 0

as n ! 0. This implies that P(supn � n = T) = 1, and concludes the proof.

3 Proof of Proposition 2.1

We split the proof in four parts. In Subsection 3.1, we compute and properly bound the Itô di�erential
of the processF (u) up to time t ^ � n , for any t 2 [0; T]. In Subsection 3.2, we group all the terms
from the previously computed Itô di�erential into families, each family being characterised by a
speci�c term. Subsections 3.3 and 3.4 are concerned with imposing conditions on the parameters
p; Bh ; ph ; ch ; Bg; pg; cg; 
 1; 
 2, and f � r g1

r =0 in such a way that (8) is achieved; more speci�cally,
Subsection 3.3 provides the relevant analysis onA0 [ A1 , while Subsection 3.4 consistently extends
this analysis on to A1.

For notational convenience, we rewrite (5) as du = � (u(t))d t + �( u(t))dW(t); where

� (u) = � 1(u) + � 2(u) + � 3(u) := �r � (m(u)r [� u � W 0(u)]) + h(u)jr uj2 + g(u);

�( u)v := r �
� q

m(u)v
�

:

Integration by parts entails that the component of the stochastic noise of(5) along the direction ei ,
for i 2 N0, is

� Z t

0
�( u(s))dW(s); ei

�
=

* Z t

0
r �

 q
m(u(s))

1X

r =0

p
� r er d� r (s)

!

; ei

+

= �

* Z t

0

q
m(u(s))

1X

r =0

p
� r er d� r (s); r ei

+

=
1X

r =0

Z t

0
�

Dq
m(u(s))er ; r ei

Ep
� r d� r (s):

Thus � can be thought of as an in�nite-dimensional noise represented with components given by

� i;r (u(s)) := �
Dq

m(u(s))er ; r ei

E
; for all i; r 2 N0: (10)

3.1 Itô formula for F (u(t ^ � n ))

We use the Itô formula

G(u(t ^ � n )) = G(u(0)) +
Z t^ � n

0
Gu(u(s)) � (u(s))ds

+
Z t^ � n

0

1
2

Tr
h
Guu (u(s))(�( u(s))Q

1
2 )(�( u(s))Q

1
2 )T

i
ds

+
Z t^ � n

0
Gu(u(s))�( u(s))dW(s)+ =: I 1 + I 2 + I 3 + I 4; (11)
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here stated for a real-valued functionalG applied to the solution u. We can apply (11) to G = F1

and G = F2 because, up to timet ^ � n : (i) the deterministic and stochastic integrand of (5) satisfy
the assumptions of [5, Theorem 4.32]; (ii) F1 and F2 are both uniformly continuous (along with their
�rst and second derivatives) over bounded sets ofH 1.

We analyse termsI 2, I 3, and I 4 of (11) for G = F1 and G = F2. Time dependence is often dropped
for notational convenience.

Term I 2 for G = F1. The �rst and second derivatives of F1 are F1;u(u)v = � �
R

D u� � � 1vdx and
F1;uu (u)(v1; v2) = � (� + 1)

R
D u� � � 2v1v2dx. We study the contributions of � 1, � 2, and � 3 on

F1;u (u)� (u) separately. We obtain

F1;u (u)� 1(u) =
D

�r � (m(u)r [� u � W 0(u)]) ; � �u � � � 1
E

= � (� + 1)
D

m(u)r [� u � W 0(u)]; u� � � 2r u
E

= � (� + 1)
D

r [� u � W 0(u)]; m(u)u� � � 2r u
E

= � � (� + 1)
D

� u; r (m(u)u� � � 2r u)
E

� � (� + 1)
D

W 00(u)r u; m(u)u� � � 2r u
E

= � � (� + 1)
D

� u; m(u)u� � � 2� u
E

� � (� + 1)
D

� u; (m(u)u� � � 2)0jr uj2
E

� � (� + 1)
D

W 00(u)r u; m(u)u� � � 2r u
E

:

We remind the reader of the identity



f (u)jr uj2; � u

�
= �

1
3



f 0(u)jr uj2; jr uj2

�
; (12)

which is valid for f 2 C1(0; 1 ). We choosef (u) := ( m(u)u� � � 2)0 and deduce

F1;u (u)� 1(u) = � � (� + 1)
D

� u; m(u)u� � � 2� u
E

+
� (� + 1)

3

D
(m(u)u� � � 2)00jr uj2; jr uj2

E
� � (� + 1)

D
W 00(u)r u; m(u)u� � � 2r u

E
:

(13)

As for � 2 and � 3, the contributions are simply

F1;u (u)� 2(u) =
D

h(u)jr uj2; � �u � � � 1
E

; F1;u (u)� 3(u) =
D

g(u); � �u � � � 1
E

: (14)

Term I 2 for G = F2. The �rst and second derivatives ofF2 areF2;u (u)v = hu; vi H 1 and F2;uu (u)(v1; v2) =
hv1; v2i H 1 . We study the contributions of � 1, � 2, and � 3 on F2;u(u)� (u) separately. We set
f (u) := m(u)W 00(u) and we obtain, by relying on (12) and using integration by parts

F2;u (u)� 1(u)

= h�r � (m(u)r [� u � W 0(u)]) ; ui H 1 = h�r � (m(u)r [� u � W 0(u)]) ; ui

+ hr (�r � (m(u)r [� u � W 0(u)])) ; r ui

= hm(u)r [� u � W 0(u)]; r ui + hr � (m(u)r [� u � W 0(u)]) ; � ui

= hr [� u � W 0(u)]; m(u)r ui � h m(u)r [� u � W 0(u)]; uxxx i

= �


� u; m0(u)jr uj2

�
� h � u; m(u)� ui � h W 00(u)r u; m(u)r ui � h m(u)uxxx ; uxxx i

+ hf (u)r u; uxxx i
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=
1
3



m00(u)jr uj2; jr uj2

�
� h � u; m(u)� ui � h W 00(u)r u; m(u)r ui

� h m(u)uxxx ; uxxx i � h f (u)� u; � ui �


f 0(u)jr uj2; � u

�

=
1
3



[m00(u) + f 00(u)] jr uj2; jr uj2

�
� h � u; m(u)[1 + W 00(u)]� ui

� h W 00(u)r u; m(u)r ui � h m(u)uxxx ; uxxx i : (15)

The contribution associated with � 2 is

F2;u (u)� 2(u) =


h(u)jr uj2; u

�
H 1 =



h(u)u; jr uj2

�
+



r (h(u)jr uj2); r u

�

=


h(u)u; jr uj2

�
�



h(u)jr uj2; � u

�
=



h(u)u; jr uj2

�
+

1
3



h0(u)jr uj2; jr uj2

�
; (16)

while the contribution associated with � 3 is

F2;u (u)� 3(u) = hg(u); ui + hg0(u)r u; r ui : (17)

Term I 3 for G = F1. We rely on (10) and the expression ofF1;uu to compute the Itô correction

1
2

Tr
h
F1;uu (u)(�( u)Q1=2)(�( u)Q1=2)T

i

= � (� + 1)
1X

r =0

� r

1X

s=0

1X

z=0

D
u� � � 2ez; es

E Dq
m(u)er ; es;x

E Dq
m(u)er ; ez;x

E
: (18)

Remark 3.1. One can convince oneself of the nature of(18) by thinking of a �nite-dimensional
equivalent of the problem, formulated in terms of the matrices

Qm = diag
np

� 1; � � � ;
p

� m

o
; [� m (u)] i;r := �

Dq
m(u)er ; r ei

E
; i; r 2 f 0; � � � ; mg; (19)

[F1;uu (u)]m (ei ; er ) = � (� + 1)
Z

D
u� � � 2ei er dx; i; r 2 f 0; � � � ; mg:

We bound (18) by using integration by parts, the Parseval identity in L 2 (for the sums overz and
s), the rapid decay of f � r g1

r =0 , and the fact that k(dk=dxk )er kL 1 � Ck r k (for the sum over r ). We
obtain

� (� + 1)
1X

r =0

� r

1X

s=0

1X

z=0

D
u� � � 2ez; es

E Dq
m(u)er ; es;x

E Dq
m(u)er ; ez;x

E

= � (� + 1)
1X

r =0

� r

1X

s=0

1X

z=0

D
u� � � 2ez; es

E D
r

� q
m(u)er

�
; es

E D
r

� q
m(u)er

�
; ez

E

= � (� + 1)
1X

r =0

� r

1X

s=0

D
r

� q
m(u)er

�
; es

E D
r

� q
m(u)er

�
; u� � � 2es

E

= � (� + 1)
1X

r =0

� r

� �
�
�r

� q
m(u)er

� �
�
�
2

; u� � � 2
�

(20)

� C(�; f � gr )
� D

m� 1(u)(m0(u))2u� � � 2 r u; r u
E

+
Z

D
m(u)u� � � 2dx

�
: (21)

Remark 3.2. Alternatively, one can identify (20) by using [4, Section 3].
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Term I 3 for G = F2. We compute the Itô correction

1
2

Tr
h
F2;uu (u)(�( u)Q1=2)(�( u)Q1=2)T

i
=

1X

r =0

� r

1X

z=0

(1 + z2)
Dq

m(u)er ; ez;x

E2
(22)

=
1X

r =0

� r

1X

z=0

Dq
m(u)er ; ez;x

E2
+

1X

r =0

� r

1X

z=0

z2
Dq

m(u)er ; ez;x

E2
=: T1 + T2:

Once again, the reader can convince oneself of the nature of(22) by thinking of a �nite-dimensional
equivalent of the problem, thus relying on the matricesQm and � m (u) de�ned in (19), as well as on
the matrix [ F2;uu (u)]m = diag f (1 + z2)gz=1 ;��� ;m . See Remark 3.1 also.
We bound T2. Given the nature of the trigonometric basis f er g1

r =0 , we have (for r � 1), that
rer;x = � (r )� e� (r ) , for some injective function � : N ! N and where � (r ) 2 f� 1; +1g. We use
integration by parts and the Parseval identity (for the sum over z) and obtain

T2 =
1X

r =0

� r

1X

z=0

Dq
m(u)er ; � ez

E2
=

1X

r =0

� r

1X

z=0

D
�

� q
m(u)er

�
; ez

E2
=

1X

r =0

� r






 �

� q
m(u)er

� 






2

(23)

� C
1X

r =0

� r

� 








�
�

1
4

m� 3=2(m0)2 +
1
2

m� 1=2(u)m00(u)
�

jr uj2er










2

+









1
2

m� 1=2(u)m0(u)� uer










2

(24)

+





 m� 1=2(u)m0(u)r u er;x








2
+







q

m(u)� er








2�

� C(f � r gr )
�
�

m� 1(u)(m00(u))2 + m� 3(u)(m0(u))4�
r uj2; jr uj2

�

+


m� 1(u)(m0(u))2� u; � u

�
+



m� 1(u)(m0(u))2r u; r u

�
+

Z

D
m(u)dx

�
; (25)

where the right-hand-side of (23) can also be inferred from [4, Section 3].

Remark 3.3. Given the polynomial nature of m(u) jA 0 [ A 1 , it is easy to notice that the multiplying
term T3 := � 1

4m� 3=2(m0)2 + 1
2m� 1=2(u)m00(u) in (24) vanishes if and only if 
 1 = 
 2 = 2. In all

other cases, the terms making upT3 are proportional to each other.

As for T1, the computation is simpler, and it reads, thanks to the Parseval inequality

T1 =
1X

r =0

� r

1X

z=0

Dq
m(u)er ; ez;x

E2
=

1X

r =0

� r

1X

z=0

D
r

� q
m(u)er

�
; ez

E2
=

1X

r =0

� r






 r

� q
m(u)er

� 






2

(26)

� C
1X

r =0

� r

� 




 m� 1=2(u)m0(u)r u er








2
+







q

m(u)er;x








2�
(27)

� C(f � r gr )
�



m� 1(u)(m0(u))2r u; r u

�
+

Z

D
m(u)dx

�
;

where the right-hand-side of (26) can once again be inferred from [4, Section 3]. We deduce

1
2

Tr
h
F2;uu (u)(�( u)Q1=2)(�( u)Q1=2)T

i

� C(f � r gr )
�
�

m� 1(u)(m00(u))2 + m� 3(u)(m0(u))4�
jr uj2; jr uj2

�

+


m� 1(u)(m0(u))2� u; � u

�
+



m� 1(u)(m0(u))2r u; r u

�
+

Z

D
m(u)dx

�
; (28)
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Term I 4 for G = F1. We rely on [5, Theorem 4.36] and bound the Itô isometry term associated with
I 4. We use integration by parts and the Parseval identity to deduce

1X

r =0

� r

�
�
�
�
�

1X

z=0

� �
D

u� � � 1; ez

E D
r

� q
m(u)er

�
; ez

E
�
�
�
�
�

2

= �
1X

r =0

� r

�
�
�
D

u� � � 1; r
� q

m(u)er

�E �
�
�
2

= �
1X

r =0

� r

�
�
�
D

(� + 1) u� � � 2r u;
q

m(u)er

E�
�
�
2

� C(f � r gr ; � )
D

u� � � 2m(u)r u; u� � � 2r u
E

: (29)

Given the de�nition of � n , we deduce that I 4 is a square-integrable martingale with mean zero, see
[5, Proposition 4.28]. The contribution of I 4 can thus be neglected.

Term I 4 for G = F2. Again relying on [5, Theorem 4.36], we bound the Itô isometry term associated
with I 2. Similarly to (29), we deduce

1X

r =0

� r

�
�
�
�
�

1X

z=0

(1 + z2) hu; ez i
D

r
� q

m(u)er

�
; ez

E
�
�
�
�
�

2

=
1X

r =0

� r

�
�
�
�
�

1X

z=0

hu; ez � � ez i
D

r
� q

m(u)er

�
; ez

E
�
�
�
�
�

2

�
1X

r =0

2� r

�
�
�
D

u; r
� q

m(u)er

�E �
�
�
2

+
1X

r =0

2� r

�
�
�
D

� u; r
� q

m(u)er

�E �
�
�
2

=
1X

r =0

2� r

�
�
�
D

r u;
q

m(u)er

E�
�
�
2

+
1X

r =0

2� r

�
�
�
D

uxxx ;
q

m(u)er

E�
�
�
2

� C(f � r gr ) fhr u; m(u)r ui + huxxx ; m(u)uxxx ig : (30)

In this case, the de�nition of � n does not imply that I 4 is a square-integrable martingale with mean
zero. This is due to the presence of the termhuxxx ; m(u)uxxx i .

3.2 Clustering contributions from the Itô formula

In the previous section we have provided bounds for the termsI 2, I 3, I 4 associated with the Itô
formula applied to the functionals F1(u) and F2(u). These bounds contain terms which can be
clustered in �ve distinct families, identi�ed as

Z

D
p(u); (F1)

hp(u)� u; � ui ; (F2)


p(u)jr uj2; jr uj2

�
; (F3)

hp(u)r u; r ui ; (F4)

hp(u)uxxx ; uxxx i ; (F5)

for somep 2 C(0; 1 ). Notice that all contributions to the Itô formula are well de�ned, because of
assumption (6). With the exception of the terms in the right-hand-side of (29) (associated with the
Itô isometry of I 4 for the functional F1(u)), we now cluster all the terms belonging to the same
family.

Terms of kind (F1). Relevant terms are gathered from (28), (21), (17), (14), adding up to

C(f � r gr )
Z

D
m(u)dx + C(f � r gr ; � )

Z

D
m(u)u� � � 2dx+ hg(u); ui +

D
g(u); � �u � � � 1

E
: (31)
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Terms of kind (F2). Relevant terms are gathered from (13), (15), (28), adding up to

� � (� + 1)
D

� u; m(u)u� � � 2� u
E

� h � u; m(u)� ui � h � u; m(u)W 00(u)� ui

+ C(f � r gr )


m� 1(u)(m0(u))2� u; � u

�
: (32)

Terms of kind (F3). Relevant terms are gathered from (13), (15), (16), (28), adding up to

C(� )
D

(m(u)u� � � 2)00jr uj2; jr uj2
E

+
1
3



m00(u)jr uj2; jr uj2

�
+

1
3



(m(u)W 00(u))00jr uj2; jr uj2

�

+
1
3



h0(u)jr uj2; jr uj2

�
+ C(f � r gr )


�
m� 1(u)(m00(u))2 + m� 3(u)(m0(u))4�

jr uj2; jr uj2
�

: (33)

Terms of kind (F4). Relevant terms are gathered from(13), (14), (15), (16), (21), (28), (17), (30),
adding up to

� � (� + 1)
D

W 00(u)r u; m(u)u� � � 2r u
E

� C(� )
D

h(u)jr uj2; u� � � 1
E

� h W 00(u)r u; m(u)r ui

+


h(u)u; jr uj2

�
+ C(f � gr )

D
m� 1(u)(m0(u))2u� � � 2r u; r u

E

+ C(f � gr )


m� 1(u)(m0(u))2r u; r u

�

+ hg0(u)r u; r ui + C(f � gr ) hr u; m(u)r ui : (34)

Terms of kind (F5). Relevant terms are gathered from (15), (30), adding up to

(C(f � r gr ) � 1) hm(u)uxxx ; uxxx i : (35)

3.3 Parameter tuning on A0 [ A1

We now look for conditions on the parametersp; Bh ; ph ; ch ; Bg; pg; cg; 
 1; 
 2; and f � r g1
r =0 in order to

obtain (8). More speci�cally, we look for conditions on these parameters in such a way that some of
the terms in (31), (32), (33), (34), and (35) can be bounded by the two Gronwall type terms

R
D u� �

and kuk2
H 1 , while the remaining can be bounded by constants. In order to easily identify the relevant

parameters, for each of the families (F1){(F4) we draw two summary tables. As for the �rst table:

(i) each column is associated with a term of the family in question, the terms being listed in order
of appearance in the corresponding expression among (31), (32), (33), and (34).

(ii) the second row shows the degree of the monomial restrictionp(u) jA 0 .

(iii) the �rst row shows the constants multiplying p(u) jA 0 .

We will denote this kind of table by A 0. As for the second table, everything is de�ned in the same
way, but with the region A0 replaced by A1 . We will denote this kind of table by A 1 . We deal
with the analysis on the region A1 in the following subsection.

Summary table and conditions for family (F1). Tables A 0 and A 1 summarising (31) are given
in Figure 2. Condition (C3) insures that the leading polynomial order is contained in the fourth
(respectively, third) column for A 0 (respectively, A 1 ). The contribution given by the family (F1) is
then bounded by a constant.

Summary table and conditions for family (F2). Tables A 0 and A 1 summarising (32) are given
in Figure 3. For both A 0 and A 1 , the only positive contribution comes from column 4. This
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A 0 =
C(f � r g) C(�; f � r g) Bg � �B g


 1 
 1 � � � 2 � pg + 1 � � � 1 � pg

A 1 =
C(f � r g) C(�; f � r g) � Bg �B g


 2 
 2 � � � 2 cg + 1 � � � 1 + cg

Figure 2: Tables A 0 and A 1 for family (F1).

A 0 =
� C(� ) � 1 � p(p + 1) 
 2

1C(f � r gr )

 1 � � � 2 
 1 
 1 � p � 2 
 1 � 2

A 1 =
� C(� ) � 1 � p(p + 1) 
 2

2C(f � r gr )

 2 � � � 2 
 2 
 2 � p � 2 
 2 � 2

Figure 3: Tables A 0 and A 1 for family (F2).

contribution can be compensated, e.g., with column 1 (in the case ofA 0) or column 2 (in the case of
A 1 ) by using (C1).

Summary table and conditions for family (F3). Tables A 0 and A 1 summarising (33) are given in
Figure 4. For A 0 (respectively, A 1 ) we can pick ph ; Bh big enough (respectively,ch ; Bh big enough)

A 0 =
C(
 1; � ) C(
 1) p(p + 1)( 
 1 � p � 2)(
 1 � p � 3) � phBh=3 C(
 1)C(f � r gr )


 1 � � � 4 
 1 � 2 
 1 � p � 4 � ph � 1 
 1 � 4

A 1 =
C(
 2; � ) C(
 2) p(p + 1)( 
 2 � p � 2)(
 2 � p � 3) � chBh=3 C(
 2)C(f � r gr )


 2 � � � 4 
 2 � 2 
 2 � p � 4 ch � 1 
 2 � 4

Figure 4: Tables A 0 and A 1 for family (F3).

so that column 4 contains the leading-order monomial, with also su�ciently big multiplicative
constant. Thus column 4 compensates all the other columns. We have thus invoked (C2).

Summary table and conditions for family (F4). Tables A 0 and A 1 summarising (34) are given in
Figure 5.
If we invoke (C3) for both A 0 and A 1 , then column 7 contains the leading order. Thus all other
columns are compensated by a constant.

Conditions for family (F5). Contribution (35) is negative as long as we invoke (C1).

3.4 Parameter tuning on A1

Conditions (C1)-(C3) are also enough to provide the same conclusions, as in Subsection 3.3, for the
families (F1)-(F5) analysed overA1. More speci�cally: the domain D being bounded, the continuity
of m does not alter the estimate for the family (F1); the estimate for the family (F2) still holds due
to (C1) and (4a); the estimate for the family (F3) still holds due to (4a){ (4b) and (C2); the estimate
for the family (F4) still holds, due to (4a) and the fact that we are allowed to bound everything
with a constant times jr uj2, so there is no issue in the local behaviour in a neighbourhood ofu = 1.
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A 0 =
� C(� )p(p + 1) � C(� )Bh � p(p + 1) Bh C(f � r gr ; 
 1) C(f � r gr ; 
 1) � Bgpg 1

 1 � � � p � 4 � ph � � � 1 
 1 � p � 2 � ph + 1 
 1 � � � 4 
 1 � 2 � pg � 1 
 1

A 1 =
� C(� )p(p + 1) C(� )Bh � p(p + 1) � Bh C(f � r gr ; 
 2) C(f � r gr ; 
 2) � Bgcg 1

 2 � � � p � 4 ch � � � 1 
 2 � p � 2 ch + 1 
 2 � � � 4 
 2 � 2 cg � 1 
 2

Figure 5: Tables A 0 and A 1 for family (F4).

Finally, thanks to (4a), nothing needs to be adapted for the family (F5).

We can complete the proof of Proposition 2.1 by taking the expected value in the Itô formula(11)
for G = F1 + F2.

4 Analysis of results

We compare our setting to that of J. Fischer and F. Gr•un, whose paper [7] has inspired us to
this work. In [ 7], existence of aP-a.s. positive solution to the conservative thin-�lm equation (i.e.,
equation (2) with h � g � 0) is established in the case of quadratic mobilitym(u) = u2. This
speci�c mobility, corresponding to 
 1 = 
 2 = 2 in our notation, results in a linear stochastic noise
which makesh and g unnecessary in the argument. We detail this last statement by making a direct
comparison to our computations.

No need for h. No term belonging to the family (F3) arises when
 1 = 
 2 = 2. Firstly, the
Itô correction applied to kr uk2 does not produce any such term, because of the linear nature
of

p
m(u) = u, see Remark 3.3. We can thus drop the(F3)-term in (28), which corresponds to

column 5 in A 0 and A 1 . Secondly, if one picksp := � > 2 (this is compatible with the setting
in [7]), some computations can be performed better. In particular, one can combine the drift
contributions coming from the Itô formula applied to functional F3(u) := kr uk2 + F1(u), thus
getting, for pr := � � u + W 0(u)

hux ; r (�r (m(u)r (� pr ))) i + hW 0(u); �r (m(u)r (� pr )) i

= h� u; r (m(u)r (� pr )) i + hr [W 0(u)]; m(u)r (� pr )i

= � hr [� u]; m(u)r (� pr )i + hr [W 0(u)]; m(u)r (� pr )i = � h pr;x ; m(u)pr;x i � 0:

The above computation is a way of regrouping relevant drift terms in a slightly di�erently way. More
speci�cally, the �nal term hpr;x ; m(u)pr;x i can be rewritten as

hm(u)uxxx ; uxxx i + hW 00(u)r u; m(u)W 00(u)r ui � 2huxxx ; m(u)W 00(u)r ui

and the last term in above expression contains the contributions of columns 1 and 3 ofA 0 and A 1

(which coincide, as� = p, see(13) and (15)). Finally, column 2 of A 0 and A 1 is dealt with by not
computing the Itô formula for kuk2 at all, as one relies on Poincar�e inequality arguments based on
the conservation of mass. One is then left only with column 4 ofA 0 and A 1 , which are associated
with h.

Remark 4.1. In [7], the quantity � h pr;x ; m(u)pr;x i is used to balance the Itô isometry term coming
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from the stochastic noise given by a suitable combination ofF1 and F2. In this paper, we have
analysedF1 and F2 separately, thus the quantity � h pr;x ; m(u)pr;x i has not quite emerged.

No need for g. This follows under the weaker assumptions
 2 � 2, 2 � 
 1 � 2 + � . The �rst term in
(31) is of Gronwall type, simply because

Z

D
m(u)dx � C + kuk
 2

L 
 2 � C + Ckuk2
H 1 :

As for the second term in (31), it is also of Gronwall type. We write

C(f � r gr )
Z

D
m(u)u� � � 2dx � C(f � r gr )

Z

D
u
 1 � � � 2dx + C(f � r gr )

Z

D
u
 2 � � � 21u> 1+ � dx + C:

This yields

C(f � r gr )
Z

D
m(u)u� � � 2dx � C(f � r gr )

Z

D
u
 1 � � � 2dx + C:

For 2 � 
 1 < � + 2 and � > 2 we get that � �= (
 1 � � � 2) � 1. We use the H•older inequality to
obtain

C(f � r gr )
Z

D
u
 1 � � � 2dx � C(f � r gr )

� Z

D
u� � dx

� 
 1 � � � 2
� �

� C(f � r gr )
Z

D
u� � dx + C:

When 
 1 = � + 2, the above inequality is also trivially valid. This means that columns 1 and 2 of
A 0 and A 1 for the family (F1) are bounded by Gronwall terms, and g is thus super
uous.

Remark 4.2. It is worth noticing that, in the conservative case with quadratic mobility, the
potential W is actually needed. The potential W is only involved in bounding all the terms in
family (F4), while it is not necessary to deal with the families(F1), (F2), (F3), and (F5). In the
non-conservative case with mobility m(u) not being quadratic, the use ofW can be bypassed by
properly tuning h, which is needed for the family(F3) anyway. As a matter of fact, we can not use
W only, and we may actually not use it at all, as h carries the leading order.

The contents of this section have shown that the potentialh is concerned with addressing nonlin-
earities of the stochastic noise of(2) (i.e., analysis for 
 1 6= 2 or 
 2 6= 2), while g is concerned with
being able to deal with noise of \large" size in regimes of both low and high densityu (i.e., analysis
for 
 1 < 2 and 
 2 > 2). In particular, the terms h(u)jr uj2 and g(u) appear to be a plausible drift
correction for the speci�c case of the Dean-Kawasaki model in(1), which corresponds to
 1 = 
 2 = 1.

5 Considerations on a Galerkin discretisation of the problem

In this work we have dealt with an a priori regularity analysis for solutions to (2). More speci�cally,
we have assumed the existence of a local regular solution to(2), and we have shown that it can
be extended up to any given timeT > 0 while also being positiveP-a.s. We devote this section to
explaining the major di�culties one encounters when trying to prove existence of local solutions to
(2) in the conservative case (corresponding toh � 0, g � 0).

One may rely on a Galerkin scheme for a spatial discretisation of the problem. Two natural basis
choices come up: (i) the trigonometric basis, see Subsection 1.1; (ii) the hat basis for the space of
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periodic linear �nite elements on the uniform grid f 0; h; 2h; � � � ; 2� � h; 2� g, where h in an integer
fraction of 2� , see [7].

The use of the trigonometric basis might seem slightly more suitable to deal with the di�erential
operators of (2). However, it is subject to a disadvantage. Form := 2 �h � 1, let um be the
solution to the m-dimensional Galerkin approximation of (2) with respect to an L 2-projection onto
Vm := f e1; � � � ; em g. It is not hard to see that computing the Itô formula for the functional F (um ),
where F is the same as in Proposition 2.1, leads to a few terms carrying a projection operator� m

onto Vm . In particular, one gets such a projection for the drift component associated withF1. This
is an issue, as having projections on the drift term annihilates the compensation that such term
could potentially have on the positive terms coming from the Itô correction for F1 and F2. One
can avoid the appearance of such projections by only considering quadratic quantities inum , such
as F2(um ). However, one loses any indication of positivity of the solutionsum , which may only be
de�ned up to a random time � ; this is primarily due to the function W not being bounded near
the origin, thus preventing us from using the standard existence theory (see, e.g., [9, Chapter IV,
Theorem 2.2]). One can not get around this issue by simply smoothening the potentialW near the
origin, as to do so would not provide uniform estimates forE[F (um )]; one can intuitively see this
from the summary tables given in Subsection 3.3.

On the other hand, the use of the hat basis proved to be successful in [7] in the case of quadratic
mobility. We limit ourselves to brie
y summarising the two main reasons for this. Firstly, one may
rely on the so calledentropy consistencyfor the discrete mobility [8], which allows to discretise the
quadratic mobility in a piecewise constant function, for the bene�t of relevant integral equations
and of projection purposes onto the �nite-dimensional Galerkin approximation space. Secondly,
the solution um being piecewise linear, it has piecewise constant derivativeum;x . This fact allows
to detach contributions involving the quadratic term jum;x j2 from the contribution given by the
(nonlinear) term W 00(um ), thus simplifying the analysis. Moreover, the contribution given by W 00(um )
is in turn provided by the hat basis spatial discretisation of the problem, which allows to suitably
bound the ratios of the values ofum at adjacent grid nodes. These key observations allow the
authors in [7] to e�ectively deal with the nonlinearities of the problem, represented by the quadratic
mobility and polynomial potential W , within the framework of a Galerkin scheme associated with
both positivity and appropriate tightness arguments for the solutions um . However, this Galerkin
approximation scheme does not seem to be extendable (at least in the conservative case) to mobilities
whose square roots have unbounded �rst derivatives, i.e., in which either
 1 < 2 or 
 2 > 2. One can
�nd a justi�cation of the previous statement by keeping in mind our discussion for the need of h
and g given in Section 4.

6 Conclusions

For equation (2), non-conservative contributions h and g appear to be necessary in order to show a
priori positivity of solutions in the case of non-quadratic mobility m. The role of h is to compensate
for nonlinearities arising from the Itô calculus associated with relevant functionals of the unknown
processu, while the role of g is to compensate for large noise in low and high density regimes. In
particular, the Dean-Kawasaki model seems to require a drift correction. The a priori positivity
analysis has been performed by using a functional representation with respect to the trigonometric
basis ofL 2. Establishing existence of local solutions (which could then be extended up to any time
T > 0 while preserving positivity) seems to be unpractical if one is to use a Galerkin approximation
scheme with respect to this basis; in the conservative case, there seems to be a good chance to prove
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existence of positive solutions with a Galerkin scheme with respect to the hat basis, but only in the
case of mobilities whose square roots have bounded �rst derivatives (
 1 > 2 and 
 2 < 2). If one is to
consider di�erent ranges of 
 1 and 
 2, then non-conservative corrections could be of use within the
hat basis discretisation framework.
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4.2. Conclusions

We have considered a non-conservative version of the stochastic thin-�lm equation

endowed with speci�c source potentials, namely, (2). Subject to the existence of a

su�ciently regular solution de�ned up to a random time, we have provided conditions

on the source potentials and the stochastic noise in order to extend such solution up to

any deterministic �nite time (Theorem 2.2). Such result is based on a priori estimates

which are uniform w.r.t. the minimum and maximum (positive) values attained by

the solution. These estimates (proved in Proposition 2.1) follow from an application

of the Itô formula to the relevant functional F , which encodes the solution positivity

requirement by controlling the quantity ku��kW 1;1 , for some � > 0. The proof of

Proposition 2.1 identi�es conditions on the source potentials and the noise in such a

way that all families of terms (F1)-(F5) originated by the application of the Itô formula

are suitably controlled.

Despite not providing an existence proof for the solution to this thin-�lm equation,

this work gives some insight on the structure of the DK class. Firstly, we give an indic-

ation of what the ‘magnitude’ of the source potentials should be (w.r.t. the mobility

coe�cient/noise) in order for the model to guarantee (a priori) positivity of solutions.

Secondly, we are able to make a parallel to the reference work [24], by showing consist-

ency of the two settings in the case of quadratic mobility. More speci�cally, in Section

4, we argue that the source potentials are not necessary in the case of quadratic mo-

bility (and this is indeed the case in [24]), and we associate the appearance of some

distinctive terms among (F1)-(F5) to a non-quadratic mobility.

We conclude by arguing (Sections 5 and 6), in accordance to the conclusions of

[24], that there appears to be substantial di�culties in proving existence of positive

solutions to a thin-�lm equations featuring either a non-Lipschitz or a superlinear noise

term
p
m(�).
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Chapter 5

Conclusions

In this thesis, we discussed various modelling and analytical aspects for a class of

stochastic equations (which we have referred to as the Dean{Kawasaki class) by focusing

our attention on two speci�c incarnations: the DK equation, and a thin-�lm equation.

In Chapter 2, we enquired whether, and to which extent, regularising the original

DK equation (proposed in [15, 32]) can diminish its ill-posedness. We proposed a

regularised model in the case of independent particles. In contrast to [15], we con-

sidered particle of �nite rather than atomic size, where the particle size is related to

their total number. This entailed several useful consequences. Firstly, we were able

to provide rigorous and precise estimates as for the ‘di�erence’ between the micro-

scopic and mesoscopic representation of the noise in the model. Secondly, we obtained

suitable tightness for the model in the limit of the number of particles. Thirdly, we

showed existence and uniqueness of smooth solutions, in a high-probability sense, for

the resulting wave equation with mesoscopic DK type noise: key features here were the

small-noise regime of the noise, as well as its smooth Gaussian driving term.

In Chapter 3 we extended the analysis to the case of particles interacting through

a pairwise potential, thus generalising our model to more interesting and relevant sys-

tems. We relied on a suitable propagation of chaos result to refer the analysis of the

weakly interacting particle system in question to an auxiliary system of independ-

ent McKean{Vlasov type particles. We quanti�ed the ‘price’ that one pays to switch

between the two systems, and concluded that it is negligible (as the number of particles

goes to in�nity) due to the chosen regularisation. Using this fact, we were then able

to refer to the contents of Chapter 2 in many points, with the notable exception of the

tightness argument, which we adapted as a result of the decreased time regularity of

the model entailed by the propagation of chaos. We solved the resulting DK model

analogously to Chapter 2, with the addition of localisation techniques required to deal

with the superlinear interaction term fW 0 � ��g��.
Finally, in Chapter 4, we picked up an open question from Chapters 2 and 3 (i.e.,

can we guarantee almost sure positivity of solutions to our regularised DK models?)

and discussed it for a wider set of members of the DK class. More speci�cally, we took

inspiration from [24], and considered non-conservative modi�cations of a stochastic

thin-�lm equation. We showed that, in the presence of a su�ciently regular local

positive solution, such solution can be extended (while remaining positive) up to any

�nite time, provided that the non-conservative source potentials give a strong enough

‘repulsive singularity’ (w.r.t. to relevant features of the stochastic noise) at the null

density pro�le. We then put our result into context by highlighting analogies with [24],

and drew some conclusions w.r.t. the DK class.

5.1. Possible future directions

Several problems concerning the DK class remain, to this date, open. Among the most

important ones, is the issue of positivity of solutions. This natural question applies

primarily to both Chapters 2 and 3. There, we have performed a low temperature

approximation (e.g., see the approximation of j2;� in [12, Approximation 3]) in order to

close our regularised DK models. This approximation, which is applicable only in local
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equilibrium, leads to a noise-perturbed wave equation. This equation’s drift does not

contain singularities which can ‘push the solution away’ from the null pro�le. It would

be interesting to see whether a more sophisticated approximation of j2;�, possibly in an

out-of-equilibrium regime, could provide such repulsive singularities.

On a related note, the DK class is formulated on the level of densities which depend

on position and time, but not on velocity. There is thus a signi�cant gap between the

DK class and the Vlasov{Fokker{Planck type equations (see for instance [19]), where

densities also depend on velocity. In fact, the hydrodynamic limit which is used to

derive Vlasov{Fokker{Planck type equations allows for an explicit identi�cation of the

equations’ drifts. As our regularised DK models are reduced models with half the space

dimensions, it is unsurprising that more di�culties arise when trying to close them in

the relevant densities ��, j�. It would be interesting to investigate whether one can

‘bridge’ between the Vlasov{Fokker-Planck class and the DK class in order to get a

better understanding of the deterministic drift for the latter (in the speci�c case of our

regularised DK models, a better understanding of j2;�). On this matter, introducing

particle mass in the underlying Langevin dynamics and investigating vanishing mass

limits seems to be a relevant starting point [51].

The matter of repulsive singularities in the drift is naturally associated with the

contents of Chapter 4. With respect to the contents of this chapter, it would interesting

if one could prove the existence of local positive solutions, instead of taking this as an

assumption. More speci�cally, it would be interesting to see whether the numerical

schemes found in [24, 27] can be adapted in the case of general monomial mobility and

repulsive source potentials.

Additionally, it would be good to gain additional insight in the scaling N�� = 1,

which we have used in Chapters 2 and 3, and whose heuristic meaning has been given in

Subsection 1.8. From an analytical perspective, it would be interesting to investigate

how much � can be lowered without altering the current results (we have already

encountered sub-optimal bounds in our analysis). From a physics perspective, it would

be interesting to see whether there is a speci�c choice of � which leads to a meaningful

representation of j2;�, or to a non-trivial noise in the macroscopic limit (even though

this goes beyond the small-noise regime analysis we have so far carried out). From

a numerical perspective, we have never conducted numerical simulations for relevant

smoothed densities. It would be interesting to understand whether, and in which sense,

the scaling a�ects the computational e�ciency for the simulation of the densities (��; j�).
This question applies in the case where (��; j�) is associated with the ‘exact’ Langevin

particle system, and also in the case where it is a solution to the regularised DK models

we have derived in Chapters 2 and 3.

Finally, it would be a signi�cant achievement to lift the DK class analysis to higher

spacial dimensions, even though this appears to be challenging.
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