Analyzing mechanisms and microscopic reversibility of self-assembly
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We use computer simulations to investigate self-assembly in a system of model chaperonin proteins, and in an Ising lattice gas. We discuss the mechanisms responsible for rapid and efficient assembly in these systems, and we use measurements of dynamical activity and assembly progress to compare their propensities for kinetic trapping. We use the analytic solution of a simple minimal model to illustrate the key features associated with such trapping, paying particular attention to the number of ways that particles can misbind. We discuss the relevance of our results for the design and control of self-assembly in general. © 2011 American Institute of Physics. [doi:10.1063/1.3662140]

I. INTRODUCTION

In self-assembly,1,2 particles combine spontaneously to form structures that can be closed, such as capsids3 and DNA “origami,”4 or extended, such as filaments,5 sheets,6,7 and unusual crystals.8–12 The possibility of exploiting assembly for technological ends has been discussed many times,1,2 but to realize this possibility we need to develop the ability to predict and control the properties of experimental self-assembling systems in general. In particular, understanding how systems can be designed so as to assemble reliably and rapidly while avoiding kinetic traps remains a key challenge.

Effective dynamical assembly typically requires bond-making and bond-breaking events, so that assembling particles can avoid long-lived disordered structures and form the desired ordered one. The role of transient unbinding during self-assembly is understood at a qualitative level.3,13–19 Particles on the micro- and nanoscale can exploit thermal fluctuations in order to sample a range of bound configurations as structures grow. Such fluctuations allow particles to break local bonds and escape the kinetic “traps” that result when misbound particles become frozen into place by the arrival of more material. The importance of such fluctuations is apparent from measurements, in computer simulations, of assembly yield as a function of particle binding strength. Typically, such curves are non-monotonic, with a decrease in yield at large binding strength due to the suppression of bond-breaking events14,15,20,21 (see Fig. 1). However, while the roles of fluctuations and transient unbinding are clear at this qualitative level, it is not clear “how much” reversibility is required for effective self-assembly in a given system.

Here we address this question. We introduce a toy model of assembly whose analytic solution demonstrates a minimal set of requirements for kinetic trapping. We also consider computer simulations of two models of interacting particles. The first is an off-lattice, coarse-grained model22 of “chaperonin” proteins from which filament-like and sheet-like structures can assemble. The second is the two-dimensional lattice gas, whose separation into dense and dilute phases exhibits many of the characteristic features of self-assembly.17,18 We discuss the assembly mechanisms in these models, and in particular identify whether assembly is more efficient when a single structure forms by nucleation and growth, or when multiple structures form simultaneously. We then consider the role of thermal fluctuations, comparing measurements of dynamical activity23,24 with the flux towards the assembled state. For example, as chaperonin particles assemble into a close-packed sheet, they typically bind and unbind hundreds or thousands of times before attaining their final positions. We find that both the mechanism of assembly and the dynamical activity indicate the effectiveness of a system in avoiding (or escaping from) kinetic traps, and we discuss the relevance of these results for the design of self-assembling systems.

II. MODELS AND ASSEMBLY YIELDS

A. General considerations

A key aim of this article is to identify features that are conserved between different self-assembling systems. To this end, we show results for three model systems, emphasising their common features as well as some salient differences. We initialise interacting particles in disordered configurations and they evolve with diffusive dynamics towards low-energy thermally equilibrated structures. For example, we will consider model chaperonin proteins that assemble into extended close-packed sheets (full details are given in Sec. II B). We define the “yield” of this assembly process to be the fraction of particles embedded in such close-packed sheets. To facilitate comparison between systems, we consistently use $\epsilon_T$, $T$ to denote a dimensionless measure of the strength of inter-particle bonds; we also use $n_{opt}$ to denote the assembly yield, defined as the fraction of particles that are in “optimal” binding environments.

Figure 1(a) shows results for the sheet-forming chaperonin system and Fig. 1(b) shows results for a two-dimensional lattice model where particles assemble into large close-packed clusters (see Sec. II C for full details). For these two systems, on these time scales, $n_{opt}$ is large only in a narrow...
range of bond strength. When bonds are too weak, the assembled structure is not stable; when bonds are too strong, the system is vulnerable to kinetic trapping. We contrast this behaviour with that of a different model of chaperonin proteins which assemble into long filaments. Figure 1(c) shows that this process does not suffer kinetic trapping even when bonds are very strong: the yield is monotonic in $\epsilon_b/T$.

B. Chaperonin model

Chaperonin proteins$^{6,7}$ assemble in vitro into a range of structures that include extended two-dimensional sheets and quasi one-dimensional filaments. Following Refs. 22 and 25, we model chaperonins as hard spheres of diameter $2a$ equipped with orientation-dependent pairwise interactions that encourage either equator-to-equator or pole-to-pole binding (see Appendix B). The anisotropic interactions have range $a/4$ and are characterised by a dimensionless bond strength $\epsilon_b/T$. They also depend on a parameter $\sigma$ that determines how precisely two chaperonins must align before they receive an energetic reward: the smaller is $\sigma$, the more specific is the angular interaction. We simulated $N = 1000$ chaperonins in periodically replicated cubic boxes of side $L$. Chaperonins were present at a concentration of 0.82% by volume (i.e., $(4/3)\pi(aL)^3 = 0.0082$).

In sheet-forming systems, particle interactions promote equator-to-equator binding. We focus on a system with angular specificity parameter $\sigma = 0.3$ (a fairly strict alignment criterion). We also contrast the behaviour of this system with that of a system possessing angular specificity parameter $\sigma = 0.7$ (a more generous alignment criterion). At large bond strengths, equilibrium configurations of these systems contain a large close-packed planar sheet; for weak bonds the equilibrium is a dilute gas of free particles or small clusters. At the low concentrations studied, these systems do not form liquid phases or three-dimensional crystals.

We also considered a filament-forming system whose interactions favour pole-to-pole binding. Its equilibrium state for large binding strength is a collection of long filaments.

For concreteness, we have selected particular values for parameters such as the specificity $\sigma$ and the volume fraction. Although there is a degree of arbitrariness in the particular values chosen, we find that the qualitative behaviour of the systems we consider here varies only weakly if we vary model parameters over a wide range of values. For instance, we do not find regimes in which the yields of chaperonin sheet formers or the lattice gas (Fig. 1) vary monotonically with binding strength. Indeed, Fig. 1 shows that these systems exhibit similar qualitative trends, despite their differences in dimension, packing fraction, and the microscopic detail of their interactions. Similar behaviour has been observed in a range of other self-assembling systems.$^{3,13-19}$ We are therefore confident that our results are relevant for a range of self-assembling model systems; we would also expect similar phenomenology to be reproduced in experiments.

We performed dynamic simulations, starting from well-mixed configurations, using the virtual-move Monte Carlo (MC) algorithm$^{22}$ described in Ref. 26. This algorithm approximates a diffusive dynamics by using potential energy gradients to generate both single-particle- and collective translations and rotations. We define $\tau_B$ as the mean time taken for an isolated particle to diffuse a length equal to its diameter (150 MC steps in our simulations). For later convenience we define $t_0 \equiv 10^8$ MC steps $\approx 670 \tau_B$. For the sheet-forming systems we sampled thermal equilibrium by starting from a large close-packed sheet inserted into a gas of monomers, and using local Monte Carlo moves supplemented by the nonlocal algorithm described in Ref. 21.

To define the yield $n_{opt}$, we consider two particles $i$ and $j$ to be neighbours if their interaction energy $E_{ij} \leq -2T$. For the sheet-forming model the optimal number of neighbours

FIG. 1. Assembly yield ($n_{opt}$) versus binding strength $\epsilon_b/T$, for various times and for equilibrated systems. We show representative snapshots of clusters at long times, for bond strengths indicated. (a) Sheet-forming chaperonin system ($\sigma = 0.3$), (b) lattice gas, (c) filament-forming chaperonin system. In cases (a) and (b), dynamic yields at fixed time are non-monotonic in binding strength $\epsilon_b/T$; in (c), yield is monotonic, reflecting the absence of kinetic trapping. Data marked “long” are taken from simulations lasting 300 h of CPU time, rather than a fixed final time $t$. 
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is $N_{\text{max}} = 6$; for the filament-forming model $N_{\text{max}} = 2$. The yield $n_{\text{opt}}$ is the fraction of particles with this number of neighbours. We also define a normalised energy ("fraction of possible bonds"),

$$n_b = -\frac{2E}{N_{\text{max}}\epsilon_b},$$

(1)

where $E$ is the total energy of the system. Thus, $n_b = 0$ if no bonds are present, while $n_b = 1$ if all particles are in optimal binding environments.

The results shown in Fig. 1 illustrate that the sheet-forming model suffers from kinetic trapping when $\epsilon_b/T$ is large, so that good assembly occurs only in an intermediate range of bond strengths.27 On the other hand, growing filaments in this model cannot become kinetically trapped: each particle can bind only at its north or south pole, and each of those two modes of binding permits the structure to be extended in an orderly manner. In this case, thermal fluctuations do not facilitate assembly, but instead break up long filaments and reduce yield. We note that assembly of filaments may still suffer from kinetic trapping if they have more internal structure than the simple strings of particles considered here.5,28

C. Lattice gas

We also consider the two-dimensional lattice gas, comprising $N$ particles on a square lattice of $V = L^2$ sites. Particles on nearest neighbouring sites form bonds of energy $-\epsilon_b$; particles may not overlap. The system phase-separates when bonds are strong, forming dense (liquid) and dilute (gas) phases. We work at density $\rho = N/V = 0.002$ for which the onset of phase separation (binodal) is at $\epsilon_b/T = 3.2$.29 We take $L = 2048$ throughout. Motivated by the characteristic non-monotonic yield shown in Fig. 1(b), we draw an analogy between this phase separation and the self-assembly observed in the chaperonin model.17,18 In the limit of large $\epsilon_b/T$ we observe diffusion-limited cluster aggregation,10 an example of kinetic trapping that frustrates phase separation.

We again used an MC scheme with cluster moves in order to simulate the dynamics of Brownian particles dispersed in a solvent. Our scheme is a variant of the "cleaving" algorithm of Ref. 22. In each MC move we select a seed particle, and begin to grow a cluster by adding to the seed, with probability $p_c = 1 - e^{-\lambda \epsilon_b/T}$, each of its neighbouring particles. Here $\lambda = 0.9$ is a parameter that controls the relative likelihood of moving single particles as opposed to whole clusters. This process of adding particles to the cluster is repeated recursively until no more particles are added. We then attempt to move the resulting cluster in a random direction. We reject any moves that would lead to more than one particle on any site; otherwise we calculate the energy difference $\Delta E$ between the original and proposed configurations. The cluster is moved with probability $p_m = p_m/n^2$ where $n$ is the size of the cluster and $p_m = \min(1, e^{-(1-\lambda)\Delta E})$ if $\Delta E \neq 0$. When $\Delta E = 0$ we take $p_m = \mu$ with $\mu = 0.9$. The factors $p_c$, $p_m$, and $p_e$ together ensure that the dynamics obey detailed balance and that clusters of $n$ particles diffuse with a rate proportional to $1/n$. The parameters $\mu$ and $\lambda$ are chosen for computational efficiency, and for consistency with our other studies of this model.31 An MC sweep comprises $N$ MC moves. The Brownian time for an isolated particle is $\tau_B \approx 1.11$ MC sweep. Equilibrium conditions were probed using simulations that were initialised with a large assembled cluster.

Particles are considered to be neighbours if they are on adjacent lattice sites. The optimal number of neighbours is $N_{\text{max}} = 4$, allowing $n_{\text{opt}}$ and $n_b$ to be defined as in Sec. II B. Figure 1(b) shows that the assembly yield of this simple two-dimensional lattice model is qualitatively similar to that of the sheet-forming chaperonin model. In what follows, we use comparisons between these systems to identify which assembly properties may be generalised between models, and which are model-dependent.

D. Schematic model of assembly and kinetic trapping

To illustrate the physical origins of the behaviour in Fig. 1, we introduce a toy model of self-assembly. We consider a large number of particles, each of which can inhabit any of three energy levels: a "monomer" level of energy $0$, a "misbound" level of energy $-\epsilon_b/2$, and an "optimally bound" level of energy $-\epsilon_b$; see Fig. 2(a). Particles begin in the monomer level, and transfer into the bound levels with the displayed rates. Here $c$ is a concentration-like variable, and $M$ is the degeneracy of the misbound level, which reflects the number of ways a particle can misbind. Particles escape from bound states with the Arrhenius-like rates shown.

Denoting the unbound, misbound, and optimally bound states by 0, 1, 2, respectively, the model is described by a master equation,

$$\frac{d}{dt} P(t) = W P(t),$$

(2)

where $P(t) = (P_0(t), P_1(t), P_2(t))$; the variable $P_i(t)$ is the probability that a particle resides in state $i$ at time $t$; and the matrix $W$ is

$$W = \begin{pmatrix} -c(M+1) & \alpha & \alpha^2 \\ cM & -\alpha & 0 \\ c & 0 & -\alpha^2 \end{pmatrix}.$$

(3)

We have defined $\alpha = e^{-\epsilon_b/2T}$ for compactness of notation and we take Boltzmann’s constant $k_B = 1$ throughout this article. The yield in this model is $n_{\text{opt}} \equiv P_2$.

All particles start in the monomer state, so that Eq. (2) is to be solved with the initial condition $P(0) = (1, 0, 0)$. The solution is obtained by matrix diagonalisation; details are given in Appendix A. In the long-time limit, $P(t)$ converges to the equilibrium distribution $s = (1/Z)(\alpha^2, cM\alpha, c)$ where $Z = c + cM\alpha + \alpha^2$ is the partition function. Thus the equilibrium (long-time) yield is $n_{\text{eq}} = c(1 + cM\alpha + \alpha^2)$.

Dynamic yields are shown in Figs. 2(b) and 2(c). The long-time yield $n_{\text{eq}}$ increases as particle binding strength $\epsilon_b/T$ increases. However, the escape rate $\alpha$ from the misbound state decreases as $\epsilon_b/T$ increases, so that misbound particles take a long time to unbind and transfer to the bound state. As long as $M > 0$, these two conflicting effects result in a yield $n_{\text{opt}}$ that at finite times decreases for large binding strength (Fig. 2(b)). We show in Appendix A that if $\alpha$ is small then reaching the equilibrium yield takes a time of order $(M + 1)\alpha$. However, if $M = 0$, i.e., there is no possibility of binding in a non
-productive manner, then yield increases monotonically with binding strength (Fig. 2(c)).

When \( M > 0 \) the toy model reproduces the qualitative dependence of yield on time and bond strength shown in Figs. 1(a) and 1(b). On the other hand, the behaviour shown in Fig. 1(c) is reproduced by the toy model when \( M = 0 \). We see immediately the three requirements for a dynamic yield that is non-monotonic in particle binding strength: (1) equilibrium yield increases with increasing binding strength; (2) there exists the possibility of misbinding; and (3) the escape rate from misbound states decreases with increasing binding strength.

### III. ASSEMBLY MECHANISMS

We collate information about assembly mechanisms at different state points and in different models by plotting in Fig. 3 the normalized energy \( n_b \) against the normalized number of optimally bound particles \( n_{\text{opt}} \) (which amounts to using energy as a measure of assembly progress). If the system contains large clusters of optimally bound particles then one expects \( n_{\text{opt}} \approx n_b \). However, particles on the cluster surfaces contribute to \( n_b \) but not to \( n_{\text{opt}} \) so one finds in general that \( n_{\text{opt}} \ll n_b \). For fixed \( n_b \) the difference \( n_b - n_{\text{opt}} \) is smallest when the system contains one large cluster, which has relatively few surface particles. For kinetically trapped states one typically finds \( n_{\text{opt}} \ll n_b \), because few particles are in optimal environments.

In the chaperonin system there is a pronounced nucleation regime in which assembly proceeds by growth of a single large cluster. Since nucleation is a rare event, this regime is characterised by system-wide fluctuations. However, the assembly mechanism does not fluctuate, but is the same for all trajectories: a single sheet grows from a gas of particles (evidence for this assertion is given in Appendix C). In the parametric plots of Fig. 3, this becomes clearest when we plot \( \langle n_{\text{opt}} \rangle/n_b \), the assembly yield from multiple trajectories averaged over configurations with a given value of \( n_b \). For the lattice gas system, the free energy barrier to nucleation is smaller, fluctuations between trajectories are less pronounced, and it is appropriate to take time as a parametric variable. We plot quantities averaged at constant time, \( \langle n_{\text{opt}}(t) \rangle \) against...
(\(n_b(t)\)). We also show isochrones, lines connecting points of equal time (lattice gas), or points of equal average time (chaperonin systems).

Figure 3 allows us to draw several conclusions about the assembly mechanism in these systems. In Fig. 3(a) the nearly straight lines at the two highest temperatures indicate that assembly corresponds to the nucleation and growth of a single sheet. As temperature is lowered, multiple nucleation events are seen, and curves bend away from this line. (Since there are multiple growing sheets, the fraction of bound particles located on cluster surfaces is larger, and \(n_{\text{opt}}/n_b\) is lower, than in the single-sheet regime.) The maximal yield \(n_{\text{opt}}\) at long times is obtained at \(\epsilon_b/T \approx 6.8\), slightly away from the single-sheet nucleation regime. That is, while the ratio of surface to bulk particles is optimal in the single-sheet regime, the total number of assembled particles increases with \(\epsilon_b\) such that the yield continues to increase even as the surface-to-bulk ratio starts to fall. This competition between quality and quantity of assembled product was recently discussed in Ref. 18. Further from the single-sheet nucleation regime the surface-to-bulk effect dominates, and yield begins to decline. For very strong bonds, clusters become ramified, as illustrated in Fig. 1, and yield is small. We note in passing that the optimal assembly regime seems to take place near the spinodal line for phase separation, since it is associated with a nucleation barrier that is just small enough for nucleation to cease to be a rare event—the possibility of controlling the nucleation barrier to achieve optimal assembly was discussed in Ref. 12.

In Fig. 3(b), we show data for the lattice gas model, which behaves similarly to the sheet-forming chaperonins: maximal yield is obtained in a regime in which many clusters grow simultaneously, but too strong an interaction again impairs assembly. By contrast, the assembly mechanism in the filament-forming system is largely insensitive to bond strength: the main effect of increasing \(\epsilon_b/T\) is that the system makes more progress along the reaction coordinate (Fig. 3(c)). This again reflects the low propensity for kinetic trapping in this system.

Finally, we note that despite their different spatial dimensionality and binding geometry, the sheet-forming chaperonin model and the lattice gas show similar behaviour in the representations of Figs. 1 and 3. In both cases, assembly can take place through the nucleation and growth of a single structure, but optimal yield occurs in the regime in which several clusters (sheets) grow simultaneously (see also Ref. 19). In Fig. 4 we show data for a chaperonin sheet-forming system with an angular binding specificity (\(\sigma = 0.7\)) more generous than that (\(\sigma = 0.3\)) studied in Figs. 1 and 3. In particular, Fig. 4(b) indicates that two intermediate-sized sheets may coalesce and heal into a single larger close-packed sheet. This healing indicates that particles can escape kinetic traps. In Sec. V we discuss this effect in the context of assembly “forgiveness,” the ability to recover an ordered product from a disordered intermediate state.

IV. REVERSIBILITY OF BINDING

A. Everything put together (well) falls apart (transiently): Statistics of bond-breaking and bond-making

As we have discussed (see, e.g., Fig. 2), non-monotonic yields such as those shown in Fig. 1 occur because assembling particles must break bonds that are not compatible with the final ordered structure. In Fig. 5 we show the scaled energy \(E_i = E_i/\epsilon_b\) of each of 5 randomly chosen chaperonin sheet-formers as a function of the time \(t\), for two different bond strengths. We show similar data for the lattice gas system. It is clear that assembling particles bind and unbind, and unbind more readily at the weaker bond strength. However, despite the clear link between bond-breaking events and good assembly, we possess little understanding of how many bond-breakings are required in order to maintain effective assembly.

To investigate this, we recorded for each particle the number of bound neighbours \(N_{\text{old}}\) it possessed before each accepted MC move, and the number of bound neighbours \(N_{\text{new}}\)
it possessed after each accepted MC move. If $N_{\text{new}} > N_{\text{old}}$ then we count a binding event for this particle; if $N_{\text{new}} < N_{\text{old}}$ then we count an unbinding event. If $N_{\text{new}} = N_{\text{old}}$ then we assume that nothing happened to this particle (it might have gained and lost neighbours in equal number, but this happens so rarely in our simulations that we ignore it). We write $K_\pm$ to represent the total number of binding/unbinding events in a given time window of an assembly trajectory. We use these counts of binding and unbinding events to measure reversibility by separating them into time-reversal symmetric and asymmetric measures. That is, averaging the numbers of events between times 0 and $t$, we define the traffic (or dynamical activity) as

$$T(t) = \frac{(K_+) + (K_-)}{N},$$

and the flux as

$$\mathcal{F}(t) = \frac{(K_+) - (K_-)}{N}.$$  

Traffic measures the total number of events per particle; flux measures the excess of binding over unbinding events per particle, and is a measure of the extent to which time-reversal symmetry is broken in the system. For an equilibrated system (which is time-reversal symmetric), we have $\mathcal{F}(t) = 0$ and $T(t) \propto t$. For a system in which bonds never break, we have $\mathcal{F}(t) = T(t)$.

We show typical results in Fig. 6. The maximal possible flux in a system is approximately $N_{\text{max}}$: flux increases in time in a similar way to $\langle n_b(t) \rangle$, because it quantifies the number of bonds in the system. The flux therefore saturates at long times, while the traffic continues to increase (events continue to happen in the system even after it has equilibrated in the assembled state).

B. Two steps forwards, one step back: Quantifying reversibility

Close inspection of Fig. 6 reveals that under optimal assembly conditions in the sheet-forming system, particles eventually form on average about 5.5 bonds, but participate in about 4000 binding events (and so around 3994.5 unbinding events). Lattice gas particles typically participate in $\sim$2500 binding and 2497 unbinding events in order to achieve a net gain of 3 bonds. In the filament-forming system, at the lowest temperature probed, particles participate in fewer than two events per bond formed. No reversibility is required in this case, because no misbinding can happen.

To interpret these results, it is useful to return to the toy model defined in Sec. II.D. We assume that reaching the “optimally bound” state results in two binding events, and reaching the “misbound” state results in one event (the idea is that optimally bound particles typically have $N_{\text{max}}$ neighbours while misbound ones have fewer than $N_{\text{max}}$; we take $N_{\text{max}} = 2$).

Assuming that $\epsilon_b/T$ is large, it is useful to work at leading order in $\alpha \equiv e^{-\epsilon_b/(2T)}$. The analysis is performed in Appendix A: here we summarise the main results. In the limit of small $\alpha$ (and assuming $M > 0$), the toy model approaches the assembled state as $n_{\text{eq}} \sim 1 - e^{-\alpha t}$ with $\tau \approx (M + 1)/\alpha$. There is a broad time window $\tau \ll t \ll \alpha^{-2}$ in which $\mathcal{F}(t) \approx 2$ and $T(t) \approx 2(M + 1)$. Making a parametric plot of flux against...
traffic as in Fig. 7(a), one observes that for large \( \epsilon_b \), the traffic plays the role of a clock, with the system reaching the assembled state when \( T(t) \approx 2(M + 1) \) and \( T(t)/F(t) = M + 1 \). [If the limit of large \( \epsilon_b \) has not yet been reached, the system reaches equilibrium at a value of \( T(t) \) larger than \( 2(M + 1) \).]

We show parametric plots of flux and traffic for the sheet-forming chaperonin model and the lattice gas in Figs. 7(b) and 7(c). At a fixed value of traffic, flux is an increasing function of \( \epsilon_b \), reflecting the role of \( \epsilon_b \) as a driving force towards the assembled state. But at fixed time, traffic is a decreasing function of \( \epsilon_b \), reflecting the role of \( \epsilon_b \) in the activation energy for escaping from misbound states.

The parametric plots of Fig. 7 allow comparison of reversibility of assembly between different systems. By comparison with the schematic model, we use these data to quantify systems’ propensities for kinetic trapping, as follows. We calculate the ratio \( \bar{M}(t) = T(t)/F(t) \); under optimal assembly conditions in the schematic model (large \( \epsilon_b/T \) and long time \( t \)) then \( \bar{M}(t) \) approaches \( M + 1 \), the ratio of the number of misbound and optimally bound states. Given simulations of fixed length \( t \) but varying \( \epsilon_b/T \), we define a parameter \( M_{\text{eff}}(t) \) by evaluating \( \bar{M}(t) \) in the system with optimal \( \epsilon_b/T \). In the schematic model, \( M_{\text{eff}}(t) \approx M + 1 \) as long as substantial assembly occurs before time \( t \) for at least one value of \( \epsilon_b/T \).

For our computer models, we obtain order-of-magnitude estimates of \( M_{\text{eff}} \) as follows. For the sheet-forming chaperonins and times in the range 20–100\( t_0 \), optimal assembly is in the range 7 < \( \epsilon_b/T < 7.25 \). The flux is \( F \approx 5 \) while the traffic is in the range 2000 < \( T < 7000 \). We infer that \( M_{\text{eff}} \) lies in the range 400–1500. For the lattice gas model and times in the range \( 10^7–10^8 \) MC sweeps, optimal assembly is in the range 5 < \( \epsilon_b/T < 5.7 \), the flux is \( F \approx 3 \) and the traffic in the range 500–5000; the range for \( M_{\text{eff}} \) is 200–2000. Given the large overlap in estimates of \( M_{\text{eff}} \) for lattice gas and chaperonin systems, we conclude that the propensity for kinetic trapping in these two models are quite similar. For the sheet-forming chaperonins with \( \sigma = 0.7 \) (see Fig. 4) and taking time 20–100\( t_0 \) we obtain a range for \( M_{\text{eff}} \) of 800–4000, systematically larger than the value for the sheet-forming chaperonins with \( \sigma = 0.3 \). It may be that the less specific interaction potential offers more possibilities for disordered states, so that the system requires more unbonding events in order to reach a final ordered structure. For filament-forming chaperonins, optimal assembly occurs at very large \( \epsilon_b/T \), for which \( T \approx F \) and hence \( M_{\text{eff}} = 1 \) (the analogous toy model has \( M = M_{\text{eff}} - 1 = 0 \), as expected since there is no possibility for misbinding).

We have emphasised the large uncertainties in the parameter \( M_{\text{eff}} \); the model of Sec. II D is a toy model of assembly, and one should not expect a direct mapping to more detailed computer models. For example, the values we obtain for \( M_{\text{eff}} \) depend on the method used to identify neighbouring particles in the chaperonin model, and on the time at which flux and traffic are measured. Physically, the structures of the misbound states that cause kinetic trapping vary with time as assembly takes place, so describing these states with a single number \( M_{\text{eff}} \) is simplistic. Nevertheless, we argue that the parameter \( M_{\text{eff}} \) which we extract provides a useful estimate of the importance of kinetic trapping in these assembling systems. Comparison of the values of \( M_{\text{eff}} \) emphasises the difference between sheet-forming and filament-forming chaperonins. On the other hand, the difference between the sheet-forming chaperonins and the assembling lattice gas model is very small, especially given the inherent uncertainties in estimating \( M_{\text{eff}} \).

In terms of effectiveness of assembly, we draw two main conclusions from the toy model. First, the time taken to equilibrate depends strongly on the activation barrier for escape from misbound states, and is \( t \sim (M + 1)e^{-\epsilon_b/2T} \). Thus, assembly is most rapid if the system possesses relatively weak bonds. Second, the number of unbinding events required to
arrive at the assembled product depends on the number of misbound states: this number reflects a system’s propensity for trapping, and minimising $M$ provides a method for increasing assembly quality. Practical design rules for minimisation of $M$ remain an outstanding problem, but tuning the specificity of inter-particle attractions\textsuperscript{17} might provide a route to minimising this parameter.

V. OUTLOOK

Based on the analysis of this article, we draw two main conclusions. In Sec. III we showed that the assembly mechanism assumed by classical nucleation theory (CNT), consisting of the growth of an isolated, compact cluster, typically operates when bonds are relatively weak. As bonds get stronger this simple picture no longer holds: multiple clusters grow,\textsuperscript{17,19} and for very strong bonds cluster structures become ramified. We find that the competition between quality and quantity of assembly\textsuperscript{18} results in optimal assembly happening away from the “CNT regime.” The extent to which this happens depends on the design of inter-component interactions (compare the sheet-forming systems with angular specificity $\sigma = 0.7$ (Fig. 4) with the data for $\sigma = 0.3$ shown in the other figures).

In Sec. IV we demonstrated the importance to self-assembly of the reversibility of binding. In models in which kinetic trapping is important, particles bind and unbind hundreds or thousands of times before finally adopting their final positions in the assembled superstructure. We associate the ratio of trapping and flux under conditions of optimal assembly with a parameter $M_{\text{eff}}$ that counts degeneracy of misbound states. Large values of $M_{\text{eff}}$ indicate that a system is prone to kinetic trapping; a system’s bonds must be relatively weak in order to avoid such trapping.

These conclusions reinforce the importance of annealing if kinetic trapping is to be avoided. If departures from CNT at optimal assembly are large, then the system is effective in annealing disordered clusters into well-formed products. Similarly, if $M_{\text{eff}}$ is small, the system requires relatively few unbinding events in order to arrive at an assembled product. Both these measurements reflect the “forgiveness” of assembly, by which we mean the ability of particles to escape from kinetic traps and form an assembled product. We believe that guidelines for improving forgiveness are potentially useful in the design of self-assembly in general. For the chaperonin sheet-formers that we considered, we found that the version with reduced angular specificity seems to be the more forgiving of the two. Similarly, crystallisation tends to be most forgiving when interactions are relatively long-ranged; short-ranged interactions more frequently lead to gelation or other forms of kinetic trapping.\textsuperscript{33} Further simulation studies are needed in order to clarify the importance of microscopic parameters to the “forgiveness” of self-assembly, and to assess how typical numbers for “flux” and “traffic” compare to those seen in the model systems studied here. Ultimately, however, application of the ideas developed here requires the development of experimental systems in which the microscopic reversibility of self-assembling components can be quantified.
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APPENDIX A: MINIMAL MODEL OF KINETIC TRAPPING

In this appendix, we analyse the toy model introduced in Sec. II D. The master equation (2) can be solved exactly by matrix diagonalization: we write $W = SDS^{-1}$ where $D$ is a diagonal matrix. The columns of $S$ are the right eigenvectors of $W$. The solution is then $P(t) = 5e^{t}\tilde{S}^{-1}P(0)$. There is a zero eigenvalue of $W$ that corresponds to the steady state: we denote the other two eigenvalues by $-\lambda_+$ and $-\lambda_-$ which are ordered as $0 < \lambda_- < \lambda_+$.

1. Assembly yield

The yield of assembly is $n_{\text{opt}}(t) \equiv P_2(t)$. The right eigenvector of $W$ corresponding to the equilibrium state is $s = (1/Z)(\alpha^2, cM\alpha, c)$ where $Z = c + cM\alpha + \alpha^2$ is the partition function. Thus the equilibrium (long-time) yield is

$$n_{\text{eq}} = c/(c + cM\alpha + \alpha^2)$$

while for general $t$ the solution is of the form

$$n_{\text{opt}}(t) = n_{\text{eq}}[1 - a e^{-\lambda_+ t} - be^{-\lambda_- t}], \quad \text{(A1)}$$

where $a$ and $b$ are (positive) constants that depend on $\alpha$, $c$, and $M$, subject to $a + b = 1$.

To gain physical intuition, it is convenient to assume that $\alpha$ is small. In this case, we have $\lambda_+ \equiv c(M + 1)$ and $\lambda_- = \alpha/(M + 1)$ while $O(\alpha^2)$ is the free energy. Physically, the system forms bonds quickly (with rate $\lambda_-), arriving in a state in which $P_2 \approx 1/(M + 1)$ and $P_1 \approx M/(M + 1).$ There is then a slow relaxation (with rate $\lambda_- \ll 1$) in which $P_2$ increases to the value $n_{\text{eq}} \approx 1$. (Here and in the following, we use approximate equalities to indicate that there are corrections at $O(\alpha).$) The slow relaxation to equilibrium involves particles escaping from the misbound energy level, and therefore has an activated rate $\lambda_- \sim e^{-\epsilon_0/2T}$. This gives rise to the non-monotonic yield plot shown in Fig. 2(b).

When there is no possibility of misbinding (i.e., when $M = 0$), the previous analysis holds but $b = 0$ in Eq. (A1); the slow stage of relaxation is irrelevant for the yield. In this case, yield curves are monotonic with $\epsilon_0/T$; see Fig. 2(c).

2. Flux and traffic

To obtain time-averaged flux and traffic in this model, we notice that the average number of transitions from state 1 to state 0 between times 0 and $\tau$ is $K_{10} = \alpha \int_0^\tau dt' P_1(t')$, with similar results for transitions between other states. For a full analysis of the statistics of the number of transitions
between states in Markov processes, see Ref. 34. If we assume that transitions between states 0 and 1 involve the making (or breaking) of one bond while transitions between states 0 and 2 involve making or breaking of two bonds, we arrive at expressions for the traffic and flux:

\[
T(t) = \int_0^t dt' \left[ c(M + 2) P_0(t') + \alpha P_1(t') + 2\alpha^2 P_2(t') \right],
\]
\[
F(t) = \int_0^t dt' \left[ c(M + 2) P_0(t') - \alpha P_1(t') - 2\alpha^2 P_2(t') \right].
\]

(A2)

For the initial conditions used here, it may be readily shown from Eq. (2) that \( F(t) = P_1(t) + 2P_2(t) \), as required.

Using the solution \( P(t) \) given above and performing the time integral, one arrives at

\[
T(t) = (k_d + k_r)^{-1} S^{-1} D_{\text{int}}(t) S P(0),
\]

where \( k_d = (0, \alpha, 2\alpha^2) \), \( k_r = (c(M + 2), 0, 0) \), and \( D_{\text{int}}(t) \) is a diagonal matrix with elements \( (t, (1 - e^{-\lambda t})/\lambda, (1 - e^{-\lambda t})/\lambda) \).

We again analyse the limit of small \( \alpha \). For large times (\( \lambda t \gg 1 \)) the flux saturates at 2 + \( \Omega(\alpha) \) while the traffic is

\[
T(t) \approx 2(M + 1) + 2(M + 2)\alpha^2 t.
\]

(A3)

For large enough times, the second term dominates and the traffic increases linearly with time, but if \( \alpha^{-1} \ll t \ll \alpha^{-2} \) then traffic saturates at \( 2(M + 1) \). This is the limit in which the number of unbinding events from the misbound state is large, but unbinding events from the optimally bound state are rare enough that they may be neglected. The existence of such a limit is the basis for the extraction of the parameter \( M_{\text{eff}} \) discussed in Sec. IV.

**APPENDIX B: INTER-CHAPERONIN POTENTIAL**

Model chaperonins are hard spheres of diameter 2\( a \), equipped with an attractive pairwise interaction that operates only when the centres of two chaperonins lie within a distance 2\( a \) and \( 2a + a/4 \). Consider two chaperonins \( i \) and \( j \) that lie within this interaction range. Let \( \mathbf{n}_i \) and \( \mathbf{n}_j \) be unit vectors pointing from the centre of each chaperonin to its north pole, and let \( r_{ij} \) be the unit vector pointing from the centre of \( i \) to the centre of \( j \). Let \( \phi_{ij} \) be the angle between the orientation vectors \( \mathbf{n}_i \) and \( \mathbf{n}_j \), and let \( \theta_{ij} \) be the angle between \( \mathbf{n}_i \) and \( r_{ij} \) (and let \( \theta_{ij} \) be the angle between \( \mathbf{n}_j \) and \( -r_{ij} \)). Our “sticky equator” systems have orientational interaction,

\[
\epsilon_{\text{eq}} = -\epsilon_b \tilde{C}_1(\phi_{ij}; \sigma_{\text{align}}) C_0(\theta_{ij}; \sigma_{\text{eq}}) C_0(\theta_{ij}; \sigma_{\text{eq}}),
\]

(B1)

where \( C_a(\psi; \sigma) \equiv e^{-\cos(\psi - \sigma)^2/\sigma^2} \) rewards the alignment of angles \( \psi \) and \( \cos^{-1} \alpha \). The parameter \( \sigma \) determines the angular tolerance of this interaction. \( \tilde{C}_a(\psi; \sigma) \equiv C_a(\psi; \sigma) + C_{-\sigma}(\psi; \sigma) \) is this function’s symmetrized counterpart. In Eq. (B1) the factors \( C_0 \) encourage orientation vectors to point perpendicular to the inter-chaperonin vector. The factor \( \tilde{C}_1 \) encourages orientation vectors to point parallel or antiparallel. For the sheet-forming system described in the main text we set \( \sigma_{\text{align}} = \sigma_{\text{eq}} = 0.3 \). For the sheet-forming system described in Appendix B we set \( \sigma_{\text{align}} = \sigma_{\text{eq}} = 0.7 \).

**FIG. 8.** System-wide fluctuations associated with nucleation can be controlled by bond number (system energy) as a measure of assembly progress. (Top) We show yield \( n_{\text{opt}} \) against time \( t \) for three independent dynamical simulations of the sheet-forming model considered in the main text, for \( \epsilon_b/T = 6.6 \). Here assembly proceeds via nucleation and growth of a single sheet, and the characteristic time for appearance of the sheet is broadly distributed. (Bottom) However, when bond number \( n_b \) is used as a measure of reaction progress, the data collapse. This collapse reveals that the assembly mechanism in all three trajectories is the same, and motivates the parametric plot of Fig. 3.

For the “sticky pole” system we choose the angular interaction

\[
\epsilon_{\text{pol}} = -\epsilon_b \tilde{C}_1(\phi_{ij}; \sigma_{\text{align}}) \tilde{C}_1(\theta_{ij}; \sigma_{\text{pol}}) \tilde{C}_1(\theta_{ij}; \sigma_{\text{pol}}),
\]

(B2)

whose three functions encourage alignment vectors to point parallel or antiparallel (function 1), and alignment vectors to point parallel or antiparallel to the inter-chaperonin vector (functions 2 and 3). We set \( \sigma_{\text{align}} = 0.3 \) and \( \sigma_{\text{pol}} = 0.12 \).

**APPENDIX C: TRAJECTORY-TO-TRAJECTORY FLUCTUATIONS**

The self-assembly of sheets and lattice gas clusters reflects an underlying first-order phase transition, and can happen, roughly speaking, in one of two ways. Either a single critical nucleus appears in the system and grows by acquiring monomers, or many clusters of the new phase grow simultaneously and coalesce. Which of these mechanisms operates depends on the thermodynamic state and the system size (the latter is fixed in our simulations). The nucleation regime is characterised by large fluctuations: the randomly distributed time at which the first critical nucleus appears strongly affects the behaviour of the whole system. In simulation studies, fluctuations associated with rare nucleation events lead to substantial differences in values of observables such as assembly yield \( n_{\text{opt}}(t) \) from run-to-run; the time-averaged yield...
\( \langle n_{opt} \rangle \) is usually not representative of the behaviour of any single trajectory. In order to deduce the assembly mechanism, it is therefore useful to use the number of bonds in the system, rather than time, as a reaction coordinate. Figure 8 shows that data from different trajectories collapse in this representation: although the time to assembly varies significantly between trajectories, the assembly mechanism does not.

27. We note also that dynamical trajectories of the chaperonin model equilibrate only within a narrow range of bond strengths. At small bond strengths, free energy barriers to sheet nucleation are large enough that they are not surmounted in direct simulations; at large bond strengths, disordered aggregates form and do not relax on timescales simulated.
32. We also tested a modified scheme in which particles making multiple bonds in one move contribute \( N_{\text{new}} - N_{\text{old}} \) to \( K_i \), etc. The results from this scheme and the one used in the main text are essentially indistinguishable.