The atomistic structure of a micelle in solution determined by wide $Q$-range neutron diffraction
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Abstract

The accepted picture of the structure of a micelle in solution arises from the idea that the surfactant molecules self-assemble into a spherical aggregate, driven by the conflicting affinity of their head and tail groups with the solvent. It is also assumed that the micelle’s size and shape can be explained by simple arguments involving volumetric packing parameters and electrostatic interactions. By using wide $Q$-range neutron diffraction measurements of H/D isotopically substituted solutions of decyltrimethylammonium bromide (C$_{10}$TAB) surfactants we are able to determine the complete, atomistic structure of a micelle and its surroundings in solution. The properties of the micelle we extract are in agreement with previous experimental studies. We find that $\approx 45$ surfactant molecules aggregate to form a spherical micelle with a radius of gyration of 14.2 Å, and that the larger micelles are more ellipsoidal. The surfactant tail groups are hidden away from the solvent to form a central dry hydrophobic core. This is surrounded by a disordered corona containing the surfactant headgroups, counterions, water and some alkyl groups from the hydrophobic tails. We find a Stern layer of 0.7

∗To whom correspondence should be addressed
†STFC – ISIS Neutron Scattering Facility, Didcot, UK
‡Department of Chemistry, University of Bath, Bath, UK
bromide counterions per surfactant molecule, in which the bromide counterions maintain their hydration shells. The atomistic resolution of this technique provides us with unprecedented detail of the physicochemical properties of the micelle in its solvent.

**Introduction**

The dramatic increase in the application of micelles, and other self-assembled structures, in nanotechnology is stimulating significant scientific interest. Through the manner of their preparation the size and shape of these self-assembled structures can be tuned for a variety of different purposes. Applications of particular current interest are as nano-carriers, where they encapsulate other chemical species, and as soft-templates, where they direct the bottom-up assembly of nanostructured materials.

Surfactant micelles play an important part in a large number of well established and emerging technologies. The chemical and consumer product industries have long employed micelles, and polymer-micelle mixtures, in paints, coatings, adhesives, cosmetics and many other household products. In addition, they are used in the processes of enhanced oil recovery (e.g., micellar-polymer flooding) and in environmental clean up of pollutants. These mixtures have found such considerable application because the interaction of the polymers and the micelles allows the mixtures’ properties to be tailored in desirable ways. For example, the viscosity of polymer-micelle solutions can be made significantly greater than that possible in either polymer-only or micelle-only solutions. Another useful property of micelles is that they can incorporate other chemical species into their structure. This allows them to act as reaction media and thereby modify the reaction rate and routes of a chemical reaction in a favourable manner. Similarly, the idea of solubilizing therapeutic molecules in micelles is receiving considerable current research effort. It is hoped that, by acting as a drug or gene delivery vector, micelles and other aggregates can prolong a drug’s release rate, increase its specificity and reduced its toxicity. Also, an increasing range and diversity of new mesoporous materials are being synthesized by using of micelles as
supramolecular templates, allowing the pore size, shape and roughness to be designed for a particular use – be that in solar cells, batteries, molecular sieves or catalysts.\textsuperscript{7,8} Clearly, to design, or tune, the self-assembled aggregates employed in any of these applications requires a detailed, atomistic understanding of their physicochemical properties and their interaction with the solvent and any co-solutes.

The exact size and morphology of a micelle is determined by a number of factors, including the type of surfactant, its concentration, the temperature, the pH, and the action of salt, other solutes and cosolvents.\textsuperscript{9} For ionic surfactants the electrostatic repulsion between the headgroups counterbalances the aggregation of the tail groups. It is thought that a fraction of the counterions bind to the surface of the micelle, forming a layer known as the Stern layer, and in doing so they screen the charges of the headgroups allowing them to pack more closely together.

The $n$-alkytrimethyl ammonium bromide ($C_n$TABs, or TABs) surfactants are a class of cationic surfactants that have received extensive study. The TABs are commonly used as templates for porous inorganic oxides and as components of fabric softners, hair conditioners and lubricants. In addition, the TABS, along with their anionic cousin, sodium dodecyl sulfates, are considered model amphiphiles. $C_{10}$TAB, the smallest micelle-forming TAB, is less studied than the longer-tailed TABs because it is more expensive and less used commercially. From experimental studies the average number of surfactant molecules in a $C_{10}$TAB micelle at 298K has been reported in the range of 37\textsuperscript{10} to 50 molecules.\textsuperscript{11} The micelle is considered to be spherical\textsuperscript{12,13} with a radius of just under 18 Å.\textsuperscript{14,15} Between 0.78 and 0.58 of the bromide counterions are found to be bound to the outside of the micelle, forming a Stern layer.\textsuperscript{10,13,15–17}

Unfortunately no single experimental technique has yet presented a complete account of the physicochemical properties of a micelle in solution. This is because the experimental measurements are either indirect (e.g., conductivity, NMR, or measurement of transport properties) and require substantial interpretation to extract the micelle properties, or they can only access one length scale of structure (e.g., small angle and light scattering can only see the large scale structure at limited resolution, and techniques like fluorescence, molecular spectroscopy and EPR only
measure the local environment of the probe).

In principle all-atom simulation should be able to present a complete picture of the micelle in solution. The issue, however, is that the self-assembly of these systems takes place on timescales (microseconds) not accessible to atomistic simulation. To perform all-atom simulations of a micelle, simulators have resorted to biasing the simulation by pre-assembling a micelle,\(^\text{11}\) by rupturing a bilayer to form one,\(^\text{18}\) or by running at a state point (like at a higher temperature) that corresponds to smaller, faster-forming micelles.\(^\text{19}\) Alternatively, it is possible to simulate self-assembly by sacrificing the atomistic detail of the model. This is achieved in a variety of ways, including by coarse-graining,\(^\text{19–22}\) by implicitly simulating the solvent,\(^\text{23,24}\) or by using on-lattice models.\(^\text{25,26}\)

In this paper we present experimental data from wide \(Q\)-range neutron diffraction measurements of 5 separate H/D isotopically substituted 0.4M \(\text{C}_{10}\text{TAB}\) solutions. The extraction of structural information from a disordered system using neutron diffraction measurement combined with isotope substitution is now a well established experimental technique.\(^\text{27,28}\) The concentration of the solutions measured is above the CMC (0.067M) and below the concentration at which a 2D hexagonal phase is formed.\(^\text{29}\) \(\text{C}_{10}\text{TAB}\) was chosen for this study because, at the time of the measurements, the micelles it forms were at the upper limit of the length scale that was accessible to wide \(Q\)-range neutron diffraction measurement and amenable to atomistic analysis using reverse structural modelling. These measured data sets are interpreted through a modelling process that produces 3d atomic configurations that are consistent with the measured diffraction data while being constrained by known experimental parameters, such as the density and the geometry of the molecules.

The combination of the neutron diffraction data and reverse structural modelling allows us to present a complete, experimentally determined picture of a micelle and its local environment. The atomistic configurations produced are analysed to identify the micelle, calculate its physical properties—such as its size, shape and composition—and to examine the details of the micelle’s interaction with the solvent and counterions.
Theory

In a neutron diffraction experiment the differential scattering cross-section is measured, then calibrated and corrected for background and multiple scattering, and inelastic self-scattering to produce the total structure factor $F(Q)$. $Q$ is the magnitude of the momentum transfer vector and is defined as $Q = \frac{4\pi}{\lambda} \sin \theta$. $F(Q)$ can be written in terms of the concentration of the atomic constituents of the sample, $c_\alpha$, and their scattering lengths, $b_\alpha$ (these are available in ref.30):

$$F(Q) = \sum_{\alpha, \beta \geq \alpha} (2 - \delta_{\alpha\beta})c_\alpha b_\alpha c_\beta b_\beta (S_{\alpha\beta}(Q) - 1),$$  \hspace{1cm} (1)

where the summation runs over the pairs of atom types indicated by the indices $\alpha, \beta$, in such away that there is no double counting. The structure factor, $S_{\alpha\beta}(Q)$, is the $Q$-space measure of the structural correlation between the two atomic species $\alpha, \beta$, and is related to the Fourier transform of the pair correlation function, $G_{\alpha\beta}(r)$, by the equation:

$$S_{\alpha\beta}(Q) = 1 + \frac{4\pi\rho_0}{Q} \int_0^\infty rG_{\alpha\beta}(r) \sin(Qr) dr,$$  \hspace{1cm} (2)

where $\rho_0$ is the atomic number density. Note that $G_{\alpha\beta}(r) = g_{\alpha\beta}(r) - 1$, where $g_{\alpha\beta}(r)$ is the radial distribution function, or RDF.

Isotopes of an atom can have different neutron scattering lengths, such as hydrogen and deuterium, where $b_H = -3.74 fm$ and $b_D = 6.67 fm$. By substituting deuterium for hydrogen in a system we are able to alter the contributions of the different $S_{\alpha\beta}$ to the measured $F(Q)$. Assuming that making an isotopic-substitution does not alter the structure of the sample, then from each isotopically-substituted sample measured we gain different structural information about the system. Making measurements on $M$ isotopically different samples we get $M$ different $F_i(Q)$s with which to determine $S_{\alpha\beta}(Q)$ and, in turn, $g_{\alpha\beta}(r)$. Often the system is complex and only a few isotopic-substitutions are practical, so we have an underdetermined system – we have insufficient $F(Q)$s to determine all the $S_{\alpha\beta}(Q)$. In this case using structural modelling that is refined against
the experimental measurements and employs known physicochemical constraints (i.e., the system
density, molecular structure and ionic charge of the components) enables us to extract atomistic
structural information about the system.  

**Experimental method**

Decyltrimethylammonium bromide was purchased from Acros Organics (99%) and d21-decyltrimethylammonium
bromide (C\textsubscript{10}D\textsubscript{21}N(CH\textsubscript{3})\textsubscript{3}Br) from CDN Isotopes (99.1 atom% D). Both were used without further
purification. The solutions were prepared by dissolving the surfactants to make 0.4M solutions
in ultrapure water (resistivity 18 MΩcm) or in D\textsubscript{2}O (Sigma-Aldrich 99.9 atom % D) or in a 1:1
H\textsubscript{2}O:D\textsubscript{2}O molar ratio mixture (referred to as HD).

Diffraction data were collected on 5 samples, each with different hydrogen-deuterium isotopic
substitutions (see Table 1), using the SANDALS time of flight diffractometer at the STFC’s ISIS
research facility, the Rutherford Appleton Laboratories, UK. SANDALS is designed for measure­
ment of samples containing light elements and covers a $Q$ range of 0.1 to 50 Å\textsuperscript{-1}.

Table 1: The combinations of H/D isotopic substitutions made to the water or C\textsubscript{10}TA\textsuperscript{+} molecules
in each sample. HD indicates a mixture of hydrogen and deuterium substitutions made to that
molecular species.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Water</th>
<th>C\textsubscript{10}TA\textsuperscript{+}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H</td>
<td>D</td>
</tr>
<tr>
<td>2</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>3</td>
<td>HD</td>
<td>D</td>
</tr>
<tr>
<td>4</td>
<td>D</td>
<td>HD</td>
</tr>
<tr>
<td>5</td>
<td>D</td>
<td>H</td>
</tr>
</tbody>
</table>

The diffraction measurements were made on 1.4 cm\textsuperscript{3} of the sample solutions. The samples
were held in null scattering TiZr flat plate cells with a wall thickness of 1mm, giving a sample
thickness of 1mm exposed to the beam that had a circular profile of 30mm in diameter.

The cells and the standard vanadium plate were loaded into the automatic sample changer.
The temperature was maintained at 25°C, and the measurements of each sample were made for
approximately 8 hours of counting time.
Table 1 in supporting information shows relative contribution of the individual partial structure factors to the total structure factor for each sample. The water-water correlations dominate the measured neutron scattering – all samples have a total water-water contribution of greater than 60%. The next most significant contribution is from C\textsubscript{10}TA\textsuperscript{+}-water correlations, followed by C\textsubscript{10}TA\textsuperscript{+}-C\textsubscript{10}TA\textsuperscript{+} correlations, then by C\textsubscript{10}TA\textsuperscript{+}-Br, and finally by Br-Br contributions (which are less than 0.25%). Although the water-water and the C\textsubscript{10}TA\textsuperscript{+}-water correlations make up majority of the experimental signal, we can determine the structure of the entire system—including correlations not strongly weighted in the diffraction data—because we use constraints on the atom positions due to the system’s density, the molecules’ sizes and geometries in refining our structural models. In addition, because micelles and large aggregates are present, the inhomogeneity of the system will be apparent in the experimental signal indicating the size and shape of the aggregates present.

**Empirical Potential Structure Refinement Analysis**

Empirical Potential Structure Refinement (EPSR)\textsuperscript{28,32,33} is a variant of the Reverse Monte Carlo (RMC) method\textsuperscript{34} that produces 3d configurations of a system of molecules, or atoms, that aim to be as consistent as possible with the measured diffraction data. RMC treats the constituent particles as hard spheres and accepts or rejects the Monte Carlo (MC) moves based on whether the fit to the data is improved or not. Whereas EPSR employs classical pair interaction potentials (the “reference potential”) and to this it adds an empirical potential (EP) that is derived from the difference between the measured diffraction data and those calculated from the current configuration in the simulation (see ref.\textsuperscript{28} for the details of the calculation of the EP). As with standard MC molecular simulation, EPSR requires information such as the system’s density and composition, and the geometry of the constituent molecules. The configurations are then evolved using a standard MC scheme, with the MC moves accepted or rejected based on the Boltzmann factor 

\[ \exp \left( - \frac{1}{k_B T} \left[ \Delta U_{\text{Intra}} + \Delta U_{\text{Ref}} + \Delta U_{\text{EP}} \right] \right), \]

where \( \Delta U_{\text{Intra}}, \Delta U_{\text{Ref}} \) and \( \Delta U_{\text{EP}} \) are the energy differences between the new and old configurations due to the intramolecular, reference and EP respec-
tively. In an iterative process the EP adjusts to push the molecular configurations towards ones that agree with experimentally measured diffraction data.

In contrast to standard classical molecular simulation, EPSR allows the molecules to have intramolecular disorder, reflecting that measured experimentally, through each molecule independently sampling a harmonic potential (see ref\textsuperscript{33}). As a result, at any specific time each molecule has a different geometry from all the others, but for the whole molecule MC moves and rotations the molecules are held rigid.

In this study the intermolecular reference potential for water was based on the parameters from the widely used SPC/E potential.\textsuperscript{35} The C\textsubscript{10}TAB parameters were based on OPLS-AA potential,\textsuperscript{36} and the bromide parameters were taken from the reference.\textsuperscript{37} Table 2 contains the Lennard-Jones parameters and charges for the intermolecular interactions used in the reference potential. The atom labels used in Table 2, and throughout this paper, indicate the following: N refers to the nitrogen atom in the surfactant headgroup; the carbon atoms in the headgroup are CH, and their hydrogen atoms are labelled MH; while the carbon atom in the tail bonded to the nitrogen atom is labelled CT and the others down the tail are labelled C9 to C1, with C1 furthest away from the headgroup; the hydrogen atoms bonded to the carbon atoms in the tail are labelled M; Br indicates the bromide ions; and OW and HW refer to the oxygen and hydrogen atoms of the water molecules. All interaction potentials in the simulation are truncated by being smoothed to zero between 17 Å to 20 Å.

Table 2: Lennard-Jones parameters, charges and masses for the reference potential used in the simulations of the C\textsubscript{10}TAB-water solutions.

<table>
<thead>
<tr>
<th>Atom type</th>
<th>$\varepsilon/\text{kJ mol}^{-1}$</th>
<th>$\sigma$/mass/amu</th>
<th>$q/e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH, M</td>
<td>0.2000</td>
<td>2.579</td>
<td>2.0</td>
</tr>
<tr>
<td>CH</td>
<td>0.2000</td>
<td>3.700</td>
<td>12.0</td>
</tr>
<tr>
<td>C[1-9,T]</td>
<td>0.2000</td>
<td>3.960</td>
<td>12.0</td>
</tr>
<tr>
<td>N</td>
<td>0.2000</td>
<td>3.200</td>
<td>14.0</td>
</tr>
<tr>
<td>Br</td>
<td>0.5659</td>
<td>4.650</td>
<td>80.0</td>
</tr>
<tr>
<td>OW</td>
<td>0.6500</td>
<td>3.165</td>
<td>16.0</td>
</tr>
<tr>
<td>HW</td>
<td>0.0000</td>
<td>0.000</td>
<td>2.0</td>
</tr>
</tbody>
</table>

The intramolecular bond averages used are presented in Table 3. Rotation groups were defined
about each carbon-carbon or carbon-nitrogen bond in the C\textsubscript{10}TAB molecule.

Table 3: Intramolecular bond average distances, $d_{\alpha\beta}$

<table>
<thead>
<tr>
<th>Bond</th>
<th>$d_{\alpha\beta}$/Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>C\textsubscript{10}TA\textsuperscript{+};</td>
<td></td>
</tr>
<tr>
<td>C - N</td>
<td>1.34</td>
</tr>
<tr>
<td>C - C</td>
<td>1.53</td>
</tr>
<tr>
<td>C - H/D</td>
<td>1.10</td>
</tr>
<tr>
<td>Water:</td>
<td></td>
</tr>
<tr>
<td>OW - HW</td>
<td>0.976</td>
</tr>
</tbody>
</table>

To improve statistics five separate simulations were run each starting from a different disordered configuration. The composition of the system was set to match the experimental system: 64 C\textsubscript{10}TA\textsuperscript{+} molecules and their bromide counterions, and 7808 water molecules in a box with sides of length of 64.07 Å. The simulations were run at a temperature of 25°C, to match the experimental data.

In addition to the simulations containing 64 surfactants we ran two other sizes of simulation that contained 56 and 72 C\textsubscript{10}TA\textsuperscript{+} and bromide ions and the corresponding number of water molecules to give a concentration of 0.4M. The results presented are solely calculated from the 64 surfactant simulations, except when discussions of finite size effects are required we make reference to findings from the 56 and 72 surfactant simulations.

In EPSR, the $S_{\alpha\beta}(Q)$s—which form the $F(Q)$s—are computed from the sine transform of the pair correlation functions, $G_{\alpha\beta}(r)$, that are calculated from the atomic configurations produced by the simulation (see (2)). As is standard in liquid simulation, EPSR uses periodic boundary conditions to attempt to approximate a bulk system. Unfortunately as a result, if we have structural correlations in our system that persist out to half the simulation box length, $L/2$, then these will be apparent in the $G(r)$s and consequently cause significant oscillations in the $S(Q)$—and in turn the $F(Q)$—calculated from the simulation.

Since we have large aggregates in these micelle simulations, which approach the length scale of $L/2$, we observe oscillation at low $Q$ in the computed $F(Q)$. Figure 1. in the supporting information shows the oscillations in the $F(Q)$s corresponding to the water-D TAB-H $F(Q)$ sample.
Figure 1: The EPSR model fits (solid blue lines) and fit residuals (dashed lines, and offset by 1.0 up the ordinate-axis) to the diffraction data (black circles) of the five isotopic samples. Only every fifth experimental data point is plotted for clarity. The inset figure shows the model fits and experimental data in the low $Q$ region using a log-scale on the ordinate axis.
calculated from three different sizes of simulation of C\textsubscript{10}TAB solutions. The \(F(Q)\)s corresponding to the water-D TAB-H sample show the largest finite size effect oscillations as they have the largest contrast between the solvent and the micelle. The wavelength of these oscillations corresponds to \(2\pi\) divided by half the box side length. These low \(Q\) oscillations pose a significant problem in determining the long-wavelength limit of the \(F(Q)\)s computed from finite sized simulations of disordered systems.\textsuperscript{38} The authors of ref.\textsuperscript{38} suggest a method to reduce these oscillations to reveal the average functional behaviour of \(F(Q)\) in the low-\(Q\) region: In computing the \(S(Q)\)s using (2), the \(G(r)\)s can be “smoothed” towards zero as \(r\) approaches \(L/2\) through the multiplication by the convergence function, \(\alpha(r;R_{\text{cut}})\), where

\[
\alpha(r;R_{\text{cut}}) = \begin{cases} 
(1 - \frac{r}{2R_{\text{cut}}})^2 (1 + \frac{r}{4R_{\text{cut}}}) & \text{if } r \leq 2R_{\text{cut}} \\
0 & \text{if } r > 2R_{\text{cut}}
\end{cases}
\] (3)

Figure 1. in the supporting information shows the effect of applying the convergence function, with \(R_{\text{cut}}\) set to 0.7 times \(L/2\) on the \(F(Q)\)s. Different values of \(R_{\text{cut}}\) were tried and 0.7 times \(L/2\) was found to be a reasonable choice as it allows the general behaviour of \(F(Q)\) in this region to be observed without altering higher-\(Q\) features. The use of the convergence function in the calculation of the \(S(Q)\)s from the models is just to aid the comparison of the model \(F(Q)\)s and the experimental data and is not used in the calculation of the empirical potential in the simulation. It should also be noted that the oscillations due to the finite size of the simulation do not affect the simulation because all interaction potentials, including the empirical potential, are truncated to a range of 20 Å well below half the box side length.

Figure 1 shows the experimentally measured \(F(Q)\)s from the five isotopic samples and the \(F(Q)\)s calculated from the EPSR models, using the convergence function. Also shown are the residuals of the difference between the data and the unmodified \(F(Q)\)s calculated from the models. In the main plot the data are presented over the \(Q\)-range 0.2 < \(Q\) < 20.0 \(^{-1}\), to show the important structural features, but were collected over from 0.2 < \(Q\) < 50.0 \(^{-1}\).
Simulation procedure

To generate a disordered starting configuration the molecules are randomly inserted into a simula­tion box at a density 64 times lower than the experimental density. The low density minimises the chance of overlaps of the molecules. Then the simulation is run for a number of MC cycles allowing the energy to equilibrate. Here one MC cycle corresponds to attempting to move every atom, to rotate every rotational group, and rotate and translate every molecule once. After this the box is compressed by about 10% and then the simulation run again. This process of squashing and equilibration is repeated until the experimental density is reached.

The simulation is then run using only the reference potential, allowing the energy of the system to equilibrate for at least 5000 MC cycles. Next, the refinement against the neutron data is begun by introducing the empirical potential to the simulation. The simulation is run for a period of equilibration of about 5000 refinement cycles (a refinement cycle consists of 5 full MC cycles plus the recalculation of the empirical potential), or until the system’s total energy has equilibrated. After this the simulation is run allowing the EP and the various structural measures (the RDFs, coordination numbers and structure factors) to accumulate.

The aggregation of the surfactant molecules was examined by using a cluster counting program (see the details in the next section) every 50 refinement cycles (or 250 MC cycles). In running EPSR on the SCARF cluster, provided by the STFC’s e-Science facility, we were able to perform 400 refinement cycles in 24 hours, meaning that the 80,000 refinement cycle simulations presented in this paper took approximately 200 days to complete.

Results and discussion

Surfactant aggregation: how to identify micelles

Viewing snapshots of the configuration of the EPSR simulation after quite a short simulation time it is clear that the surfactant molecules are aggregating to form clusters of molecules (see right-
hand plot in Figure 2). It is apparent that the surfactant molecules are clustering into micelle-like entities – the surfactant tails are hidden away from the solvent and the headgroups and counterions form an interface with the solvent.

To identify surfactant clusters and micelles a scheme that relied on a distance criterion between the carbon atoms in the surfactant tails was used. This was based on that used in Jorge’s simulation of C$_{10}$TAB micelles.$^{19}$ Following visual inspection of the largest clusters identified (the micelles), two surfactants were defined to belong in the same cluster if any of the last four carbon atoms in one surfactant’s tail are within 5.0 Å of one of the last four carbon atoms in the other surfactant molecule. We found that using cutoffs larger than 5.0 Å tended to identify surfactants that were close to the micelle’s surface that were perhaps on their way to, or from, being part of the micelle.

Figure 3 shows the surfactant-surfactant RDFs calculated from the configurations produced by EPSR. The left-hand plot shows the intermolecular RDFs corresponding to carbon atoms at the same position in the surfactant tails – “CT” is the carbon bonded to the nitrogen atom in the
Figure 3: Surfactant-surfactant RDFs: the top left-hand plot shows the RDFs between the carbon atoms in the surfactant tail along the length of the tail; the bottom left-hand plot shows the RDFs of the 16 combinations of pair correlations of the last four carbon atoms in the tail (colour scheme: black-dashed line is the C*-C1 RDF; blue-dotted is the C*-C2; red-solid is C*-C3; and green-dash-dot is C*-C4); the top right-hand plot shows the RDFs between the nitrogen atom and the carbon atoms down the surfactant tail; and the bottom right-hand plot shows the headgroup-headgroup RDFs. For clarity the RDFs are offset by 1.0 up the ordinate. Also shown in the tail-tail plots is a dashed vertical line corresponding to the cutoff used in the cluster criteria.
headgroup and “C1” is the one at the end of the tail. The position of the first peak in these RDFs is at increasingly larger distance the further the carbon atom is from the end of the tail. This indicates that the surfactants in the main align themselves so that they are diverging from a point, as expected in a micelle. For the RDFs of the carbon atoms closest to the end of the tail there is a significant slope to the RDFs enhancing the first and second peaks, this indicates that these atoms are occupying a spatially restricted region, like the hydrophobic core of a micelle. This slope decreases the closer the carbon atom is to the headgroup.

The bottom left-hand plot of Figure 3 shows the RDFs corresponding to all 16 permutations of the pair correlation functions between the last four carbon atoms in the tail. It is these last four carbon atoms that are used to define the surfactant clusters in the simulation. The dashed vertical lines in the left-hand plots of the figure corresponds to the distance cutoff used in the cluster analysis. It is apparent that this cutoff captures contacts between the carbon atoms close to the end of the tail and less so for the carbon atoms closer to the headgroup. The RDFs involving the last carbon atom in the tail (the black dashed lines in the bottom-left-hand plot) show a significant correlation below this cutoff of 5 Å.

The top right-hand plot in Figure 3 show the RDFs between the nitrogen atom and the carbon atoms in the surfactant tail. The RDFs between the nitrogen atom and the carbon atoms at the end of the tail away from the headgroup has a more well-defined peak at a shorter distance than for those RDFs involving carbon atoms closer to the headgroup. This difference is due to the steric hindrance of the headgroup, and it indicates that there are non-parallel contacts between surfactant molecules.

The headgroup-headgroup RDFs (bottom left-hand plot of Figure 3) all have a very broad main peak located at about 9 Å, but they all also show a significant shoulder on this peak indicating some close contacts.
Simulation equilibration and cluster evolution

We are interested in the configurations that best represent the measured diffraction data. We know that in the real system there are micelles as we are at a concentration above the CMC. We know that the self-assembly process of forming a micelle takes place on the microsecond time scales, and that typical atomistic MD simulations probe the nano-second timescale. In EPSR we are using MC moves to evolve the configurations, so although we don’t have a real timescale, we know we are sampling phase-space at roughly the same rate as an equivalent MD simulation and so consequently we expect the formation of a micelle to take a significant amount of simulation time.

EPSR calculates a parameter known as the R-factor that indicates the quality of the fit of the EPSR model to the data—the lower the R-factor the better the fit. The bottom plot in Figure 4 shows the evolution of the $R$-factor for each of the five EPSR simulations run as a function of the number of refinement cycles. We can see that by approximately the 30,000 refinement cycle the $R$-values have reached a plateau and are not dropping any further. So we can say that beyond this point the configurations produced by EPSR are as representative of the measured diffraction data as the model is capable of producing. For comparison, running the simulation without refining against the experimental data the $R$-value never drops below a value of 1.6.

Figure 4 also shows the evolution of various properties of the surfactant clusters over the course of the simulations. From the start to about 35,000 iterations the micelles are assembling: the size of the largest cluster and the largest clusters (top and second from top plots) are increasing; the number of monomers (third plot from top) and the number of clusters (fourth plot from top) are decreasing; and the average cluster size drifts upwards to a plateau (fourth plot from top). It is worth noting that the surfactants have aggregated significantly in the squashing and equilibration part of the simulation not shown in Figure 4.

We can see in the plot of the evolution of the largest cluster size that one of the simulations (the blue line) forms a large cluster of about 48 $C_{16}$TAB molecules much more quickly than the other simulations. The other four simulations seem to follow an almost identical process of assembly as each other, forming a largest cluster of about 44 surfactant molecules. It is quite remarkable that
the surfactants are assembling to form large micelles over this simulation time, it demonstrates that refining against experimental data accelerates structural equilibration by a factor of greater than 100 in simulation time.

To ensure that we are sampling configurations that best represent the data measured and that the simulation has equilibrated to a steady state, the analysis of structural properties are only performed on the configurations generated after 40,000 refinement cycles.

**Properties of micelles**

Having decided upon a method of identifying the surfactant aggregates we now turn to analysing their properties. The top plot in Figure 5 shows the distribution of the surfactant cluster sizes averaged over the equilibrated part of the five independent simulations. $f(i)$ is the frequency of observing a cluster of size $i$ molecules, and note that the ordinate axis is a log-scale. From the size distribution we can see that the surfactant molecules either exist as monomers or in small clusters (of 6 or fewer), or as part of a large cluster containing between 39 and 50 surfactant molecules. These large clusters are the micelles.

This split in the distribution of the cluster sizes between micelle-sized aggregates and the monomers and small clusters is consistent with the accepted model of micellisation. The idea is that in solutions where the surfactant concentration is above the CMC, the proportion of surfactants existing as part of a micelle is equal to the excess concentration of surfactant above the CMC, with the rest (equal to the CMC) existing as monomers or in small aggregates. This split in the cluster distribution has been observed in simulation studies (atomistic, implicit-solvent and on-lattice).

Averaging over all cluster sizes, gives an average cluster size of 20 surfactant molecules. While averaging over clusters of 10 surfactant molecules or more, gives an average of 44.5 surfactant molecules. An average of 44.5 surfactant molecules sits comfortably in the range given in the literature for C\textsubscript{10}TAB micelles (37\textsuperscript{13} to 50\textsuperscript{11,17}).

The largest micelle size, reported in ref.s\textsuperscript{11} and,\textsuperscript{17} was estimated from the molecular weights
measured by light scattering but excluding the counterions in the calculation. Other experimental studies report values of around 40 \( C_{10} \)TAB molecules: 37 molecules from a light scattering; 38 molecules with a distribution width of 6.1 estimated by fitting ultrasound absorption spectra; Evans et al reported measurements on dye diffusion in the micelle solutions giving an average aggregation number of 40; and Dorrance et al found from fluorescence studies that an aggregation number of 40 molecules was also observed.

We find that for the micelle-sized clusters there is a range of cluster sizes that are observed–39 to 50 surfactant molecules–this might be interpreted as a polydispersity of approximately 12% ((44.5-39)/44.5). It is also possible to make a crude estimate of the CMC from the distribution of cluster sizes. Taking an average micelle size of 44.5 surfactant molecules this leaves 64 - 44.5 = 19.5 non-micelle surfactant molecules (assuming one micelle per configuration), which as a proportion of the concentration is (19.5/64)*0.40 = 0.12M. This is higher than the experimentally known value of 0.067M for the CMC. Jorge et al, using the same method, calculated CMCs of 0.027 (all-atom) and 0.051 (coarse-grained), which are lower than the experimental value of 0.085M at the corresponding temperature of 353K.

It is worth pointing out that estimating properties like polydispersity and CMC from simulations of this size can be problematic as we have relatively poor statistics–we only have one micelle in each simulation configuration–and these properties are dependent on the system size. In Table 2 in the supporting information we present a comparison of micelle properties from the three different simulations sizes that we ran. The smallest simulation (containing 56 surfactants) formed a micelle of average size of 39 surfactant molecules and the two larger simulations (of 64 and 72 surfactants) formed an almost identical micelle in its average size, range of sizes found, and shape. We estimate the CMC of the largest simulation to be 0.15M, which is larger than that from the two smaller simulation sizes of 0.12M. The 64 and 72 surfactant simulations form a micelle of the same size and so in the 72 TAB simulation the additional 8 surfactant molecules can only be counted as non-micelle and so produce a larger CMC estimate.

Figure 5 also shows the variation of the radius of gyration \( (r_g) \) and the semi-axes of the clusters
as a function of the cluster size. By calculating the moment of inertia tensor for each cluster, and
then diagonalising it, the principal moments of the cluster are available. Then, assuming that the
cluster is ellipsoidal, the semi-axes ($a$, $b$ and $c$) of the cluster can be calculated from the principal
moments using the relations

$$a = \sqrt{\frac{5}{2} \frac{I_{yy} + I_{zz} - I_{xx}}{M}}$$ (4)

$$b = \sqrt{\frac{5}{2} \frac{I_{zz} + I_{xx} - I_{yy}}{M}}$$ (5)

$$c = \sqrt{\frac{5}{2} \frac{I_{xx} + I_{yy} - I_{zz}}{M}}$$ (6)

where the principal moments are ordered in size such that $I_{xx} \leq I_{yy} \leq I_{zz}$ and $M$ is the mass of the
cluster. (Note that the equation of the ellipsoid is $\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1$, and that $r_g = \sqrt{I_{xx} + I_{yy} + I_{zz}}$).

Figure 5 shows that the radius of gyration increases with the cluster size. For the large clusters,
the micelle-sized clusters, the radius of gyration only increases slightly with increasing cluster
size and the average for these is 14.2 Å. Interestingly the calculated semi-axes are similar for the
micelle-sized clusters meaning the micelles are almost spherical. As the micelles increase in size
the difference in size of the largest semi-axis and the other two increases indicating that the micelle
becomes more ellipsoidal. The average $a$, $b$ and $c$ calculated for the micelles are 19.1, 18.2 and
17.8 Å respectively.

The radius of gyration, and the size indicated by the semi-axes calculated are in good agreement
with that determined in other experimental studies of C$_{10}$TAB: from NMR$^{14}$ and NMR combined
with conductance measurements$^{15}$ give a micelle radius of about 17.7 Å. The radius of C$_{12}$TAB
micelles have been estimated as 20.95 Å by fluorescence and EPR,$^{44}$ 21.3 Å by SANS$^{45}$ and
between 22.1 and 26.03 Å by a later SANS study$^{46}$ (Berr et al assumed that the micelle was
ellipsoidal, hence the range in the radius). From the Tanford relation,$^{47}$ the extra two alkyl groups
make the C$_{12}$TAB tails 2.54 Å longer than those of C$_{10}$TAB and this accounts for most of the
difference in the reported radii of the C$_{12}$TAB and C$_{10}$TAB micelles.

The shape of the C$_{10}$TAB micelle is widely considered to be spherical as the light scattering
studies found no angular dependence of the scattered light intensity.\textsuperscript{12,13} As mentioned above some small angle scattering studies employ an ellipsoidal model for the TAB-micelles.\textsuperscript{46} In small angle scattering it is difficult to distinguish between a slightly ellipsoidal micelle and polydispersity of spherical micelles.\textsuperscript{45,46} The ratio of the major to the minor axes reported by Hayter et al is 1.07, meaning that they are pretty spherical. We find an average of $1.06 \pm 0.02$ for this ratio calculated over all micelles. We find that the largest micelles in the range of sizes we found tend to be slightly more ellipsoidal than the smaller ones.

Defining a Stern layer is key to many of the models of micelles used in both theory and interpretation of experimental measurement. The bottom two plots in Figure 5 show the number of bromide ions and water oxygen atoms within the cutoff distances of 5.1 Å and 4.6 Å respectively of any carbon atom in the surfactant molecules in the cluster as a function of cluster size. The cutoffs used correspond to the trough after the first peak in the corresponding RDF (see Figure 8). The bromide ions identified here would be considered to form the Stern layer.

It is found that the number of waters per surfactant hydrating the micelle-sized clusters is reasonably constant at 21.0 molecules. For the micelles, the number of bromide ions per surfactant is also approximately constant around an average of 0.70 atoms per surfactant. The top right-hand picture in Figure 6 shows a micelle surrounded by these water molecules and bromide ions within the cutoff distance. Also shown in Figure 6 is a slice 6 Å either side of the centre of mass of the micelle. This cross-section shows the dry hydrophobic core composed of only the tail alkyl groups and outside of this the polar shell region. This outer shell is quite disordered with the bromide ions and water molecules penetrating beyond the surfactants’ headgroups to make contact with some of the alkyl groups close to the headgroup.

To examine the structure of the micelle in cross-section we plot the radial variation of the atomic density of various atom types as a function of their distance from the centre of mass of the micelle. These atomic density profiles (ADPs), shown in Figure 7, have been normalised by the atomic number density of that atom type in the simulation and are averaged over all aggregates containing 10 or more surfactant molecules.
The ADPs show that the micelle consists of a hydrophobic core containing only the surfactant tails (the green line is any tail carbon atom), which region extends out to about 10 Å from the centre. From here outwards we can see the polar shell that surrounds the micelle – a diffuse region containing surfactant headgroups (the blue line corresponds to the surfactants’ nitrogen atom), some surfactant tail groups, water molecules (the red line) and bromide ions (the magenta line). These bromide counterions in this region form the Stern layer around the micelle. This interface region extends out to about 25 Å from the centre of the micelle. The peak in the distribution of the nitrogen atoms is at about 17 Å from the centre, the peak in the bromide ion distribution is a few Ångstroms further out, indicating that the bromide ions forming the Stern layer just outside the headgroups. The water is seen to penetrate deeply into this region, but no further than the bromide counterions.

The hydrophobic core region extends out to about 10 Å from the micelle centre, while the Tanford length for C\textsubscript{10}TAB is 14.24 Å, implying that the surfactant tails are not fully elongated and that some of the alkyl groups are present in the outer shell region. This is indeed observed in the picture of the cross-section of the micelle in Figure 6.

Perhaps the most remarkable feature of Figure 7 is the width of the outer polar shell that interfaces with the solution. Again, taking the positions of the nitrogen atom in the headgroup (blue line) as indicative of the outer shell, the outer shell could be considered to occupy from 10 Å out to 25 Å, making the shell width 15 Å. A better estimate is the width at the half-height-maximum, which would gives a width of about 7.5 Å. For experimental studies that report the polar shell thickness they used, or calculated, for their models of C\textsubscript{10}TAB micelles there is little agreement; but our value of 7.5 Å sits well within the range of values. In interpreting neutron reflectometry measurements of C\textsubscript{n}TABs at the air-water interface, gaussian functions of width 10.5 ± 3.0 Å were used to model the interface region containing the headgroups.\textsuperscript{49} While for models used in interpreting SANS experiments on C\textsubscript{12}TAB micelles there was not much consensus, the polar layer was found to be 4.5\textsuperscript{45} and 9.0 Å\textsuperscript{46} thick.

Other experimental models instead report the thickness of the Stern layer, and all the estimates...
are substantially narrower than that shown by the Bromide ADP function, which has a width at half-maximum of about 7.5 Å. The Stern layer thickness for C$_{10}$TAB micelles was estimated from NMR measurement to be 3.5 Å.\textsuperscript{14,15} While in their fluorescence and EPR study of C$_{12}$TAB micelles, Bales et al used an outer shell thickness of 5.35 Å.\textsuperscript{44}

In many models of micelles the number of alkyl groups not in the hydrophobic core—the “wet” alkyl groups, $N_{wet}$—is commonly reported, but—once again—there is little agreement on what this should be. Some models make it a function of the number of surfactants in the micelle, while some set it to be anywhere between 0 and 4. While we have not explicitly calculated $N_{wet}$, it is clear from the ADPs and the snapshots of the micelles that there are significant number of alkyl groups in the polar shell of the micelle.

It is clear that the polar shell of the micelle has significant disorder and that the Stern layer is not a thin, well-defined shell. It should be noted, however, that the ADPs have been averaged over micelles that range in size from 39 to 50 surfactant molecules, and so the width of the polar region and Stern layer reflects the ensemble average.

The atomic density profiles corresponding to the polar shell calculated in this study agree almost perfectly with the MD simulations of C$_{10}$TAB micelles.\textsuperscript{11,19} Pal et al performed a MD simulation of a 47 surfactant pre-assembled micelle, this gave really close agreement in the position and width of the headgroup and bromide ADPs. While Jorge’s simulation was at a higher concentration and temperature than in this study and only presented ADPs for smaller, more disordered, micelles. They found that the positions of the headgroup and bromide ion regions were at a slightly smaller distances but that the widths were similar to that observed in this study.

The surfactant-water RDFs in Figure 8 show a first nearest neighbour peak indicating that there is contact between water and the carbon atoms along the surfactant tail. This peak diminishes and the RDFs’ get an increasing upward slope the further away from the headgroup the carbon atom is. This indicates that the dominant contact of the surfactant with the solvent is through the headgroups and the carbon atoms close to the headgroup, and that the parts of the tail furthest from the headgroup are segregated away from the water.
We know from the ADPs in Figure 7 that water does not enter the dry hydrophobic core of the micelle but the RDFs in Figure 8 indicate that there are some first nearest neighbour contacts between the water and the tail groups furthest down the tail. This signal in the RDFs will mostly be from the fraction of surfactant molecules not part of the micelle that are “free floating” in solution.

The location and number of bromide counterions in the polar shell region is of particular interest due to their effect on the morphology of the micelle. The surfactant-bromide RDFs in Figure 8 indicate that the surfactants’ contact with the bromide ion is mostly through the headgroup and not the hydrophobic tails. The peaks in the C9-Br and C8-Br RDFs are just reflections of the peaks in the CH-Br and CT-Br RDFs. Our findings support the very detailed analysis of ref.50 and we conclude that the bromide ions do not penetrate into the micelle significantly beyond the CT group. The broad range of distances that the bromide ions occupy from the centre of the micelle, shown in the bromide ADP in Figure 7, is due to the variation in the distances of surfactant headgroups from the micelle’s centre, and not due to the ions penetrating far into the micelle. In fact, the peak position of the bromide ADP (at approximately 18.0 Å) indicates that they tend to sit just outside the surfactant headgroups. All of this verifies the pictures of the micelle and its Stern layer shown in Figure 6.

The fraction of dissociated counterions, \( \beta \), is an important quantity used in many models of micellisation,47,51 and in the interpretation of experimental data.44–46 In ionic surfactants the counterions allow the headgroups, which would normally repel each other, to pack more closely together. The plot second from the bottom in Figure 5 shows the number of bromide ions per surfactant as a function of the cluster size. Averaging over the micelle-sized clusters, gives a value of 0.7 bromide ions. Subtracting this from 1., gives an estimate for the value of \( \beta \) of 0.3. This sits in the middle of the range of the \( \beta \) values (0.22 to 0.42) reported in other experimental studies of C\(_{10}\)TAB micelles.10,13,15–17 The first peak coordination numbers of the bromide-nitrogen atom RDFs can be used to calculate \( \beta \), giving a value of 0.2. The simulation studies have calculated \( \beta \) from the RDFs and these range between 0.19 and 0.43.11,19 But calculating \( \beta \) from the RDFs underestimates it as the RDFs are averaged over all surfactants, and we believe it is better to calculate \( \beta \) by actually
interrogating the local environment of the micelles.

From the picture of the Stern layer in Figure 6 it seems as if the bromide ions in the Stern layer maintain their hydration shells. This is corroborated by the first peak coordination number of Br-OW RDF, which is 6.1 atoms, this is only slightly lower than the coordination number reported in EXAFS study of dilute Rubidium-bromide solutions of 6.3.\textsuperscript{37} From the bottom plot in Figure 9 it is clear that the water molecules surrounding the bromide ion point their hydrogen atoms at the ion. Also shown in Figure 9 are the water-water RDFs measured in this study and those from experimental pure water.\textsuperscript{52} It is apparent that the water in the C\textsubscript{10}TAB solutions looks similar to pure water – the locations of the peaks in the RDFs are almost the same as pure water and the peak heights are only different as a result of the lower density of the solutions as their coordination numbers are maintained (the OWOW first peak is 4.4 compared with 4.3 in pure water).

**Conclusions**

Through the use of wide $Q$-range neutron diffraction measurement on isotopically-substituted samples--interpreted through EPSR modelling--we have created atomistic configurations of a micelle and its surrounding environment in solution. We believe that this is the first time a complete atomistic structural picture of a micelle in solution has been experimentally determined and that this study shows the value of using wide $Q$-range neutron diffraction to study systems with mesoscopic structure.

Unlike in many molecular modelling studies, we found there was no need to bias the structural model as a micelle spontaneously assembled from an initially disordered configuration in the process of refining against the experimental data.

The general properties of the micelles we have calculated are in good agreement with that reported in the literature. The number of surfactant molecules in the micelles varied between 39 and 50 molecules, with an average of 44.5 molecules. The micelles were found to be fairly spherical with a radius of gyration of 14.2 Å, and the larger micelles were found to be more elliptical than
the smaller ones but the ratio of the major to the minor axes was only 1.06. Examining the cross-sectional structure of the micelle revealed a hydrophobic core of about 10 Å in radius. This “dry” core was surrounded by a polar shell of thickness of about 7.5 Å, which contained the surfactant headgroups, a number of the alkyl groups from the surfactant tails, bromide ions and some water. 0.7 bromide ions and 21 water molecules per surfactant were found in this outer region. It appears that the bromide ions in the Stern layer maintain their hydration shell of approximately 6 water molecules.

The thickness of the micelle’s corona is one of the key variables in the interpretation of SANS data. Consequently it was interesting to note that the value of the corona thickness we estimate corresponds well with the range of thicknesses (4.5 to 9.0Å) used in SANS studies.45,46 We plan to test how well the various micelle properties determined in this study can be used to interpret small angle scattering data.

New atomistic insight will be provided by this technique as it is employed to examine other systems. New atomistic insight will be provided by this technique as it is employed to examine other systems. It is our intention to now use this method to: study the origin of the changes in micelle size and shape with different counterions and temperature; investigate the interaction of small inorganic species with the micelle (representing part of the templating process for mesoporous materials); examine polymer-micelle complexes to understand if the polymer binds to the micelle surface, or if it thread through the centre of the structure?3,53,54

Advances in the instrumentation for wide Q-range diffraction experiments will provide an even greater Q-range, allowing larger self-assembling systems to be examined at atomic resolution, and reduced counting times will make time-resolved interrogation of processes in solution possible.55
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Figure 4: Evolution of the cluster properties and the fit of the model to the measured data over the course of the simulations. The ordinate is the number of refinement cycles completed, and the different colour lines correspond to the five independent simulations. The graphs show the various properties of the C\textsubscript{10} TAB clusters over the course of the simulation, in order from the top: the sum of the sizes of the five largest TAB clusters in the simulation ($\sum_{i=0}^{L} i$); the size of the largest TAB cluster ($i = L$); the number of monomers ($n_{i=1}$); the total number of clusters ($\sum_{i=1}^{L} n_{i}$); the average cluster size ($\langle i \rangle$); and finally, the R-factor. The simulations had been run for a period of at least 10,000 iterations for equilibration prior to the data presented in this figure.
Figure 5: Size distribution of the C\textsubscript{10}TAB clusters (top plot) and properties of the clusters as a function of size, from top to bottom: the radius of gyration; the clusters semi-axes (from largest to smallest the colours are: blue, red and cyan); the number of Bromide ions per surfactant within 5.1 Å of the micelle; and the number of water oxygen atoms with 4.6 Å of the micelle. These data were collected after the simulation had equilibrated (from 40,000 iterations in Figure 4).
Figure 6: Pictures of a 43 surfactant micelle: top-left shows just the surfactant molecules; top-right shows the micelle surrounded by Bromide counterions and water molecules; and the bottom figure shows the same micelle but in cross-section of 12 Å in width. These images were created using the VMD program.48
Figure 7: The atomic density profiles (ADPs) of various atom types from the centre of mass of clusters containing more than 10 surfactants.
Figure 8: Surfactant-water (left) and surfactant-bromide RDFs. The RDFs have been offset from each other for clarity.
Figure 9: Water-water and Br-water RDFs. The top figure also includes the RDFs from pure water EPSR study.}\textsuperscript{52}