Surface oxygen vacancy origin of electron accumulation in indium oxide
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Metal oxides are typically insulating materials that can be made conductive through aliovalent doping and/or non-stoichiometry. Recent studies have identified conductive states at surfaces and interfaces of pure oxide materials; high electron concentrations are present, resulting in a high-mobility two-dimensional electron gas. We demonstrate for In$_2$O$_3$ that the energy required to form an oxygen vacancy decreases rapidly towards the (111) surface, where the coordination environment is lowered. This is a general feature of metal oxide systems that can result in a metal–insulator transition where donors are produced at chemically reduced extended defects.


Metal oxide based electronics is an active field of research, which has led to the recent discovery of a high-mobility electron gas at material interfaces and surfaces. This phenomenon, which gives rise to metallic conduction in formally insulating materials, has been found at the interface of perovskite ternary oxides as well as the surfaces of In$_2$O$_3$, CdO, and SrTiO$_3$. The cause has been attributed to a combination of electrical dipoles and lattice defects, e.g., the formation of an oxygen vacancy defect can donate two electrons to the lattice

$$O_\phi = \psi_0^* + 2e/\psi_0 + 1/2 \text{O}_2\psi$$

(1)

What is the microscopic origin of these effects? In this letter, we answer this question using a combination of first-principles and electrostatic techniques applied to the surface of In$_2$O$_3$; we observe a rapid decrease in the formation energy for oxygen vacancies towards the material surface, which correlates directly with the change in Madelung site potential of the oxide ions. The change is sufficient to induce a metal–insulator transition at the material surface.

The surface structure of indium oxide was recently addressed in a combined experimental and computational investigation; the (111) terminated structure is lowest in energy and therefore the most abundant crystal face in thermodynamic equilibrium. We adopt the same model of the (111) terminated non-polar surface, consisting of 240 atoms in the periodically repeating unit. We have modelled the formation of oxygen vacancies on this surface using two methodologies. First, we employ a quantum mechanical (QM) approach based on density functional theory, as implemented in the all-electron, numerical basis code FHI-AIMS. Scalar-relativistic effects were treated within the scaled ZORA approximation, and exchange-correlation effects are treated at the PBEsol level. All defect calculations were performed in a neutral charge state, which avoids the issue of partially screened electrostatic interactions, as well as energy corrections associated with image charges on a dielectric surface. Second, we employ a classical treatment based on a polarisable interatomic potential (IP) model derived for In$_2$O$_3$, which we have implemented in the code GULP.

The structural model consists of a 2 nm slab of In$_2$O$_3$. The energy for oxygen removal, as defined in Eq. (1), was assessed for each of the symmetry inequivalent oxygen sites. The results are shown in Fig. 1 for the QM approach; in the centre of the slab, the formation energy approaches 2 eV, which is the value calculated at infinite dilution in the bulk material. Approaching the surface, there is a rapid decrease of the formation energy to more than 50% of the initial value (a decrease to 0.95 eV). The concentration gradient of oxygen donor defects is also shown in Fig. 1, which has been calculated assuming a Boltzmann distribution of the non-interacting point defects at a temperature of 750 K.

A disperse conduction band is formed for the (111) surface, which is similar to the bulk of In$_2$O$_3$. Crucially for conductivity, the occupied donor levels produced by the surface oxygen vacancies are spatially delocalised, as shown in Fig. 2, in contrast to the bulk material; this is directly related to the reduced electrostatic site potential to be described below. We can consider the defect concentration necessary to induce metallic conduction at the oxide surface. For electron impurities, the metal–insulator transition will occur when the carrier concentration $(n)$ exceeds the Mott criterion

$$n^{-\frac{1}{2}} > 2.6a_0\psi$$

(2)

where $a_0$ is the effective Bohr radius of the conduction electron

$$a_0 = \frac{4\pi\epsilon_0 \hbar^2}{m^* e^2} \psi$$

(3)

Within effective mass theory, taking the static dielectric constant ($\epsilon_s$) of 10 $\epsilon_0$ and an isotropic electron mass ($m^*$) of 0.3 $m_e$ results in an effective Bohr radius of 1.8 nm for In$_2$O$_3$; the electron wavefunction extends over 64 unit cells. A critical carrier concentration of $1 \times 10^{19}$ cm$^{-3}$ is therefore expected, which corresponds to a sheet density of $5 \times 10^{12}$ cm$^{-2}$. An accumulation layer of $7.2 \times 10^{12}$ cm$^{-2}$ has been reported by King et al., fourth film In$_2$O$_3$, which is above the Mott criterion, and corresponds to approximately one ionised surface vacancy per four $\sqrt{2} \times \sqrt{2} \times \sqrt{2}$ surface
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cells (where \( a \) represents the cubic lattice constant of 1.012 nm). Given the calculated defect formation energies, this level of non-stoichiometry is achievable at high temperatures and/or low oxygen partial pressures and will arise primarily from vacancies created at the topmost oxygen layer, as shown in Fig. 1.

Explicit calculation of the surface defect structure is a computationally demanding process. To judge the applicability of a technique more accessible for complex or disordered systems, we have also calculated the local Madelung (electrostatic) site potentials for each of the oxygen sites in the 2 nm slab, defined as

\[
M_O = \frac{e}{4\pi\varepsilon_0} \sum_{i} \frac{q_{ion}}{r_{O_{ion}}} \tag{4}
\]

In the bulk bixbyite lattice, all oxygen sites are equivalent by symmetry (the 4Be Wyckoff position), and the site potential is calculated to be 22.92 V.\(^4\) For the topmost surface site, the oxygen coordination number is lowered from 4 to 3 and there is a corresponding decrease of 0.8 V in the electrostatic potential. The potential does not decrease monotonically towards the surface; the same fluctuations are observed as for the defect formation energies (Fig. 1).

The origin of the fluctuations in the oxygen removal energy (potential distribution) is evident from an analysis of the upper surface structure shown in Fig. 3. One factor influencing the removal energy is the coordination number (a decrease in coordination from the bulk value results in a lower cost for removal), while the second is the coordination of the nearest neighbour indium atoms (the cost of breaking a bond with a highly coordinated indium atom is lower). The combination of these changes results in O1 having a formation energy substantially lower than the bulk value and O5 having a value higher than the bulk value. The resulting oscillations are present until almost 6 Å into the surface, which are related to the complex bixbyite (defective fluorite) crystal structure of In\(_2\)O\(_3\). The decrease in site potential will also disfavour the trapping of electrons at the vacancy sites, i.e., the colour-centre that has been calculated for the bulk material.\(^17\)

The phenomenon of surface stabilised defect reactions is not unknown. For example, Duffy et al.\(^13\) studied the formation of oxygen vacancies on the stable non-polar (001) surface of MgO; the defect formation energy decreased by 0.16 eV towards the surface. The (001) rocksalt surface represents an upper limit in terms of a close-packed, high coordination surface termination, which means that 0.16 eV should be the lower bound for a decrease in the oxygen removal energy.
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FIG. 2. (Color online) Electron density associated the occupied defect state for the lowest energy oxygen vacancy (O1 site) on the (111) surface of In\(_2\)O\(_3\). The indium atoms are coloured blue (dark gray), with red (light gray) reserved for oxygen. The vacancy site is filled with a large ball, and the electron density isosurface is shaded; the charge is highly delocalised, which is characteristic of a shallow defect centre.

FIG. 3. (Color online) The upper surface structure of (111) terminated In\(_2\)O\(_3\). The first 6 inequivalent oxygens are labelled numerically from the topmost atom; with threefold rotational symmetry, these account for the first 18 oxygen atoms. The local site potential, coordination with respect to indium (with the lowest indium coordination in parenthesis) and the oxygen removal energy (\(E_I\)) are listed for each site.
For a dioxide, less ideal surface terminations occur; the distribution of oxygen site potentials for the surfaces of rutile and anatase TiO$_2$ have been reported by Woning and Van Santen,\textsuperscript{20} where the fluctuations are of the order of 2.3 V for (001) rutile, compared to the (110) rutile (0.5 V) and (001) anatase (2.4 V) faces. Combined with changes in the cation potential, the greater reducibility of the rutile polymorph was explained. For CeO$_2$ nanoparticles, Migani \textit{et al.}\textsuperscript{21} reported a similar effect, where the reduced electrostatic potential was calculated for low coordination surface sites along with a linear dependence on the oxygen removal energy, which can vary by over 2 eV; the same effect has been reported for thin-films of ceria.\textsuperscript{22,23} However, in order to obtain high conductivity, the combination of the reduced donor formation energy with a large effective Bohr radius is required.

In conclusion, a metal–insulator transition is achievable on indium oxide surfaces through oxygen loss due to the drastic lowering of defect reaction energy and the creation of delocalised donor states. Given the exponential dependence of the concentration of oxygen vacancy defects with the reaction energy, even small variations can be critical in determining electron carrier concentrations under equilibrium conditions. The same variations in site potentials will occur at material interfaces and indeed grain boundaries and dislocations. This suggests that more complex material systems and phenomena can be rationalised through electrostatic models, which may not require explicit electronic structure calculations. Finally, our results demonstrate that the extended defects present a potential route to overcoming the doping limits\textsuperscript{24–26} established for bulk semiconducting and wide band-gap materials.
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