Does supramolecular ordering influence exciton transport in conjugated systems? Insight from atomistic simulations†
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We have developed a theoretical platform for modelling temperature-dependent exciton transport in organic materials, using indenofluorene trimers as a case study. Our atomistic molecular dynamics simulations confirm the experimentally observed occurrence of a liquid crystalline smectic phase at room temperature and predict a phase transition to the isotropic phase between 375 and 400 K. Strikingly, the increased orientational disorder at elevated temperatures barely affects the ability of excitons to be transported over large distances, though disorder influences the directionality of the energy diffusion process. Detailed quantum-chemical calculations show that this result arises from a trade-off between reduced excitonic couplings and increased spectral overlap at high temperatures. Our results suggest that liquid crystalline oligomeric materials could be promising candidates for engineering optoelectronic devices that require stable and controlled electronic properties over a wide range of temperatures and supramolecular arrangements.

1 Introduction

Organic electronics is recognised as a disruptive technology, offering new applications rather than competing head to head with inorganic counterparts. Optoelectronic devices, such as organic light emitting diodes (OLEDs)1, field effect transistors2, chemical sensors3 and solar cells4,5 offer novel performance at low cost. However, significant enhancements to performance and lifetime are required if these devices are to fulfil this potential. Although there has been a considerable improvement in the efficiencies of organic devices over the last years, most advances are due to unsystematic development of novel materials implemented in new architectures6. Such efforts risk being fragmented or even ill-directed in the absence of effective routes for predicting, rather than discovering, the optoelectronic properties of the materials. New materials result in new morphologies and physical properties7, and since progress and understanding run in tandem, tailoring charge and energy transport properties and improving the efficiency requires the description of both the morphological and electronic properties using physical models that retain information at an atomistic level.

Energy transfer occurs via diffusion of excitons, electronically excited states of molecules. Excitons are created by the absorption of light or by binding of free charges that come within close proximity and play a key role in the operation and degradation of organic devices. In organic blend and hybrid photovoltaic devices, excitons must diffuse to an interface between the component materials where they can be dissociated into free charges. In OLEDs and chemical sensors, excitons need to move around until they decay by fluorescence at a desired site. The efficiency of these processes is to a large extent determined by the exciton diffusion length $L_d$, the average distance over which an exciton moves before it decays. $L_d$ is normally obtained from the exciton diffusion coefficient $D_E$ and the radiative lifetime of an excitation $\tau_L$ as $L_d = \sqrt{D_E \tau_L}$, but here we obtain $L_d$ by computing exciton trajectories. To realize exciton motion over long distances, fundamental insights into the factors that govern $L_d$ are essential. Singlet excitons have been shown to play a major role in device degradation8 and thus it is necessary to predict how their concentration profile changes during device operation.

So far, improvements in organic device performance have been hindered due to a lack of detailed theoretical understanding of the combined effects of morphological and electronic properties on energy transport. This is partly due to the complexity of the materials involved and the large number of parameters in play. One way to overcome some of these
The purpose of this paper is to provide a protocol for calculating exciton transport properties in conjugated materials and to test how sensitive the transport properties of oligomeric materials are to changes in the morphology and temperature. We employ methods from statistical physics and quantum chemistry that allow us the exciting possibility of linking electronic structure to the (opto)electronic properties. The morphological properties are evaluated with atomistic molecular dynamics (MD) simulations, while exciton transfer rates are directly evaluated via correlated quantum-chemical calculations and transport properties are sampled with a kinetic Monte Carlo (MC) model. We can therefore avoid any a priori assumptions on molecular conformations and packing.

The system chosen to validate the theoretical approach is an indenofluorene trimer (IF3) that has recently been studied experimentally and was shown to form smectic mesophases. We show first that our MD simulation results for the morphology are consistent with wide angle X-ray scattering data and predict a phase transition from smectic to the isotropic phase in fair agreement with experiment. We then demonstrate that in a system with limited energetic disorder, the decrease in orientational order with increasing temperature does not affect the magnitude of the diffusion length \( L_d \). We also find, however, that the directionality of the exciton dynamics is affected resulting in a loss of the transport anisotropy at high temperatures. These results help to build an understanding of how morphology and chemical structure influence exciton transport, which is an essential prerequisite in order to exploit the potential applications of organic materials in optoelectronic devices.

2 Computational Details

2.1 Molecular Dynamics simulations

Molecular Dynamics simulations of bulk IF3 samples in the NPT ensemble were conducted with the NAMD code, integrating the equations of motion with a time step of 2 fs for short range and bonded interactions, and 4 fs for long range non bonded interactions. Both pressure and temperature were controlled with weak coupling schemes. Potential energy was in the CHARMM form, composed of harmonic stretching and bending terms, dihedrals described by a series of cosines, and Coulomb and Lennard-Jones terms for non-bonded interactions. Electrostatic interactions were calculated with the particle mesh Ewald method with a mesh spacing of about 1.5 Å, whilst a cutoff of 10 Å was employed in the evaluation of Lennard-Jones terms. IF3 molecules were described at united atom (UA) level, i.e., without explicit hydrogens. To comply with the UA model, each UA center was given the sum of the charges of the corresponding carbon and its geminal hydrogens, charges on chemically equivalent centers were equalized and alkyl chain charges were set equal to zero following Ref. A reproducible ab initio torsional potential with the classical force field we used the approach described in Ref. to take into account the non-bonded interaction contributions. Aromatic carbons without implicit hydrogens and aliphatic carbons were described with the AMBER UA force field, while aromatic carbons with one implicit hydrogen were parameterized following Ref.

![Fig. 1 Ground and excited state torsional potential calculated at the B3LYP level using the 6-31G basis set](image-url)
box size of 90×80×60 Å, smectic order parameter τ = 0.4 and nematic order parameter $P_2 = 0.76$ with the director oriented along the z axis. This configuration was used as starting geometry for simulation runs at 350, 375, 400, 425, 450, 475, 500 K and pressure of 1 atm. At the three higher temperatures the order parameter dropped to isotropic values after 20–40 ns and the runs were not continued. For the other temperatures we performed equilibration runs of 100 ns, during which $P_2$ reached a stationary value after an initial decrease, with the exception of 425 K which exhibited a continuous slow decay. After this preliminary step, the box sizes were doubled along the z axis and the new 256-molecule samples were simulated at the same temperatures and pressure. Two additional temperatures, 300 and 325 K, were started from the 350 K configuration. These large samples were further equilibrated until reaching constant density and $P_2$; this required from 80 to 300 ns of simulation. Finally, production runs were performed, with duration decreasing with temperature, ranging from 170 ns at 300 K to 60 ns at 500 K; during the runs, configurations were stored with a frequency of 100 ps and afterwards processed for calculating the observables reported in this work.

2.2 Quantum-Chemical calculations and Monte Carlo energy transport simulations

In the weak coupling regime appropriate here (vide infra), excitons are localised on single molecular sites and exciton transfer takes place via resonant energy transfer from a donor molecule D in the excited state to an acceptor molecule A in its ground state. The rate of hopping is

$$k_{DA} = \frac{2\pi}{\hbar} |V_{DA}|^2 J_{DA} \; ,$$

with $V_{DA}$ the excitonic coupling and $J_{DA}$ the spectral overlap between the donor emission $F_D(\omega)$ and the acceptor absorption spectra $A_A(\omega)$, given by:

$$J_{DA} = \int_0^\infty F_D(\omega) A_A(\omega) d\omega \; .$$

$J_{DA}$ was calculated within the distributed monopole approximation that expresses $V_{DA}$ as a Coulomb interaction term:

$$V_{DA} = \frac{1}{4\pi\varepsilon_0} \sum_{i \in D} \sum_{j \in A} \frac{\rho_D(\vec{r}_D)\rho_A(\vec{r}_A)}{|\vec{r}_D - \vec{r}_A|} \; ,$$

where the sum runs over the donor $\rho_D$ and acceptor $\rho_A$ atomic positions produced by the MD simulation, $\rho$ are the atomic transition charge densities and $\varepsilon_0$ the vacuum permittivity. The transition charges have been computed through correlated coupled cluster calculations, using the intermediate neglect of differential overlap (INDO) Hamiltonian, for all 256 chromophores in the sample in a few representative configurations of the morphology at each temperature.

Absorption and emission spectra of indenofluorene trimers at different temperatures have been obtained by means of $ab initio$ simulations. DFT and TD-DFT approximation levels were used for the equilibrium ground and first excited state geometries and frequencies, respectively. The geometric distortions between the ground and excited state geometries were mapped onto the ground and excited state normal modes for the absorption and emission spectra respectively. All vibrational modes except librations were used in an undistorted displaced harmonic oscillator model. We used the procedures of Ref. to treat librational modes, as these modes are soft, causing large distortions when going from the ground state to the excited state. Anharmonic effects are taken into account by numerical diagonalization of the nuclear Hamiltonian obtained from the (TD-)DFT calculations. This model leads to a natural description of the mirror asymmetry between the absorption and emission spectra as well as of the Stokes shift. The lineshape is not treated here as an adjustable parameter but is largely a consequence of the thermal population of the libration modes. Each molecule explores locally the torsion potential energy surface over time scales that are short compared to the exciton hopping time, contributing thereby to the dynamic homogeneous linewidth. Large amplitude conformational changes involving crossing the barrier at 90°, 0° and 180° occur at much longer times yielding a distribution of conformers that can be assumed to be static over the exciton lifetime. Another contribution to energetic disorder arises from the dielectric environment. It has been introduced through a random rigid shift of absorption and emission spectra, as extracted from a Gaussian distribution of standard deviation $\sigma$. Kinetic Monte Carlo simulations suffice to model the exciton diffusion as a random walk. The model requires as an input the molecular positions, provided by the MD simulations, and exciton transfer rates between molecular sites, calculated at the quantum-chemical level. An exciton is randomly placed in the system and a waiting time to hop from oligomer i to a neighboring oligomer j is sampled from an exponential distribution:

$$\tau_{ij} = -\frac{1}{k_{ij}} \ln X \; ,$$

where $k_{ij}$ is the transfer rate between i and j and X is a random number between 0 and 1. Additionally, in competition with energy transfer, a recombination time is calculated as $\tau_{i}^R = \tau_{i} \ln X$, with the radiative lifetime of an excitation located on an indenofluorene trimer, $\tau_{i} = 655$ ps. At each MC step the event demanding the smallest waiting time is selected and executed until the exciton eventually recombines. The diffusion length $L_d = \sqrt{\Delta x^2 + \Delta y^2 + \Delta z^2}$, where $\Delta x$, $\Delta y$ and $\Delta z$ are the x, y, z components of the displacement between the initial and final point on the exciton trajectory, is calculated imposing proper periodic boundary conditions. Quantities of interest such as $L_d$ were averaged over $\sim 10^6$ trajectories, and
these averages are denoted by angular brackets. This procedure gives a variance of 0.2 nm for $L_d$ in each MD configuration.

3 Results and Discussion

3.1 Phase behaviour of indenoﬂuorene trimers

In this section we describe the temperature dependence of the bulk phase physical properties of IF3 predicted by our MD simulations. The purpose of the investigation is twofold: on the one hand to assess the microscopic structure of the material and validate it through the comparison with experimental data, on the other hand to obtain atomic coordinates for a realistic simulation of the energy transport process in the system. As for the corresponding polymer 2,8-poly-6,6'-tetraoctyl-6,12-dihydroinden[1,2-b]fluorene, IF trimers form a smectic phase above the glass transition temperature at 261 K and melt at 411 K.

Reproduction of this phase transition and the one behavior, which yields a constant value of 31.5 Å, corresponding approximately to the end-to-end distance of the trimer, noting that no significant interdigitation occurs. A smectic phase at 300 K (top, alkyl chains omitted for clarity, hydrogen atoms artificially added, blueish spheres indicate IF3 centers of mass). Bottom left panel: The scaled density distribution function along the alignment direction $z$ (red line). Orange vertical bars underline the correspondence of the peaks of the density distribution with the layers in the snapshot. Right panel: A schematization of the most representative intermonomer distances in the smectic phase (units in Å).

To investigate the effect of the phase transition on molecular mobility and for more detailed information, we calculated the autocorrelation functions $C_f(t) = \langle f(0) \cdot f(t) \rangle$, where $f$ can be either $u$ (short or long molecular axes), or $\sin(\phi)$ (Fig. 4), as $C_f(t)$ is a measure of the overall and internal rotational dynamics. The effective decay times for $f(t)$:

$$
\tau_{\text{rot}} = \int_0^\infty \frac{C_f(t) - C_f(\infty)}{C_f(0) - C_f(\infty)} dt.
$$

Fig. 2 shows that $\langle P_2 \rangle$ drops smoothly as $T$ increases, until 400 K where the system becomes isotropic. Smectic order parameters $\langle \tau_n \rangle$ characterize the nature of the mesophases through measuring the extent of positional order along the alignment direction $z \parallel n$. We obtained $\langle \tau_1 \rangle$ from a least square fitting of the scaled density function along $z$ with the first four terms of the McMillan’s expansion:

$$
\frac{\rho(z)}{\rho_0} = 1 + \langle \tau_1 \rangle \cos(2\pi z/\langle d \rangle) + \cdots + \langle \tau_n \rangle \cos(n2\pi z/\langle d \rangle)
$$

This method provides the layer spacing $\langle d \rangle$ of the smectic phase, which yields a constant value of 31.5 Å, corresponding approximately to the end-to-end distance of the trimer, noting that no significant interdigitation occurs. A smectic phase at temperatures below 400 K can be seen from $\langle \tau_1(T) \rangle$ in Fig. 2; the higher terms $\langle \tau_2 \rangle$ and $\langle \tau_3 \rangle$ are much smaller but follow the same behaviour. The periodicity of the density fluctuations along $z$, typical of the smectic phase, and the applicability of eq. 2 can be seen more clearly in Fig. 3. The snapshot in the top left hand panel of Fig. 3 shows the molecular arrangement is typical of a smectic $A$ phase, in which the molecular centers of masses are distributed on diffuse layers perpendicular to the ordering direction (indicated with vertical orange bars), with liquid-like positional disorder within the layers.
vent intermolecular aggregation."

Fig. 4 Top panel: Chemical sketch of the 6,6',12,12'-tetraoctylindenofluorene trimer studied in this work (R=n-octyl chains), with monomer-monomer dihedral angles indicated. Bottom panel: Arrhenius plot of some rotational diffusion indicators: decay times of the autocorrelation function of the molecular axes $z$ (black squares) and $x$ (white squares), and of $\sin(\phi)$ (grey rhombs) where $\phi$ is the torsional dihedral angle. All indicators suggest a phase transition between 375 and 400 K.

The decay time of $C_r(t)$ can be much longer than the simulation time as the rotation is progressively hindered by lowering the temperature, so we extrapolated the long-time behaviour by fitting $C_r(t)$ with a sum of three exponentials for the first half of the simulation period. This functional form makes no assumptions about the symmetry of the rotational diffusion tensor. We then estimated the rotational decay time from eq. 3, replacing $\overline{C(t)}$ with its fitting function. The procedure allows to clearly identify the temperature trends of the rotational times, shown in Fig. 4, where two separate regions with different activation energy are clearly visible, at low $T$ (smectic phase), and at high $T$ (isotropic phase). The relaxation times in the smectic phase appear to be much longer than the simulation period, leading to some uncertainty, but they do reveal that the rotational motion in this phase is severely hindered and suggest a high viscosity. All these indicators confirm a phase transition between 375 and 400 K agreeing with the temperature behaviour of the translational diffusion coefficient shown in Fig. ESI 3.

Our simulations have been validated through reproducing the experimental phases and thermal behaviour with reasonable accuracy so we can use them to provide details of the molecular arrangement of IF3 in the condensed phase. The intermonomer dihedral angle $\phi$ is of particular interest as it can influence photoluminescence through promoting or pre-

Similar to oligofluorenes and gas phase oligophenyls and biphenyls dissolved in liquid crystals, the ground state is not planar and $\langle \phi \rangle = \pm 38^\circ \pm k\sigma$, in the smectic and in the isotropic phase of IF3. The peaks of the distribution of $\phi$ can be reproduced by gaussian functions: while their width increases linearly with temperature from 9$^\circ$ to 13$^\circ$, it does not show significant change at the smectic-isotropic transition. As mentioned above, the torsion angles vary quickly (compared to the exciton hopping time) around the equilibrium ground-state values, Fig. 5, so that coupling to intramolecular vibrational mode is homogeneous; in contrast conformational jumps are much slower and result in decay times that span a large time domain, from $\sim$0.5 ns at 500 K to $\sim$300 ns at 300 K, Fig. 4.

The packing of the molecules in the smectic phase is characterised by the radial distribution function (rdf) of the different atom types composing the molecule. Among the meridional direction (parallel to $n$) all aromatic carbon rdfs are dominated by the monomer-monomer repeating distance of 12.5 Å, in perfect agreement with the analysis of the polymer X-ray spectrum (12.5 Å); the small disagreement with the position of the intense meridional reflection registered for the trimer ($d_{me}$=11.7 Å) can be explained by the fact that the molecules are slightly bent, so even if two linked monomers are 12.5 Å apart, the third closest monomer is separated by only 23.5 Å from the first, and the closest fourth monomer (belonging to another molecule) is 31.5 Å apart, the layer spacing of the smectic phase (Fig. 3). We therefore suggest that the peak at 11.7 Å contains the contribution of all these reflections.

In the equatorial direction (perpendicular to $n$) the most important distance is the separation between the first neighbors for molecules belonging to the same smectic layer ($d_{eq}$=8.5 Å)}
Å vs 8.8 Å reported in Ref.\textsuperscript{11} together with the distance of the second neighbour (16.1 Å); in addition a shoulder centered at around 14.7 Å ($=\sqrt{3}d_{nn}$) reveals the presence of hexagonal order inside the layer. Finally, there is little evidence for π stacking and herringbone packing both in simulation morphologies and in the wide angle X-ray scattering (WAXS) patterns. The octyl substituents apparently prevent these arrangements, typical of planar aromatic compounds, favoring instead the isolation of the aromatic backbones, which are immersed in a bath of entangled alkyl chains. This organization should yield excitons that are confined on single IF3 units rather than being delocalized over molecular aggregates.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Simulated absorption (black dashed line) and emission (red dashed line) spectra as well as room temperature experimental absorption (black solid line) and emission (red solid line) spectra in toluene and K$_2$CO$_3$ solution\textsuperscript{11}. Emission spectrum for an IF3 film, drop-casted from solution\textsuperscript{11}, is also shown with a blue solid line.}
\end{figure}

### 3.2 Energy transport in the condensed phase

In a Förster picture, a quantitative assessment of the energy transfer rates relies on the correct prediction of the molecular absorption and emission spectra. The calculated spectra at 300 K are displayed in Fig. 6 along with the experimental spectra in solution and film\textsuperscript{11}. We observe good agreement for the shape, linewidth and Stokes shift ($\approx 0.26$ eV), noting that the absorption spectrum consists of a featureless broad peak while emission exhibits a clear vibronic structure. This loss of mirror symmetry and the relative intensity of the emission peaks are reproduced by our \textit{ab initio} calculations discussed above. This agreement is established \textit{without any fitting procedure}, the only adjustment being a blue-shift of the simulated spectra by 7 nm to match the exact positions of the absorption and first emission peaks to the experimental peaks. The similarities between vibronic progression of the IF3 experimental photoluminescence spectra in film and solution, and lack of change for absorption features when going from solution to the liquid crystal phase, demonstrated for similar indeno[1,2-b]fluorene trimers\textsuperscript{45} and for the polymer\textsuperscript{52}, indicates that the weak intermolecular coupling regime is a reasonable assumption for our model. The reduced intensity of the 0-0 line in the photoluminescence spectrum of the film is mostly due to self-absorption effects\textsuperscript{11}.

To confirm the choice of the appropriate transport regime we have calculated the maximum excitonic coupling between first nearest neighbors averaged on all different configurations, $\langle |V_{DA}|^2 \rangle = 0.038$ eV at 300 K, found to be much smaller than the value of the excited state reorganization energy, $\lambda = 0.34$ eV at 300 K\textsuperscript{34}, ensuring that transport occurs via incoherent hopping of excitons localized on single IF3 chromophores.

The spatial extent over which an excitation could diffuse during its lifetime depends on the rate of energy transfer which in turn is proportional to the squared excitonic coupling $|V_{DA}|^2$ and the spectral overlap via eq. 1. As a prelude to the full transport simulations, we explore the sensitivity of $V_{DA}$ to changes on the molecular conformations. The square of the excitonic coupling for two molecules of IF3 depends on the rigid body rotation angle $\theta$ about the axis connecting the centre of masses of the two molecules. To amplify, $|V_{DA}|^2$ is an oscillating function of $\theta$ with a period of $\pi$, reflecting the fact that the excitonic coupling is maximized when the transition dipoles are parallel to each other, $\theta = 0^\circ$, and vanishes for $\theta = 90^\circ$ (see Fig. ESI 4). Hence the coupling will decrease with increasing orientational and positional disorder, due to the increase in temperature, since there will be an increasing probability of finding neighboring chromophores misaligned.

The electronic structure calculations confirm this scenario as can be seen on Fig. 7 (a) and from the probability distribution plot of $|V_{DA}|^2$ for the smectic phase at 300 K and the isotropic phase at 500 K (see Fig. ESI 5). However, the spectral overlap $J_{DA}$ increases linearly with temperature due to the broadening of the absorption and emission spectra. Overall, the combined effect of reduced excitonic coupling and increased spectral overlap thus results in a constant total hopping rate (the ensemble average of the sum of all possible hopping rates for each molecule), as can be seen in Fig. 7 (c).

Having examined the sensitivity of the microscopic parameters that control energy transport we now turn our attention to the Monte Carlo simulations of exciton diffusion. We find that $L_d$ is almost independent of temperature with a mean value of 67.5 nm, as depicted in Fig. 8. It is at first surprising that for all studied morphologies the diffusion length is constant as it would be tempting to assume that $L_d$ should be smaller for the more disordered morphologies. Nevertheless, as demonstrated above, although on average $|V_{DA}|^2$ lowers with increasing temperature, this effect is compensated by the increase in $J_{DA}$, resulting in a constant transfer rate and hence diffusion length $L_d$. It has been generally believed that the singlet ex-
The calculated value of 3.23 nm at 300 K is close to the experimentally determined value of ≈ 3.3 nm obtained from photoluminescence experiments in samples of perylene end-capped polyyindenofluorene chains. Our calculated value of 3.23 nm at 300 K is close to the experimentally determined value of ≈ 3.3 nm obtained from photoluminescence experiments in samples of perylene end-capped polyyindenofluorene chains. Our calculated value of 3.23 nm at 300 K is close to the experimentally determined value of ≈ 3.3 nm obtained from photoluminescence experiments in samples of perylene end-capped polyyindenofluorene chains. R0 follows the same trend as Ld, being nearly independent of temperature (Fig. 7b). Nevertheless, the decrease in the order parameters with temperature shown in Fig. 2 plays an important role on the diffusion and the pathways that excitons follow. As demonstrated in Fig. 8, excitons benefit from orientational order and better packing, travelling larger distances along the direction perpendicular to the smectic layers (z-direction, Fig. 3 top-left panel) at lower temperatures. The anisotropy of energy transfer in liquid crystals has been predicted in the past by molecular level simulations. This property, which is very sensitive to the aspect ratio and intermolecular distances between chromophoric units, could be exploited in designing favorable pathways for excitons in properly engineered devices. As temperature increases transport eventually becomes isotropic via the transition to the isotropic phase: the impact of temperature on the diffusion dynamics can hence be related to the different pathways excitons use to diffuse while overall the diffusion length remains unaltered.

Another physical property that can be easily accessed by fluorescence spectroscopy, and in this case by simulations, is the anisotropy ratio as a function of time r(t) = \left< \frac{I_\| - I_\perp}{I_\| + 2I_\perp} \right>. Here we excite our sample at t = 0 with vertically (parallel to n) polarised light and find the intensity of light exiting the sample through a parallel (I_\|) or perpendicular polarization direction (I_\perp) at a given time. As the transition dipoles \mu for IF3 are parallel to the long molecular axis u, we computed the two relative intensities as:

\[ I_\| = \langle u_z(0)^2 u_z(t)^2 \rangle \exp(-t/\tau_L) \]
\[ I_\perp = \frac{1}{2} \left( \langle u_z(0)^2 u_z(t)^2 \rangle + \langle u_x(0)^2 u_x(t)^2 \rangle \right) \exp(-t/\tau_L). \]

The fluorescence anisotropy, plotted in Fig. 9, is temperature dependent as it sees the average orientational order through its asymptotic value r(\infty) = \langle P_2 \rangle, allowing to distinguish the smectic phase (T=300, 350 and 400 K in Fig. 9) from the isotropic phase (T=450 and 500 K), where the long-time emission is completely depolarised (r(\infty) = 0). At short times the anisotropy is always higher as the incident light is polarised.

---

**Fig. 7** The total squared excitonic coupling |V_{DA}|\(^2\) (circles) and spectral overlap J_{DA} (squares) as a function of absolute temperature T (a). The Förster radius R_0 (b) and the total hopping rate k_{tot} (c) as a function of T.

**Fig. 8** The x, y, z components of the diffusion length (L_d^x, L_d^y and L_d^z respectively) as a function of T.
but it quickly reaches asymptotic behavior in about 5 ps at all temperatures, with decay time, obtained from eq. 3, ranging from 0.2 to 0.3 ps. These times are of the same order of magnitude as the average exciton waiting times (Fig. ESI 6), revealing that in practice only a few exciton hops are sufficient to reach the steady-state anisotropy.

![Graph](image1)

**Fig. 9** The fluorescence anisotropy ratio $r(t) = (I_\parallel - I_\perp)/(I_\parallel + 2I_\perp)$ as a function of time for different temperatures.

Finally, we explore the role of static energetic disorder on exciton diffusion. As discussed above, conformational disorder arises from local fluctuations of the torsion angles between the indenofluorene units and so is dynamic; it is accounted for explicitly in the homogeneous linewidth. An additional contribution to the spectral lineshapes frequently arises when embedding molecules in a dielectric environment and is included in transport models through a random distribution of site energies obeying a Gaussian distribution of width $\sigma$. Fig. 10 shows the effects of inhomogeneous disorder. $L_d$ decreases when $\sigma$ increases, as documented in previous work. This decrease is steeper for the lowest temperatures since there is less thermal energy available to overcome energy barriers. Therefore, high values of static disorder could make $L_d$ sensitive to temperature. However, as an inhomogeneous broadening of only 0.014 eV has been reported for a similar step ladder type paraphenylene oligomer, energetic disorder is expected to be low in well-defined molecular systems such as the system investigated here. To quantify the magnitude of electrostatic disorder associated with molecules feeling different dielectric environments, we have calculated the distribution of the difference between the ground and excited state electrostatic energy of the IF3 molecules. The distributions (Fig. ESI 7) fit reasonably well to Gaussian functions and feature standard deviations lower than 0.007 eV; it is clear from Fig. 10 that such low values of inhomogeneous disorder play a marginal role on the temperature dependence of $L_d$.

![Graph](image2)

**Fig. 10** The diffusion length $L_d$ as a function of the energetic disorder width parameter $\sigma$ for various temperatures.

### 4 Conclusions

We have presented a detailed atomistic study of exciton transport in conjugated oligomers by combining MD prediction of the morphologies and quantum chemistry and MC simulations of energy transfer. The validity of the MD simulation results is supported by recent experimental data on indenofluorene mesophases. We demonstrate that, unexpectedly, the diffusion length is not affected by the reduction of the order parameters with increasing temperature. This result is attributed to the cancelling effect of the global decrease of the average excitonic coupling and the simultaneous increase of the spectral overlap with increasing temperature. Whilst the phase transition from smectic to isotropic phase does not impact the magnitude of $L_d$, it has a remarkable effect on the directionality of the exciton transport, which is anisotropic at room temperature in the smectic phase and reaches purely isotropic behaviour only at high temperatures. Our approach adds realism to modelling the transport properties of conjugated systems and sheds light on the impact of both the morphological and temperature change in the material to its optoelectronic properties. In particular, we found that molecules like IF3 organizing into liquid crystalline phases at room temperature can sample many conformational states over short periods of time, thereby resulting in efficient excitation diffusion otherwise strongly limited by static disorder in the solid state. We note that similar dynamic effects have been shown to significantly boost the charge carrier transport mobilities in other conjugated mesophases. Altogether, our results suggest that liquid crystalline oligomeric materials could be promising candidates for engineering optoelectronic devices that require stable and controlled electronic properties over a wide range of temperatures and supramolecular arrangements.
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