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Abstract

Maya crude oil fouling reveals a straightforward dependency of initial fouling rate on surface temperature but a rather complex dependency on velocity in bare tubes, the initial fouling rate showing a maximum and then decreasing significantly towards zero as the velocity is increased. Surface shear stress clearly is an important parameter. CFD simulation of fluid flow in a tube fitted with a hiTRAN® insert reveals a complex distribution of surface shear stress. To compare the insert situation with the bare tube, an equivalent velocity concept is introduced on the basis that at a given average velocity the fluid flow results in the same average wall shear stress regardless of whether the tube is bare or is fitted with an insert. Using the equivalent velocity concept, the fouling data obtained using both a bare tube and a tube fitted with inserts can be correlated using a single model. Moreover, the fouling threshold conditions below which fouling is negligible, can be predicted for both situations.
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1 Introduction

Most recent research on threshold conditions have been of the fouling on the inside surface of a bare round tube. Indeed, very limited work has addressed fouling threshold conditions in more complex geometries. Fouling threshold models [1, 2] can be difficult to use for predicting fouling rates for different operating conditions and crude oil types, and even more difficult for different configurations of heat exchanger surface. Based on the model developed by Epstein [3], Yeap et al. [4] proposed a model for bare round tubes incorporating the effects of mass transport and chemical reaction. A fouling suppression term, Cu0.8, was included such that the model would be capable of predicting not only fouling threshold conditions as a function of velocity but also maxima in the fouling rate – velocity relationship [5, 6]. hiTRAN® in-tube inserts have been shown to be effective in mitigating crude oil fouling [7, 8] and increasing interest in their use in such applications is being shown by the oil industry [9] as well as by the water industries [10, 11]. A good review of applications and benefits of tube inserts in heat exchangers is provided by Ritchie and Droegemueller [8]. Ritchie et al. [12] studied the characteristics of fluid flow in the tube with inserts, and indicated that the flow near the wall resembled a turbulent profile even at a Reynolds number of 500. They also gave some theoretical analysis of the fouling on the wall of tube with inserts, auguring well for the development of suitable models for fouling of tubes containing inserts [12].

The use of inserts, however, raises a challenge in the application of fouling models, namely in the determination of Reynolds number and wall shear stress. Indeed, current fouling models are not capable of taking into account the complex variation of surface shear stress along the insert length. Whilst wall shear stress is easily calculated for bare round tubes using the friction factor approach, this method cannot be used with hiTRAN® inserts. The objective of this work therefore is to determine whether CFD simulation can offer a possible solution to this challenge such that a suitably modified fouling model can be used to predict the fouling rate and threshold conditions for tubes with and without inserts fitted.

2 Experiments and CFD simulation

2.1 Fouling Experiments

Details of the experimental rig, the crude oil, the procedure and results with bare tubes are provided by Crittenden et al. [6]. The rig, as shown in Figure 1, comprised a 0.105 m³ heated reservoir, a variable speed centrifugal feed pump and a by-pass for circulating crude oil through the reservoir whilst the oil was being heated. Flow rates to two 270mm parallel tubular test sections were individually controlled and monitored using rotameters. Three surface thermocouples were used to record tube surface temperatures. The apparatus was
maintained at a constant pressure of 15 bar and the crude oil temperature was maintained constant at 150°C. Surface temperatures up to 280°C were obtained by constant flux direct electrical heating. Unfiltered Maya crude oil was selected for study since it was expected to foul easily and because it contained a low percentage of light ends, making it easier to handle in the laboratory [6]. Typical properties were 21.1 API gravity, vapour pressure in the range 6.2-6.7 psig, 0.55% gas w/w, 4.03% total wax w/w, -21°C pour point, a calculated cloud point in the range 17-40°C, and viscosities of 161.5 and 54.80 mm²/s at 30°C and 50°C, respectively. The overall composition of Maya crude oil and its physical properties are provided elsewhere [6, 13]. Its fluid properties were assumed to remain constant from run to run. The hiTRAN® tube inserts were provided by Cal Gavin Ltd (Alcester, UK; www.calgavin.com). Most experiments were conducted using a “medium density” insert signified as MDI in Table 1. The medium density inserts consist of about 420 wire loops per metre. The loop is of 12.2 mm diameter and made of 0.76 mm diameter stainless steel wire. The loop matrix occupied the entire test section.

Details of the fouling rate, fouling rate, and their calculations can be found elsewhere [5, 13], but a brief description is as follows. By definition a heat flux (W/m²) is driven by a temperature difference (K) to overcome an overall thermal resistance, \( R \):

\[
\text{heat flux} = \frac{\Delta T}{R}
\]

where the thermal resistance takes the unit \( \text{Km}^2\text{W}^{-1} \). The overall thermal resistance is a sum of the original thermal resistance of the system and an additional resistance due to fouling, i.e. the fouling resistance, \( R_f \), which therefore has the same unit as \( R \). The fouling rate is defined as the change of thermal resistance per unit time. Here hours are used because fouling is slow, and therefore the unit for fouling rate is \( \text{Km}^2\text{W}^{-1}\text{h}^{-1} \).

### 2.2 CFD Simulation

The CFD package Comsol (Burlington, MA, USA) is used to model the distributions of wall shear stress in bare tubes and tubes with the insert. The equations of the \( k-\varepsilon \) turbulence flow model can be found elsewhere [14, 15]. For the bare tube, the geometry is taken to be two-dimensional with axial symmetry, whilst for the tube fitted with the insert, the geometry must be considered to be three-dimensional. As shown in the Cal Gavin web site (www.calgavin.com), hiTRAN® inserts comprise a series of loops equally spaced with a helical pattern and periodical pattern in the axial dimension. For CFD, the inserts are represented by closed round loops whose diameter and thickness are set to be the same as for the actual insert. In the CFD, the loops are placed in a cylinder so that the actual situation is closely simulated. The boundary conditions are set to be a logarithmic wall function for all walls, a constant linear velocity for the inlet and an open boundary for the outlet. The simulations were conducted for average inlet velocities in the range of the experimental values shown in Table 1. Under the conditions listed in Table 1, the fluid flow in the tube with inserts is in turbulent mode according to the study by Ritchie et al. [8]. The mesh size at the boundaries was set to be much smaller than in the bulk fluid. A series of simulations was conducted, beginning with a coarse mesh and then refined until the resulting velocity field and the velocity gradient near the wall were virtually independent of the mesh size. Further mesh refining caused significantly longer computational times.

### 3 Results and discussions

#### 3.1 Experimental results – bare tube and tube with insert

As reported elsewhere [6], the average linear initial fouling rate was calculated using changes with time in the surface temperatures recorded by the thermocouples. Fouling rates at various
initial surface temperatures with the bare tube are shown as a function of velocity in Figure 2. A maximum in the fouling rate as a function of velocity was also observed with experiments using a model chemical system of styrene polymerization [5]. As the velocity approaches zero, fouling rates follow the same trend as expected since as the velocity approaches zero, the fouling process would tend towards pure diffusion control. For tests using inserts, a velocity maximum in the fouling rate was not clearly observed, as shown in Figure 3.

Much interest has been shown recently in the concept of threshold fouling for crude oils and how this concept can be incorporated into the design of heat exchanger systems [1, 2, 4, 16]. The experimental fouling rate data obtained using either the bare tube or the tube with the insert show similar trends in that as the velocity is increased (beyond that for the maximum fouling rate for bare tubes) the initial fouling rates decrease towards zero. The threshold conditions can therefore be obtained by extrapolating the fouling curves to the axis (Table 2).

3.2 CFD simulation results

3.2.1 CFD simulation for fluid flow in a bare tube

The CFD simulation for the bare tube is straightforward and Figure 4 shows the resulting velocity field. In addition to velocity fields, the Comsol simulation provides solutions to the turbulent viscosity and velocity gradients from which the shear stress distribution can be obtained. Table 3 shows that the values of shear stress obtained from the CFD simulation compare closely with those calculated using the friction factor method [17]. The results are for a tube of 19mm ID and a fluid of viscosity 0.0015 Pas at 150°C. The CFD data are taken at a z position of 0.4m where the turbulence is expected to be fully developed.

3.2.2 CFD simulation for fluid flow in a tube with inserts

The CFD simulations for the tube fitted with a hiTRAN® insert are much more complicated. The insert loop significantly increases the number of mesh elements and therefore the number of loops to be considered must be kept as few as possible. Given its periodical pattern, the number of loops is taken in such a way that the periodical pattern repeats just once. The fluid flow pattern, including the shear stress, would be expected to repeat periodically along the axial direction. Figure 5 shows the resulting velocity field.

With inserts, the shear stress distribution varies significantly in all three dimensions, r, φ, and z. Figure 6 shows the shear stress distribution on the wall in the z direction from the edge of a loop located at z = 0 as shown in Figure 5 where the loop touches the wall to that over the next loop. The wall shear stress in between the two adjacent loops in the φ dimension is quite even compared with that in the z direction shown in Figure 6. Over all dimensions, the wall shear stress drops to the minimum at the wall area just behind the loop edge, as shown in Figure 6. As shown in Table 4, the values of the pressure drop obtained by integrating the CFD simulated data compare well with the experimentally measured values obtained by Cal Gavin. Differences are most likely to be due (i) to slight variations in the way the wires actually position themselves in the tube when compared with the theoretical interpretation in the simulation, and (ii) to how the pressure drop in the CFD simulation is integrated along the axial direction. It is inappropriate to use tube inserts at high bulk velocity since not only would the pressure drop be high but as seen in Figure 2, the fouling rate would in any case be low.

To simplify the simulation, the temperature dependence of the viscosity was not incorporated. This may not significantly undermine the accuracy of the simulation, given the argument as follows: Firstly, the geometry region of relevance in the simulation is very limited. As seen in Figure 5 the horizontal length is just 0.026m. Within this short distance, the temperature variation can be assumed to be negligible. Secondly, for the turbulent flow the total viscosity
is mainly determined by the turbulent viscosity, which is less sensitive to the temperature. However, the temperature effect on the molecular viscosity will be included in further work for CFD simulation of heat transfer in the tube with inserts.

3.3 Modelling fouling rates and threshold conditions

3.3.1 Suppression term as a function of velocity

Attempts to fit a number of models of this type to the experimental data shown in the last section have been made. As an example, the use of Yeap’s model [4] with the suppression term, \( Cu^8 \) is now described. Yeap’s model has been tested since it has been claimed to take into account the effects of both mass transport and chemical reaction in fouling. Indeed, its form follows the fouling-velocity relationship shown in Figure 2:

\[
\frac{dR_f}{dt} = \frac{AC_f u T_s^{2/3} \rho^{2/3} \mu^{-4/3}}{1 + Bu^3 C_f^2 \rho^{1/3} \mu^{-1/3} T_s^{2/3} \text{exp}(E / RT_s)} - C u^{0.8}
\]

The first term of the right hand side of the model represents the fouling resistance increase due to the generation of the fouling deposit, and accounts for the effect of the temperature on the reaction rate as well as the effect of velocity on the mass transfer. Applying this model to all the experimental data (bare tube and tube with insert) yields a poor overall fit as shown in Figure 7. The model parameters obtained by regression are 51.3 (kJ/mol), 8.98×10^{-10} (kg m^{-3} (kW)^{-1/3} s^{-1/3} h^{-1}), 3.81×10^{-5} (m^{1/3} s^{-2/3} s^{-2/3} K^{-2/3}), 1.09×10^{-4} (m^{6/5} K^{-4/5} K^{-2/3} (kW)^{-1} h^{-1}) for the model parameters \( E, A, B, \) and \( C \), respectively. The poor fitting is not surprising since firstly no account is taken of the effect of the insert on the fluid flow pattern, and secondly the model does not account for the effect of the wall shear stress on local fouling rates.

To obtain the threshold conditions from the model, the threshold temperatures for the velocities listed in Table 2 are obtained from the equation when the fouling rate is set to zero. Figure 8 shows that the fitting of threshold conditions is particularly poor. Indeed, it is not possible to draw a unique boundary between the fouling and non-fouling fields. The reason for this is that with mixed fouling data from both bare tube and tube with insert experiments, the fouling threshold temperature is no longer a unique function of the threshold velocity. The threshold temperature may also depend on the tube situation, that is, whether it is bare or whether it is fitted with an insert.

3.3.2 Suppression term as a function of shear stress and equivalent velocity

The best fittings were obtained using Yeap’s model, but with the suppression term amended to include shear stress rather than average fluid velocity:

\[
\frac{dR_f}{dt} = \frac{Am C_f u T_s^{2/3} \rho^{2/3} \mu^{-4/3}}{1 + Bm u^3 C_f^2 \rho^{1/3} \mu^{-1/3} T_s^{2/3} \text{exp}(E / RT_s)} - C_m \tau_w
\]

Given that fouling most likely starts in the region of minimum shear stress, it is this stress which should determine the fouling behaviour. Accordingly, the minimum value of shear stress for a given velocity is used in the modified model when fitting the data. As the velocity and velocity related parameters, \( Re \) and \( C_f \) are strictly defined for round tubes in Yeap’s model, the average linear velocity cannot be used directly for a tube with inserts. Hence, the concept of equivalent velocity is introduced. It is defined to be the velocity in a bare tube that gives the same wall shear stress in a tube of the same internal diameter fitted with inserts and operating at a different average fluid velocity. The shear stress and velocity data are obtained...
from the CFD simulation. Figure 9 shows the equivalent velocity plot for the 19 mm id tube fitted with a medium density insert. The $Re$ and $C_i$ values are then calculated based on the equivalent velocity. The parameter values that give the best fittings are 52.1 (kJ/mol), $7.93 \times 10^{-10}$ (kg$^{-2}$ K$^{1/3}$ m$^{2/3}$ (kW$^{-1}$) s$^{1/3}$ h$^{-1}$), $1.80 \times 10^{-5}$ (m$^{1/3}$ kg$^{-2/3}$ s$^{5/3}$ K$^{-2/3}$), $1.60 \times 10^{-5}$ (m$^{6/5}$ K$^{4/5}$ K$^{-2/5}$ (kW$^{-1}$) h$^{-1}$) for $E$, $A_m$, $B_m$, and $C_m$, respectively. These parameter values are within the ranges reported by Yeap et al. [4]. The parameter $E$, which is commonly regarded as the activation energy, lies within the range reported previously [6].

Figure 10 shows the fitting of the modified model to the experimental data. The quality of the model fittings is significantly better than that using the linear velocity version of the original Yeap model (Figure 7). As shown in Figure 11, the modified model fits the bare tube experimental data very well. For the case of tube fitted with the insert, the model fits the experimental fouling data reasonably well, as shown in Figure 12. The model predicted threshold temperatures are obtained as the solution of the model equation when the fouling rate is set to zero. The actual velocities are shown in Table 2 and the equivalent velocity for the tube fitted with the insert is obtained using the correlation shown in Figure 9. Figure 13 shows the excellent comparison between the modified model predictions and the experimental threshold conditions. This figure clearly shows that there is now a unique boundary that divides the field into fouling and non-fouling regions, something that the original Yeap model is unable to do. This threshold plot is invaluable in the design of heat exchangers which are subject to fouling.

The concept of equivalent velocity has been shown to be invaluable in extending the Yeap bare tube model to cope with the situation when a hiTRAN® insert is fitted inside a round tube. Hence, it ought to be possible to extend the scope of application of any good bare round tube fouling model to more complex geometries, not only to tubes fitted with inserts but also to non-round flow channels, etc. Moreover, the concept makes it possible to use fouling data generated using simple test rigs for a preliminary prediction of the fouling threshold conditions in a heat exchanger which comprises more complex geometries. Success depends on a viable approach to determine the wall shear stress distribution and CFD is an invaluable tool in this respect.

4 Conclusions and further work

Fouling models that have been developed for simple round tubes cannot be applied directly to more complex geometries, including heat transfer inserts, non-round channels, etc, because the wall shear stress plays a crucial role not only in the fouling process itself but also in the determination of the threshold conditions below which fouling does not take place. Given the practical difficulty in measuring experimentally the wall shear stress in the case of complex geometries, CFD provides a relatively simple alternative provided that the simulated results can be validated using experimental data. In this paper, the concept of equivalent velocity is developed such that a fouling model developed for bare round tubes can be extended for use with more complex geometries. It has been demonstrated, for example, that Yeap’s model [4] can be adapted successfully to correlate the data of Maya crude oil fouling in both a bare round tube and a tube fitted with a hiTRAN® insert [6, 9]. Moreover, the fouling threshold conditions for both cases can be predicted successfully, auguring well for the development of successful strategies to mitigate the highly energy consuming fouling problem [4, 9].

Further investigations of fouling in tubes with inserts will mainly focus on simultaneously solving the heat transfer and momentum transfer aspects, as well as addressing the effect of turbulent intensity on the simulation results, and the effect of the inserts on the pressure drop in order to determine the practical scope for insert application. No information is currently available to determine whether fouling could take place on the surface of inserts. However this could form part of further work.
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Nomenclature

A, A<sub>m</sub> model parameter
B, B<sub>m</sub> model parameter
C, C<sub>m</sub> model parameter
C<sub>f</sub> Fanning fraction factor
E activation energy, kJ/mol
R universal gas constant, 8.314 J/mol K
r radial coordinate
Re Reynolds number
R<sub>f</sub> fouling resistance, m<sup>2</sup> K/kW
T<sub>s</sub> surface temperature, K
t time, s
u average flow velocity, m/s
z axial position, m
k turbulent kinetic energy, m<sup>2</sup>/s<sup>2</sup>
ε dissipation rate of turbulent energy, m<sup>2</sup>/s<sup>3</sup>
μ fluid dynamic viscosity, Pa.s
ρ fluid density, kg/m<sup>3</sup>
τ<sub>w</sub> wall shear stress, Pa
φ cylindrical coordinate

References


Table 1 Experimental Conditions

<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>Re</th>
<th>Initial (clean) surface temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>250°C</td>
<td>265°C</td>
</tr>
<tr>
<td>0.5</td>
<td>3600</td>
<td>Bare &amp; MDI</td>
</tr>
<tr>
<td>0.8</td>
<td>5800</td>
<td>Bare</td>
</tr>
<tr>
<td>1.0</td>
<td>7300</td>
<td>Bare &amp; MDI</td>
</tr>
<tr>
<td>1.5</td>
<td>11000</td>
<td>Bare &amp; MDI</td>
</tr>
<tr>
<td>2.0</td>
<td>14500</td>
<td>Bare &amp; MDI</td>
</tr>
<tr>
<td>3.0</td>
<td>21800</td>
<td>Bare</td>
</tr>
<tr>
<td>3.6</td>
<td>26200</td>
<td>Bare</td>
</tr>
<tr>
<td>4.0</td>
<td>29000</td>
<td>Bare</td>
</tr>
</tbody>
</table>

Bulk temperature: 150°C; Reynolds number calculated for bare tube.
# Table 2 Fouling Threshold Conditions

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>Linear velocity – bare tube (m/s)</th>
<th>Linear velocity – tube with insert (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>523</td>
<td>4.01</td>
<td>2.23</td>
</tr>
<tr>
<td>538</td>
<td>4.16</td>
<td>2.43</td>
</tr>
<tr>
<td>543</td>
<td>4.48</td>
<td>No data</td>
</tr>
<tr>
<td>553</td>
<td>4.58</td>
<td>No data</td>
</tr>
</tbody>
</table>
Table 3: Comparison of Bare Tube Shear Stresses using CFD and Friction Factor Methods

<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>Shear stress CFD results (Pa)</th>
<th>Friction factor calculation (Pa)</th>
<th>Re</th>
<th>Friction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.78</td>
<td>0.82</td>
<td>6909</td>
<td>0.0087</td>
</tr>
<tr>
<td>1</td>
<td>2.89</td>
<td>2.77</td>
<td>13818</td>
<td>0.0073</td>
</tr>
<tr>
<td>2</td>
<td>9.88</td>
<td>9.31</td>
<td>27636</td>
<td>0.0061</td>
</tr>
<tr>
<td>3</td>
<td>19.2</td>
<td>18.93</td>
<td>41455</td>
<td>0.0055</td>
</tr>
<tr>
<td>4</td>
<td>32.2</td>
<td>31.33</td>
<td>55273</td>
<td>0.0052</td>
</tr>
</tbody>
</table>
Table 4. Pressure Drops Obtained by CFD Simulation and Measured by Cal Gavin

<table>
<thead>
<tr>
<th>Linear velocity (m/s)</th>
<th>Pressure drop (kPa/m)</th>
<th>Pressure drop (kPa/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>hiTRAN®</td>
<td>CFD simulation</td>
</tr>
<tr>
<td>0.5</td>
<td>2.53</td>
<td>4.43</td>
</tr>
<tr>
<td>0.8</td>
<td>5.94</td>
<td>6.88</td>
</tr>
<tr>
<td>1.0</td>
<td>9.00</td>
<td>13.12</td>
</tr>
<tr>
<td>1.6</td>
<td>21.91</td>
<td>25.33</td>
</tr>
<tr>
<td>2.0</td>
<td>33.76</td>
<td>38.46</td>
</tr>
</tbody>
</table>
List of Figure Captions

Figure 1: Schematic of the pilot-scale parallel tube apparatus [6]

Three thermocouples are placed in grooves on the tubing outer surface of each test section at 120° separation at each of two axial locations, namely 70mm and 90mm from the tube outlet; these are marked as TI (10-12) and TI (3 - 5), respectively.

Figure 2: Initial fouling rates with the bare tube (bulk temperature: 423K)

Figure 3: Initial fouling rates with medium density insert (bulk temperature: 423K)

Figure 4: Velocity field obtained from CFD simulation for bare tube (linear velocity: 4m/s)

Figure 5: CFD simulation results for the velocity field (linear velocity: 1.0 m/s)

Left end: inlet; Right end: outlet

Figure 6: Wall shear stress distribution from the edge of one loop to that of the next

Figure 7: Comparison of experimental fouling rate data to the Yeap model predictions

Figure 8: Experimental threshold conditions compared with Yeap model predictions

Figure 9: Equivalent velocity of the 19 mm id tube flow with the medium density insert

Figure 10: Experimental threshold conditions compared with modified Yeap model predictions

Figure 11: Comparison of bare tube experimental data and the modified model predictions at a constant wall temperature (523K)

Symbols: Experimental data; Line: Model fit

Figure 12: Comparison of the insert experimental data and the modified model predictions at a constant wall temperature (523K) for the tube fitted with the medium density insert

Figure 13: Threshold conditions – temperature versus velocity/equivalent velocity
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