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Summary

A variety of sequence features at the levels of DNA, RNA, and protein affect the process of translation and may thus be under selection to increase the efficiency of that process. To ask whether they are and in what ways they might act, I first examine what the sequence-based mechanisms of elongation rate determination are. I show that positive charges in newly-translated peptides are the primary sequence-encoded elements modulating elongation rates, probably via their interaction with the negatively charged ribosomal exit tunnel. Contrary to common expectations, I do not find that codon usage has a significant effect on the velocity of ribosomes under normal in vivo conditions, while mRNA structure has only a marginal effect. That codons do not significantly slow ribosomes compared to the magnitude of the charge effect is seemingly at odds with a large body of literature which purports to show that they in fact do. Reviewing the literature, however, I suggest that these apparently at-odds findings can be reconciled by considering the supply (available tRNA) and demand (transcriptomic codon usage plus translation initiation rates). Taking supply and demand into account reveals that if codons do slow ribosomes, they are likely to do so significantly only under highly non-equilibrium, experimental conditions. That codons may not greatly differ in their translation speeds one to the next under normal in vivo conditions calls into question theories of selection on codon usage bias to modulate translational efficiency in a local, along-transcript fashion, for example the suggestion that codon usage is selected for at the 5’ end of transcripts as a kind of speed ramp to modulate ribosomal traffic just after translation initiation. That codons have similar translation speeds is still, however, consistent with a theory that codon usage is under general selection and even speed selection to increase the global translational efficiency of cells by limiting the number of bound ribosomes on mRNAs. Returning to the matter of positive charges, I ask whether they, instead of codons, might cause the suggested translational-ramping effect, as positive charges tend to be overloaded at the N-termini of proteins across various domains and taxa. I find however that their distribution at the starts of proteins is better explained by a biochemical, structural null rather than the gene regulatory hypothesis of the ramp: the use of positive charges at N-termini can be completely explained in terms of the needs of a subset of proteins to correctly orientate themselves in membranes. I end with an example of how selection for translational efficiency can act not just on the process of translation but on the finished protein product, showing that the need to manufacture metabolically cheap proteins contributes to the anomalous AT skews observed in the Firmicutes.
I. Introduction

That natural selection acts on phenotypes that confer differential fitness is well known. But behind the seeming simplicity of this statement lies a great deal of complexity in understanding how genomes and evolution work. What can constitute a phenotype? What can natural selection act on, and what are the causes of that variation?

The earliest examples of phenotypic changes that selection might act upon focused on observable organismal traits. These are the classic case studies of adaptation such as selection on beak size of Darwin’s Galapagos finches (Lack 1947), or environmentally-responsive pigment changes in the peppered moth *Biston betularia* (Kettlewell 1955). As sequence data accumulated, signs of selection on gene coding sequences were found. There is evidence that a number of enzyme polymorphisms are advantageous, such that functionally significant changes in amino acid content at selected positions within proteins are selectively maintained within populations (e.g. Livingstone 1971; Clarke 1975; Hudson et al. 1994). A classic example is the well-known single amino acid polymorphism in β-hemoglobin (Ingram 1957), which, although lethal in double recessive form and conducive to sickle cell anaemia when heterozygous, undergoes balancing selection in some populations due to its protective effect against malaria (Currat et al. 2002). Thus, from the beginning, the earliest examples of selection applied to the most easily observable traits, or the physical products of genes themselves.

As both molecular data and an understanding of genomes grew, examples accumulated of how natural selection can act not just on the product but on the process of gene expression. Whether or not selection on the process occurs is non-trivial, as changes to processes brought about by changes in sequence can have knock-on consequences for the function of the gene product. One striking example is the proposition that the major phenotypic differences between chimp and human are not due to coding sequence alone. An initial investigation of a number of the two species’ proteins showed they were surprisingly similar, and it was therefore suggested that much of phenotypic difference between the two species might be brought about at the regulatory level (King and Wilson 1975). This conjecture has at least to some extent been borne out by subsequent research. For example, many non-coding regions in humans which have undergone accelerated change since our divergence from chimpanzees are enhancers of developmental gene expression (Capra et al. 2013) and differences between DNA methylation in the two species often affect promoter activity and alternative splicing patterns (Fukuda et al. 2013). More generally, there are ample accounts of the evolution of cis-regulatory elements such as locally-acting promoters as well as long-range enhancers and insulators (Bartkuhn and Renkawitz 2008). Still further are examples of how selection can act, and has acted, on coding sequences themselves in
order to regulate the process of gene expression: trans-regulatory elements such as chaperones aid proper protein maturation (Beissinger and Buchner 1998); exonic splice enhancers affect the splicing and function of the eventual protein (Blencowe 2000); selection on mRNA helps dictate rates of transcript degradation (e.g. Su et al. 2007); and selection on coding sequences occurs to create histone binding sites (Warnecke et al. 2008). In this thesis I will present several analyses, all of which touch on what genomic sequence traces reveal about the process and/or products of gene expression.

THE VELOCITY OF TRANSLATION

I start by focusing on one case study of a biological process - that of translational velocity. Translation is a focal process in an actively dividing cell. In log-phase yeast, roughly 60% of transcription is directed towards the production of ribosomes, and 50% of RNA polymerase II activity and 90% of mRNA splicing act on ribosomal proteins (Warner 1999). During such intensive growth, about 13,000 (metabolically expensive) proteins are produced in a fast-growing yeast cell in one second alone (von der Haar 2008), with polypeptide elongation estimated at 10-20 amino acids per second in Escherichia coli (Young and Bremer 1976; Ruusala et al. 1984; Bremer and Dennis 1996). Such figures indicate a rough protein synthesis time of 17-33 seconds for a 1 kb gene. Although elongation rates are typically assumed to be slower in eukaryotes (Mathews et al. 2000), reported values span a wide range from 2 to 7 (Ross and Orłowski 1982), 3 to 10 (Bochlike and Friesen 1975), 9 (Waldron et al. 1977), or even 12 to 17 (Alberghina et al. 1975) amino acids polymerized per second. Additionally, many of these eukaryotic studies were carried out at lower temperatures (in particular Ross and Orłowski carried out their experiments at 22°C), while the complementary prokaryotic studies of elongation rate were typically done at 37°C (Milo 2013). Hence it remains unclear whether these decreased elongation rates in eukaryotes reflect true capacity differences or experimental alteration of enzyme catalytic efficiency via temperature (Milo 2013). Nonetheless, turnover rates of most proteins are slower than the rate of cell division (Larrabee et al. 1980). In line with this, translation is generally considered as a short-lived activity whose primary function is simply to decipher the genetic code in an mRNA into the corresponding amino acid sequence, thereby producing much longer-lived proteins.

Recently, however, the velocity of translation elongation has been implicated to have a more lasting effect on the outcome of translation than previously considered. Early studies investigating the length distributions of nascent peptide chains established that translation speed is not constant along the length of a given transcript (Protzel and Morris 1974; Chaney and Morris 1979; Lizardi et al. 1979; Randall et al. 1980; Varenne et al. 1982). Changes in the elongation speed of a ribosome along a single transcript have been shown to be capable of
influencing not just the general production but also the ultimate conformation, positioning, and functioning of a protein. For example, speeding elongation via a ribosomal mutation can hinder the ability of the firefly luciferase reporter to undergo proper co-translational folding, diminishing its specific activity (Siller et al. 2010). Regulation of translation elongation has also been shown to alter the final subcellular localization of proteins. Localization elements within the coding sequence of \textit{ASH1} mRNA, for example, help ensure asymmetric sorting by stalling the completion of translation until the mRNA is correctly localized to the daughter cell, lest the translated protein is released from the ribosomal complex into the cytoplasm prematurely (Chartrand et al. 2002); this partitioning of this mRNA from budding yeast mother to daughter cells is essential to the production of the phenotype whereby mating type switching is repressed in the daughter cells specifically (Bobola et al. 1996). Similarly, another study demonstrated that translation termination of an ER tail-anchored protein is delayed in order to provide time for the correct chaperone to bind the protein and relay it to the endoplasmic reticulum for insertion (thus preventing its improper release into the cytosol) (Mariappan et al. 2010). Complete stalls in translation elongation can also have severe effects. Stalled ribosomes on transcripts function as error signals leading to degradation of those transcripts, a process termed ‘no-go decay’ (Doma and Parker 2006). Likewise, stalled ribosomes are implicated in protein degradation as they have been shown to trigger the decay of the unfinished nascent peptide chains associated with stalled ribosomal complexes (Brandman et al. 2012).

By what mechanism might translational velocity be altered? A major theme that I address in this thesis is the common consideration that selection on codons occurs to modulate the process, or speed of elongation. Before I introduce the literature behind this idea, I will first address what biased codon usage is, and how it is thought to come about.

\textit{What determines codon usage?}

Most typically there are 20 amino acids coded for within any given genome. However the number of triplet codons that can exist given the four nucleotides that comprise DNA (43 or 64 codons) is far in excess of this, even accounting for the three standard stop codons. This is because the genetic code is redundant, i.e. each of the 20 typical amino acids can be coded for by more than one triplet codon in the standard code (as proposed by Crick (1958)). Such blocks of codons specifying the same amino acid are called synonymous codons. Codon usage within a given genome is non-random such that all codons within a synonymous block are not used with equal frequency (Fiers et al. 1971; Grantham et al. 1980; Ikemura 1981a; Bennetzen and Hall 1982; Gouy and Gautier 1982; Ikemura 1982). From organism to organism the so-called preferred or most common synonymous codon for a given amino acid may vary, such that the catalog of
preferred codons within a genome is species-specific (Grantham et al. 1980; Grantham et al. 1981; Sharp et al. 1988). The common wisdom is that codons which form a non-wobble (i.e. standard Watson-Crick pairing) at their third site with the anticodon are preferred (Grosjean and Fiers 1982). This trend however applies mainly to two-codon blocks, as four-codon blocks across different genomes display more erratic pairing patterns (Ran and Higgs 2010). Additionally, the vast number of identified epigenetic modifications to tRNAs that can restrict or expand codon recognition make overall wobble rules less than clear (Agris 2004).

In a given genome, why are some codons preferred at all? The first explanation for this historically was that of mutation and drift. If a mutation is neutral, it will not be seen by selection and its chance of fixation in the population is equal to its initial frequency in the population (Freese 1962; Sueoka 1962; Kimura 1968a, b). Early on synonymous mutations were indeed thought to be completely neutral as they do not change the amino acid sequence of the protein, and therefore no discernable effect on protein structure or function was to be expected (King and Jukes 1969). Even if a synonymous mutation had only a slight fitness consequence it may be carried within a population unseen by selection, particularly if that population has a small sample size (Ohta 1973). That synonymous mutations might be neutral or nearly neutral in terms of their fitness consequences was supported by observations that changes in synonymous third sites, which do not change the encoded protein and are therefore typically considered less functionally relevant than non-synonymous first and second codon sites (Sonneborn 1965), are more frequently observed than mutations in non-synonymous sites (Kimura 1977). Additional support was lent by reports that in mammals, substitutions at degenerate third sites do not occur any less frequently than in pseudogenes (Wolfe et al. 1989). Indeed, that selection is often thought to act on the gene product, or protein sequence, is still reflected in one of the major methods traditionally used to infer selection, the Ka/Ks ratio (Li and Gojobori 1983; Nei and Gojobori 1986). Ka/Ks is calculated as the ratio of the number of nonsynonymous substitutions per nonsynonymous site (Ka) to the number of synonymous substitutions per synonymous site (Ks) (Hurst 2002). In inferring selection via this ratio, synonymous substitutions are effectively taken to be neutral (Hurst 2002).

The fact that genomic GC content correlates with genomic codon usage across organisms was interpreted as further evidence that biased mutation pressure may have caused the divergence in codon usage profiles between species (Muto and Osawa 1987; Kanaya et al. 2001a; Knight et al. 2001). This is because variation in genomic GC content across species is typically assumed to reflect differences in mutation biases across taxa (Sueoka 1962). This assumption was buoyed by the observation that GC content varies widely among organisms (Barbu et al. 1956), yet within a given (prokaryotic) species there is comparatively little intragenomic heterogeneity in GC content.
Correspondingly, in many archaeal and bacterial species, codon bias can be predicted by knowledge of the intergenic GC content alone (Chen et al. 2004). As GC content is typically assumed to be under weaker selective constraint and more indicative of mutational biases than coding regions, the ability to predict codon usage from nucleotide non-coding nucleotide content has been taken by some to be evidence that codon usage is primarily mutational in origin (Chen et al. 2004). However, as GC content in genomes has been recently found to be under selective constraint (Hershberg and Petrov 2010; Hildebrand et al. 2010), the relevance of inferences relying upon the assumption that GC content reflects mutation is arguably unclear.

Mutation coupled with drift is, nonetheless, not enough to explain the unequal codon usage observed in the bulk of sequenced genomes. There are indications that, in addition to mutational pressures acting on synonymous third sites, selection is acting within genomes to bias codon usage towards so-called “preferred” codons. First, mutation cannot explain why codon usage correlates with the tRNAs available to decode them in a variety of organisms from bacteria to humans (Post et al. 1979; Ikemura 1981a, 1982, 1985; Moriyama and Powell 1997; Percudani et al. 1997; Duret and Mouchiroud 1999; Kanaya et al. 1999; Kanaya et al. 2001b; dos Reis et al. 2004; Novoa et al. 2012). This tRNA:codon co-adaptation has also been detected in the particular expression profiles of differentiated metazoan cells, including both the silk gland of the silkworm Bombyx mori and rabbit reticulocytes (Chavancy et al. 1979) as well as within some human tissues (Dittmar et al. 2006; Waldman et al. 2010). Second, mutation cannot explain why more highly expressed genes often display much stronger codon usage bias (Post et al. 1979; Post and Nomura 1980; Gouy and Gautier 1982; Konigsberg and Godson 1983; Blake and Hinds 1984; Sharp and Li 1986; Dong et al. 1996). Nor can mutation bias explain why the codon usage in the most highly expressed genes matches the tRNA isoacceptor profile in a given genome, as was shown to be the case in a majority of sequenced microorganisms (Sharp et al. 2005). (I here single out two organisms of particular relevance to the analyses presented in this thesis: highly expressed genes in both S. cerevisiae and E. coli do display a bias toward codons which match the major tRNA species (Ikemura 1981b; Bennetzen and Hall 1982)). Third, fast growing bacteria display both greater codon usage bias in highly expressed genes and a stronger codon:tRNA co-adaptation (Rocha 2004). Finally, analyses of single base changes support the view that codon usage is selected. The stronger codon usage bias observed in highly expressed genes is often accompanied by a concomitant decrease in the substitution rate at silent (synonymous) sites, indicative of strong selection for codon usage bias (Ikemura 1985; Sharp and Li 1987; Sharp 1991) (although see also Eyre-Walker and Bulmer 1995). Additionally, in some species such as Drosophila, mutation bias is toward A+T, whereas preferred codons are GC rich (Powell and Moriyama 1997). That not all amino acids display the same nucleotide bias in synonymous third
sites for their preferred codons can also be looked upon as further evidence against the mutation argument (Powell and Moriyama 1997).

There are reports of genomes where selection does not appear to favor any synonymous codons (Lafay et al. 1999; Lafay et al. 2000; Sharp et al. 2005) – particularly in organisms with small population sizes or where the genomic composition is particularly GC or AT rich (Wright and Bibb 1992; Andersson and Sharp 1996; McInerney 1997). Generally, however, the mutation-selection-drift hypothesis of codon usage prevails. In this view, codon usage is selected for in highly expressed genes but a combination of mutation and drift keep rarer, less optimal codons present in lowly-expressed genes which are less subject to selection (Sharp and Li 1986; Bulmer 1991; Sharp et al. 1993; Akashi 1995; Knight et al. 2001; Rocha 2004).

Evidence for slow codons

Initial suggestions that codons might slow ribosomes were theoretical in nature. The first proposal that tRNA availability could modulate elongation rates postulated that the ribosome could slow if the availability of tRNA cognate to the A-site codon was low (Itano 1963). Further proposals along this theme followed. For example, it was hypothesized that the encoding of genes in the histidine operon by codons cognate to either major or minor tRNAs (of greater or lesser abundance, respectively) could dictate differences in the steady state levels of proteins whose genes lie within the same operon, a theory called “modulation control” (Ames and Hartman 1963; Stent 1964). A few years later, a theory of codon involvement in gene expression was developed wherein the role of tRNAs was to facilitate, rather than hinder, gene expression. Investigations of fibroin synthesis in the silk gland of Bombyx mori (silkworms) showed a correlation between the amino acid composition of fibroin protein and the corresponding aminoacylated tRNAs (aa-tRNAs) during the developmental phase when fibroin is secreted by the gland (Garel et al. 1970). This was proposed to be a functional adaptation to facilitate mass synthesis of a single protein by highly specialized cells, which Garel called the “tRNA adaptation theory” (1970).

These proposals were followed by reports that tRNA-mediated attenuation control systems have evolved in highly specific regulatory capacities, particularly in the case of a number of amino acid biosynthetic operons (Kolter and Yanofsky 1982). Such attenuator systems generally function via a 5’ leader sequence which is enriched in codons coding for the amino acid which the enzymes coded for by the operon also produce. If charged tRNAs for these codons are present, ribosomes have little wait time and readily speed over the leader sequence. This allows the formation of a hairpin terminator structure which precludes transcription of the operon by RNA polymerase. If,
rather, cellular supplies of the focal amino acid are low, the concentration of aa-tRNAs correspondingly diminishes, causing the ribosome to lag at these codons. By occluding the mRNA locally, these slow ribosomes prevent formation of the terminator structure, and hence the genes coding for the much-needed amino acid anabolizing enzymes will be transcribed (Kolter and Yanofsky 1982). The system thus functions as a highly conserved auto-regulatory switch at specific loci.

The idea that all codons in a genome could affect translational efficiency, not just at specific regulatory loci or within specialized cells, was prompted when tRNA:codon co-adaptation was noted amongst a bulk of genomic coding sequences in *E. coli* (Post et al. 1979; Post and Nomura 1980; Ikemura 1981a). It was postulated that, considering the entire *E. coli* genome, codons corresponding to rare tRNAs would wait longer for the correct tRNA to enter the ribosomal active site, thus slowing translation over the aminoacylated-tRNA limited codons (Lizardi et al. 1979; Gouy and Gautier 1982; Grosjean and Fiers 1982). This conjecture was supported by observations that altering tRNA levels modulated the duration of ribosomal pausing in an in vitro translation system (Lizardi et al. 1979). Further evidence mounted that tRNA levels could modulate in vivo ribosomal speeds: rare codons, i.e. codons which are both genomically rare and correspond to rare tRNA species, were found to be more slowly translated in altered codon constructs expressed from multicopy plasmids (Pedersen 1984; Robinson et al. 1984; Bonekamp et al. 1985). Using pulse-chase experiments, Pedersen showed that the translation time of highly expressed constructs containing more rare codons took significantly longer than time required to translate ribosomal proteins rich in common codons (Pedersen 1984). Similarly, introduction of multiple rare codons into a transgene in *E. coli* was shown to reduce the maximum possible translation rate of the transgene when expressed at high levels (Robinson et al. 1984). In separate experiments, comparison of a theoretical model of translation to the experimental distribution of peptide intermediate lengths for *E. coli* colicin A and a handful of other proteins, it was inferred that 1) diffusion of aminoacylated tRNAs plus cofactors (EF-TU and GTP) to the ribosomal A-site is the rate-limiting step in translation, and 2) translation rate is inversely proportional to tRNA concentrations (Varenne et al. 1984). Additionally, upon replacement of common codons in the *E. coli pyrE* leader peptide (involved in a translational attenuation system) with rare ones, it was inferred from reduced expression of the gene that the rare codons were slowly translated (Bonekamp et al. 1985). However, it should be mentioned the design of Bonekamp’s experiment, which introduced a frameshift and altered the transcriptional-translational coupling the attenuator system relies upon, was subsequently criticized (Roesser and Yanofsky 1991).

Thus codons are selected - but why? Are codons selected to have differential elongation rates? That codon bias is so strong in highly expressed genes suggests that it has something to do with
translational efficiency. But slowing is not the only reason why certain codons might be preferred. Alternative evidence has been put up to support the notion that synonymous codons are under selection for translational accuracy (see e.g. Akashi 1994; Stoletzki and Eyre-Walker 2007; Warnecke and Hurst 2010). Although not necessarily mutually exclusive with the notion that synonymous codons might also differ in their elongation rates, it offers an alternative reason why codons might be selected. For the purposes of this thesis, however, I will concentrate on the argument that codons modulate chain elongation rates.

What are the primary determinants of ribosomal slowing in vivo?

Before any discussion of whether codons are selected to slow can take place, we must first ask if codons slow. If so, we must ask how much, especially in relation to other possible slowing mechanisms. I have thus far focused on codon-mediated slowing due to the predominance of this idea in the literature, but there are other possible determinants of translational velocity. For example, transcript folding is another mRNA sequence feature that is known to impact the activity of the ribosome. That RNA secondary structure might impede the ability of the ribosome to elongate relative to single-stranded RNA was first proposed as a theoretical conjecture (Adams et al. 1969). The idea that mRNA folding might slow ribosomes was given further credence when Chaney and Morris investigated the distribution of peptide chains produced upon translation of the MS2 phage RNA which codes for the viral coat protein. Correlations between peptide lengths and locations of RNA structure led them to propose that the need to open up the folded RNA slowed elongation (Chaney and Morris 1979). A study of individual ribosomes travelling along a single mRNA molecule also indicated a role for nucleic acid secondary structure in impeding ribosomal progression (Wen et al. 2008). It was conversely suggested, however, that the magnitude of any slowing effect is much reduced once the ribosome has successfully initiated and is elongating along the length of the mRNA molecule (Kozak 1986), and thus the average effect on translation velocity that RNA structure has globally within a cell is still unclear. Still other sequence-based factors have been found to alter ribosomal speed. Sequences which bear a strong resemblance to the anti-Shine-Dalgarno sequence in *E. coli* bind the complementary sequence present in the 16S ribosomal RNA, thereby slowing ribosomes, and are generally underrepresented amongst this organism’s mRNAs (Li et al. 2012). And finally, more recently positive charges in recombinant peptides have been linked to translational pausing mediated by an electrostatic interaction of the cation in the elongating chain with the negatively charged exit tunnel (Lu and Deutsch 2008). Such a mechanism represents a fundamentally different way of thinking about slowing, as the encoded determinant of elongation rate in this case resides in the protein itself, not at a nucleotide level.
Thus there are multiple possible sequence-based slowers of ribosomes with varying degrees of evidence in their favor. Do they all act to slow elongation under in vivo conditions? If so, what are the relative contributions of each? Experimental footprinting data (Ingolia et al. 2009) allows investigation of the issue in a way previously not possible. This dataset effectively profiles the locations (“footprints”) of all the elongating ribosomes on endogenous yeast transcripts. By assuming the density of footprints is inversely proportional to the rate of translation, it is possible to interrogate which sequence features contribute most to slowing along transcripts. Difficulties in determining ribosomal speeds arise from the fact that many of the possible sequence determinants of ribosomal velocity are overlapping in nature in the first place. This is because a single nucleotide at one site can potentially alter the sequence features at a number of other levels—DNA, RNA, and/or protein. For example, a synonymous third-site may affect both codon bias and mRNA folding. In a similar vein, effects which at first glance appear to be a consequence of particular amino acid usage must be controlled against potential effects of the underlying codon usage among the synonymous group(s) in question. In Chapter II, I undertake a comparative analysis of ribosomal profiling data within and between yeast genes in order to examine the independent contributions of codon usage, mRNA structure, and positive charges on ribosomal slowing under normal, in vivo conditions. I find that both mRNA features only have a marginal, if any, effect on ribosome velocity. Instead, by far, the greatest effect on slowing comes not from the mRNA but from the protein itself, with slowing detectable just downstream of encoded positively charged residues. This is consistent with a mechanism for slowing whereby the newly-added positively charged amino acid interacts with the negatively-charged ribosomal exit tunnel as the ribosome continues elongating downstream and the nascent protein travels down the length of the tunnel.

RECONCILING THAT CODONS DO NOT SLOW AGAINST CONTRARY REPORTS

Thus, despite the common notion that codons differ markedly in their translation speeds, I find no evidence that they do so. Whether this is due to a lack of statistical power owing to the resolution of the footprint dataset that we employ (Ingolia et al. 2009) is an open question. However it seems certain that if there are systematic differences in the translation speeds of individual codons, they are not of a magnitude anywhere near that of the slowing induced by even a single positive charge, whose signal is clear. Yet there is a pervasive notion throughout the literature that codons greatly differ in their elongation speeds (e.g. Thanaraj and Argos 1996; Kimchi-Sarfaty et al. 2007; Higgs and Ran 2008). This assumption stems back to early experimental reports that codons slow, some of which I have already mentioned (e.g. Pedersen 1984; Robinson et al. 1984; Varenne et al. 1984). How then to square the finding I present in Chapter II with the fact that some experiments may find an effect of codons on speed?
In Chapter III I turn to this question of why codons do not differentially slow ribosomal elongation despite the evidence commonly rallied in favor of the hypothesis that they do. I review the literature that is often cited in support of the claim that codons slow and suggest that these findings, at seeming odds with the result in Chapter II, can be readily reconciled by two main points of thought. Firstly, some evidence does not in fact robustly show that codons slow and/or is improperly controlled for given other covariates of elongation speed which are now known—a prime example being the effect of positive charges. Yet, there is still outstanding literature which claims a large, significant effect of synonymous codons on translation speed, which cannot be dismissed on account of incorrectly controlled or poorly designed experiments. In fact there may be no leverage to claim that their findings are necessarily incorrect.

These remaining reports that codons slow can be explained by considering the second point, that the conception of the slowing problem, as put forward in this segment of the literature, is incomplete. That is, much of the experimental evidence that codons slow is treated as a function of codon usage alone. However, that tRNA availability can affect translation rates can be readily demonstrated by a simple thought experiment: in any organism, genes encoding a codon uniquely requiring a tRNA with a concentration of 0 will have a ribosomal velocity of 0 at those codon positions and thereafter along the transcripts. Conversely, an organism with a finite number of a given tRNA but an infinite number of codons absolutely requiring that tRNA will have an effective velocity of 0 at those codon positions. Thus instead of asking whether simply codons alone slow, it is likely more appropriate to consider the entire system as a supply and demand issue. In this formulation, speed is a consequence of both codon usage and the availability of their corresponding tRNAs (as also suggested by Liljenstrom et al. 1985; Curran and Yarus 1989; Qian et al. 2012; Pechmann and Frydman 2013). Reports that experimental alterations of tRNA concentrations modulate the degree of ribosomal pausing (Anderson 1969; Lizardi et al. 1979) corroborate this view. In this manner it is possible to reconcile the evidence, seemingly at odds with the finding presented in Chapter II, that under certain experimental conditions rare codons may slow. That is, it may be possible for codons to slow translation if tRNA supply and codon demand are experimentally thrown out of kilter compared to their typical, evolved in vivo balances wherein codon usage is proportional to the concentrations of tRNAs that decode them.

**BIASED N-TERMINAL POSITIVE CHARGE USAGE**

In the classical biochemical way of thinking, selection is considered to act on the protein itself, not the process of making it. That is, many amino acids are selected within proteins to perform certain concrete, even essential structural roles within the finished protein. The importance of the
physicochemical properties of amino acids in determining the structure and function of the protein product is underscored by the observation that nonsynonymous changes account for approximately half of all known disease polymorphisms in humans (Ng and Henikoff 2006). Examples of selectable features of amino acids include the following (note this list is not intended to be exhaustive but rather indicative of how different physiochemical properties of amino acid side chains may effect different functions). Glycine is the smallest amino acid as it has only a hydrogen atom for a side chain, and for this reason tends to make proteins flexible where it is inserted (Betts and Russell 2003). Consequently, this residue may play a role as a hinge. For example, glycine has been shown to act as a molecular switch gate in neuronal Na+ channels (Zhao et al. 2004), and within active sites, it is thought to aid the local intramolecular flexibility required for catalysis (Yan and Sun 1997). Conversely, proline is normally extremely inflexible within proteins as its side chain is connected to the amino acid backbone not once but twice (Betts and Russell 2003). This inflexibility causes proline to induce kinks in protein folds such as alpha helices, which may account for the extreme paucity of proline in globular proteins compared to other amino acids (Chou and Fasman 1974; O'Neil and DeGrado 1990). This reduction in the degrees of freedom for protein packing induced by proline can however confer greater thermostability (Hall and Reed 1957; Watanabe et al. 1991). Additionally, the ability for proline to undergo cis-trans-isomerization renders it useful as an adaptive switch separating different enzyme conformations—for example, proline isomerization is thought to drive the transition between the open and closed states of a neuronal ion channel (Lummis et al. 2005). Cysteine is another amino acid that can render proteins more stable, with disulfide bridges between two cysteine capable of decreasing the entropy of packing structures (Betts and Russell 2003).

Classes of amino acids with side chains possessing similar physicochemical properties may also have general effects on protein structure. Hydrophobic residues are well known to play roles in membrane proteins, as such residues both form van der Waals interactions with membrane lipids and shield the polar groups in the peptide backbone from the lipid bilayer (Lodish et al. 2000; Rath and Deber 2012), lowering the free energy of the protein's configuration within the membrane. Such residues are also thought to be important in the complicated and poorly understood process of protein folding, as their tendency to escape water causes sequestration of hydrophobic residues to the interior of globular proteins (Kauzmann 1959; Rose et al. 1985). This hydrophobic force has been proposed to help drive the correct packing structures of globular proteins (Rose and Roy 1980; Dill 1985, 1990). Another physiochemical property of amino acid side chains, negative charge, can be selected to mediate the binding of one molecule to a positive charge in another, for example the binding of a receptor to its substrate (e.g. Czajkowski et al. 1993). And in halophilic organisms which maintain osmolarity with the external environment via
the internal accumulation of high concentrations of potassium ions, extensive negative charge use plays a particularly important role in maintaining the solubility of many proteins (Ebel et al. 1999).

The physiochemical property of amino acids I wish to focus on in particular in this thesis however is that of positive charge, which plays a great variety of structural roles within proteins. Such charges can mediate intra-molecular protein folding, for example alpha-helical formation (Sivaramakrishnan et al. 2008), or alter within-protein conformational rigidity/flexibility (Szeltner and Polgar 1996). Positive charges are also known to mediate interactions between the proteins they reside in and RNA, other protein- or lipid-binding partners. For example, the sliding clamp of T4 bacteriophage DNA polymerase is lined with positive charges so that DNA, with its negatively charged backbone, can be threaded through it (Moarefi et al. 2000). Positive charges lining ion channels can also allow for selective transport of metabolites (Doyle et al. 1998). Cations can play essential roles in the process of transmembrane signaling (Kim et al. 2012) and within active sites, they may play catalytic roles (Harris and Turner 2002). In contrast to hydrophobic residues, charged residues are often (but not always) exposed on the surface of proteins in order to help maintain protein solubility (Perutz et al. 1965; Shaw et al. 2001). Additionally, positive charges help orientate proteins within membranes: such proteins will position themselves within lipid bilayers so that the excess positive charge just adjacent to a hydrophobic transmembrane domain will tend to lie within the cytosol (von Heijne and Gavel 1988). Note, the understanding of the structural roles that amino acids play within proteins is of course more complicated than presented here. For instance, although lysine is normally positively charged at physiological pH, lysine residues which are buried in the protein interior can have drastically different pKₐs, and thus have different propensities to be ionized (Isom et al. 2011). This finding underscores the importance of local environmental context in interpreting the physiochemical properties and function of different amino acid side chains within a mature, folded protein.

While amino acid residues can be under strong selection to perform particular functions in finished protein products (such as those examples presented above), it would likely be a mistake to think that every residue in a protein is under selection to be that specific residue. As mentioned previously, neutral or nearly neutral mutations can accumulate within genomes due to the stochasticity of genetic drift (Kimura 1968a; Ohta 1973). If such mutations occur in nonsynonymous sites, amino acids in the translated protein can be altered, without necessarily causing the loss of organismal viability (e.g. Jukes and Bhushan 1986). Such reasoning is held up to explain the surprising prevalence of enzyme polymorphism detected in early gel electrophoresis experiments (Ingram 1957; Harris 1966; Hubby and Lewontin 1966), all of which
cannot possibly be adaptive (Kimura and Ohta 1971; Ohta 1974). Further examples come from microorganisms which experience strong differential mutational pressures on the leading and lagging strands. These mutational differences, thought to arise from mechanistic differences in the way the leading and lagging strands are replicated, are capable of dramatically altering the nucleotide content on one replicatory strand compared to the other (Lobry 1996a; Mrázek and Karlin 1998). I will discuss this phenomenon, called nucleotide skew, further in the next Chapter. However for now I simply note that biased nucleotide content accumulating in nonsynonymous sites due to neutral, stochastic drift can then cause the divergence of the amino acid content of proteins encoded on each strand compared to the other (Lobry 1997; Mackiewicz et al. 1999).

Are major determinants of ribosomal velocity under systematic, large-scale selection to do so?

That sequence features at transcript starts might be able to regulate gene expression has been suggested before in various forms. For instance, rare codons have been hypothesized to be enriched in the leader sequence of membrane protein genes in order to slow translation, thereby ensuring the start of the secretion process before translation finishes (Burns and Beacham 1985) – an idea which was some time later independently re-suggested (Zalucki et al. 2009). Rare codons at transcript starts were also hypothesized to have another regulatory role, that of controlling the overall (steady state) rate of protein synthesis (Chen and Inouye 1990). Again similarly yet independently, it was later suggested that ‘slow codons’ are clustered at the 5’ end of transcripts to act in some way as regulators of gene expression (Clarke and Clark 2010). These proposals remain unproven, with some evidence appearing against their favor. Adams (1969) initially suggested that selection on RNA structure might constrain the use of certain codons within genes, rather than vice versa. In line with this, abnormal synonymous codon usage at 5’ transcript ends has been shown to be a product of selection on mRNA structure related to facilitating translation initiation, rather than on codon usage per se (Gu et al. 2010; Bentele et al. 2013; Goodman et al. 2013) as previously predicted (Eyre-Walker and Bulmer 1993). The finding that codons do not play a role in gene expression regulation via slowing of translation at 5’ transcript starts is consistent with the finding I present in Chapter II, that non-optimal codons do not significantly slow elongation in the data set under investigation.

Although the classical notion is that selection on non-synonymous content is due to selection on the product, or the amino acid sequence of the protein, a recent hypothesis suggests that amino acids may be selected at the N-terminus to modulate the process of translation (Tuller et al. 2011). This hypothesis is at least consistent with the finding I present in Chapter II, that positively charged residues are the primary determinants of the elongation rate. The use of positive charge is known to increase, on average, approaching N-termini in E. coli (Berezovsky et
al. 1999). That is, positive charge—while not present in every protein encoded in the organism—is on average enriched at protein starts, decreasing monotonically over the first thirty or so amino acids of proteins. Tuller et al. (2011) proposed that the increased average charge of amino acid residues at N-termini acts as a kind of ribosomal speed bump or ‘ramp’ at the beginnings of proteins in *E. coli* and *S. cerevisiae*. A hypothetical local slowing of ribosomes (compared to downstream speeds) just after initiation has been twice independently proposed as an adaptation to space ribosomes apart from one another, thus preventing traffic jams at the beginning of transcripts (Mitarai et al. 2008; Tuller et al. 2010), but only Tuller et al. (2011) outline a role for charges.

An N-terminal speed ramp could have far-reaching consequences for translational efficiency, if in its absence certain transcripts would be more prone to ribosomal bottlenecks. Although the mechanistic consequences of two ribosomes colliding are unknown, blockages in translation can lead to degradation of not only the aborted protein (Dimitrova et al. 2009) but of the transcript as well (Sunohara et al. 2004). Stalled translation can also have knock-on effects on translational efficiency in a more global sense, as too many ribosomes sequestered on stalled transcripts will prevent translation initiation on other much-needed transcripts (Andersson and Kurland 1990; Gingold and Pilpel 2011). As an extension of the adaptive ramp hypothesis, it has been suggested that as the (average) ‘ramp’ length roughly corresponds to the length of peptide occluded by the exit tunnel, a ramp of slow translation may exist at the beginning of proteins to facilitate their interactions with chaperones (Fredrick and Ibba 2010). Chaperones are known to bind subclasses of proteins to aid their correct folding, thereby aiding removal of potentially toxic, aggregation-prone misfolded intermediates (Beissinger and Buchner 1998; Hartl et al. 2011). It is, however, hard to see why translation would need to be slowed during the only time when any chaperones would be presumably unable to bind to the inaccessible nascent peptide, as the N-terminus of the newly synthesized chain would still be buried within the exit tunnel during the first thirty or so amino acids translated. These first thirty residues would then possibly emerge and only become accessible to chaperones during subsequent elongation proceeding at a more normal rate.

Could such charges be selected for in varied locations across proteins, in order to affect not just the final protein but the speed at which the ribosome travels down the mRNA in the vicinity of the charge residue, thereby regulating local translational processes? In Chapter IV I reflect on the idea of an adaptive ramp and examine the evidence in its favor. I note that the structural roles positive charges play within proteins were never incorporated into a null hypothesis of why average positive charge use increases at N-termini before the existence of such a translational ramp was claimed. That is, a reasonable null of positively charged amino acid use should incorporate the potential structural consequences of such charges: amino acids are the
constitutive building blocks of proteins, and reside within the body of the protein long after translation has finished. Re-investigating the issue, I find that the positive charge distribution at protein starts can indeed be entirely explained by biochemical forces, namely the need for proteins to orientate themselves in membranes via the ‘positive inside’ rule (Heijne 1986). This rule states that regions of positive charge adjacent to the membrane localize to the cytosol, thus helping dictate the topology of the protein within the lipid bilayer. The membrane orientation model makes a full account of the trend for average positive charge use to increase at N-termini; thus there is no need to invoke gene regulatory hypotheses to explain the distribution of N-terminal positive charges. This finding calls into doubt any involvement of these residues in modulating translational efficiency.

NUCLEOTIDE SKEW

I have thus far considered the arrangement of sequences on an amino acid level, within nascent proteins, and within gene coding sequences present in transcripts. I now wish to finish by taking a step back and investigating the arrangement of nucleotides in the DNA molecule as a whole, including both coding and non-coding sequences. In this Chapter, I examine a special case amongst bacterial genomes of how nucleotides are distributed within the two strands of a chromosome, and what that patterning reveals about underlying cellular processes.

*The parity rules*

As the significance of a pattern lies in its deviation from randomness, it is first necessary to ask what sort of null behavior can be expected regarding the distribution of nucleotides within DNA molecules. Watson and Crick (1953) discerned that the base pairing of pyrimidines with purines (A with T and G with C) in DNA allows two single yet complementary molecules of DNA to bind together into a double helix. Their discovery was based in part on the knowledge that both A and T nucleotides as well as G and C had been found to coexist in rough molar proportions, as determined by the enzymatic digestion of DNA (Chargaff 1950, 1951; Chargaff et al. 1952). Importantly, Chargaff’s rule (that [A]~[T] and [G]~[C]; also known as parity rule 1) applies to the total nucleotide content of the DNA double helix considered as a whole. This equimolarity is a sheer consequence of the fact that generally only AT and GC base pairing are allowed between the two strands of duplex DNA. What, however, might we expect - if anything - about the relative proportions of different nucleotides within a single strand of the double helix? It was shown that there are certain conditions under which we can predict the relative frequencies of nucleotides within a single DNA strand (Lobry 1995; Sueoka 1995). Namely, if there is no bias in mutations or substitutions between the two complementary molecules, then the base
composition of the DNA can be predicted from six substitution types rather than the total twelve
possible nucleotide substitutions (Sueoka 1995). Under such conditions, intra-strand substitution
rates must be the same between the two strands, leading to the equilibrium situation where
[A]~[T] and [G]~[C] within a single DNA molecule (parity rule 2) (Lobry 1995; Sueoka 1995).

There is some evidence to suggest that when considering a single strand to be one of the two
complementary, physically distinct molecules of a chromosome, the second parity rule largely
holds (although the reasons for this are not entirely clear) (Baisnée et al. 2002; Mitchell and
Bridge 2006; Hart and Martínez 2011). That is, the relative proportions of complementary
nucleotides within a single strand of DNA comprising one strand of a chromosome are often
roughly equivalent. Still, it is arguably unclear whether such observations constitute a true proof
of the second rule, as the genomes under consideration in the aforementioned studies (Baisnée et
al. 2002; Hart and Martínez 2011) were not shown to be at compositional equilibrium.

Nonetheless, and more relevant to the work presented in this thesis, the expectation that the
second parity rule lays out is clearly violated with great frequency if the definition of the two
strands is slightly modified. In the vast majority of bacterial genomes, an excess of one nucleotide
over its complementary partner is observed between the two strands of replication; most
commonly, this compositional asymmetry manifests as an excess of G over C (or positive GC
skew, (G-C)/(G+C)) and to a lesser extent, T over A (negative AT skew, (A-T)/(A+T)) in the
leading strand (Lobry 1996a, b; Blattner et al. 1997; Fraser et al. 1997; Kunst et al. 1997;
Andersson et al. 1998; Grigoriev 1998; McLean et al. 1998; Mrázek and Karlin 1998; Tillier and
Collins 2000; Lobry and Sueoka 2002).

Ways in which deviations from the second parity rule arise

Why are complementary nucleotides so often asymmetrically distributed within bacterial
genomes? Nucleotide skews are generally thought to be mutational in nature due to the fact that
they are strongest in sites thought to be subject to weaker selection, such as synonymous third
sites and intergenic regions (Lobry 1996a; Blattner et al. 1997; Andersson et al. 1998; Tillier and
Collins 2000; Lobry and Sueoka 2002). There is some contention, however, as to the mechanism
producing these asymmetrical mutations. One prevalent explanation posits that genome-wide
nucleotide skews result from differential mutational pressures incurred by the leading and lagging
strand during replication (e.g. Wu and Maeda 1987; Lobry 1996a). This suggestion is supported
by the observation that both GC and AT skews tend to switch their sign sharply at the origin and
terminus of replication, suggesting a role for the replication fork in the generation of such skews
(Lobry 1996a, b; Blattner et al. 1997; Fraser et al. 1997; Kunst et al. 1997; Andersson et al. 1998;
Grigoriev 1998; McLean et al. 1998; Mrázek and Karlin 1998; Tillier and Collins 2000; Lobry and
Sueoka 2002). Differential mutational pressure is thought to result during replication on account of the asymmetry inherent to the DNA replication mechanism. The leading strand is synthesized with great processivity, but the lagging strand is synthesized discontinuously (Sakabe and Okazaki 1966). Indeed, a number of experiments have confirmed the increased mutability of lagging strand replication (Veaute and Fuchs 1993; Iwaki et al. 1996; Szczepanik et al. 2001) (although see also (Fijalkowska et al. 1998) who find that the leading strand replication is more mutagenic). The exact mutational profile which contributes to compositional asymmetry between the two strands remains unclear, although increased rates of cytosine deamination (C\rightarrow T) in the lagging strand, which spends more time in a single-stranded state and is hence more vulnerable to this mutation type, is likely to play a role (Frank and Lobry 1999).

Other analyses nevertheless have implicated transcription-related mutation as the prime cause of skew (Francino and Ochman 1997; Nikolaou and Almirantis 2005). In this scenario the coding and non-coding strands, not the replicatory strands, are the division around which compositional asymmetry should evolve. Nucleotide skews could result during transcription either due to differential mutation and repair on the transcribed and non-transcribed strands. For example, increased rates of certain mutation types (e.g., cytosine deamination) may occur in the non-transcribed strand, which remains single-stranded and unprotected by RNA polymerase while the other strand is transcribed (Beletskii and Bhagwat 1996; Francino et al. 1996). Again, cytosine deamination may be at work, this time leading to an excess of C\rightarrow T mutations in the coding strand, which would in turn result in an effective excess of G over C within the non-template strand (Francino and Ochman 1997). Additionally, only the transcribed strand will benefit from transcription-coupled repair mechanisms (Hanawalt 1989; Sweder and Hanawalt 1993; Beletskii and Bhagwat 1996), further biasing nucleotide asymmetries.

Replication- and transcription-based mutation ultimately, however, are not mutually exclusive explanations for nucleotide skew. In genomes with heavy loading of coding content onto the leading strand, it can be difficult to separate the two, as both replicational and transcriptional mutation and asymmetrical repair should be both biased to the leading strand. An ANOVA analysis which separated the contribution of these various factors found that replication- as opposed to transcription-based mutation explains more of the skew observed in selected bacterial genomes (Tillier and Collins 2000). It was conversely, however, also claimed that transcriptional effects are the greater contributor to skew (Touchon et al. 2004; Nikolaou and Almirantis 2005). Yet another study implicates both as playing significant contributions to skew (Necsulea and Lobry 2007). Thus the exact nature of the mechanism(s) whereby mutational processes cause genome-wide remains contentious, and it is possible that the answer may vary from organism to organism.
Do abnormal AT skews reflect unusual mutational processes?

There is a special case of compositional asymmetry I wish to address in this thesis - that of the Firmicutes. The gram-positive Firmicutes are anomalous among bacteria in that their leading strands display an excess of A over T (Morton and Morton 2007), rather than the classical T over A skew observed in other phyla (e.g. McLean et al. 1998). What do the unusual leading A>T skews in Firmicutes tell us about how genomic content and structure come about, and what implications might they have for how genomes function? Broadly, there are two possibilities underlying these atypical A>T skews. The first is that the Firmicutes display an unusual mutation bias compared to that seen in other bacteria. Is the process of replication or transcription in Firmicutes in fact different? The other alternative for the unexpected skews is that of selection. Firmicutes are unique in their extreme gene orientation bias (Rocha 2002; de Carvalho and Ferreira 2007). That is, in this group of bacteria there is a tendency for a remarkably high percentage (~78%) of their coding content to be encoded on the leading strand (Rocha 2002). Genome-wide nucleotide skews could result if there was sufficiently biased selection on coding content within open reading frames, purely on account of the asymmetric localization of genes between the two replicatory strands. In this case, possible selection on the gene product – for instance, selection acting on the amino acid content of proteins – that could produce the unusual chromosomal nucleotide skews. While such a selective explanation has been acknowledged to be possible in theory (Frank and Lobry 1999), one has never been shown.

Do mutational or selective processes shape skews in the Firmicutes? In order to answer this question, I start by dissecting the skew into different types of sites which are known to be under different types of selection. If skew is most predominant in third codon sites and intergenic regions, this might indicate a mutational origin. On the other hand, if only present in third sites but not intergenic regions, some form of translational selection on codon usage could be causing skew. Whether non-synonymous sites skew should indicate to what degree the pattern is caused by selection (on amino acid content) as opposed to mutation. By analyzing sites which are under different selective constraints, as above, I determine which sites skew the most. Using rare SNPs in one of the model species under question, *Staphylococcus aureus*, I am able to estimate the mutational equilibrium in putatively neutral sites to contrast with the observed skews. Via these intersecting approaches, I find that the Firmicutes display their anomalous skews not on account of a mutational bias, but because of selection on a type of translational efficiency different to that discussed thus far. That is, selection for amino acids which are metabolically cheap (require few ATP) to produce, coupled with the disparity in gene strandedness, cause the unusual A>T Firmicute skews. Thus, while I begin by showing that mechanistic effects of encoded components may slow but are not under a specific type of selection to do so, I end by showing...
that selection on translational efficiency can contribute to the composition of the genomic landscape. The anomalous genome-wide nucleotide skews in the Firmicutes result from selection on the cost-efficiency of encoded gene products, not as a mutational by-product of essential genomic processes (replication and/or transcription).
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Abstract

Both for understanding mechanisms of disease and for the design of transgenes, it is important to understand the determinants of ribosome velocity, as changes in the rate of translation are important for protein folding, error attenuation, and localization. While there is great variation in ribosomal occupancy along even a single transcript, what determines a ribosome’s occupancy is unclear. We examine this issue using data from a ribosomal footprinting assay in yeast. While codon usage is classically considered a major determinant, we find no evidence for this. By contrast, we find that positively charged amino acids greatly retard ribosomes downstream from where they are encoded, consistent with the suggestion that positively charged residues interact with the negatively charged ribosomal exit tunnel. Such slowing is independent of and greater than the average effect owing to mRNA folding. The effect of charged amino acids is additive, with ribosomal occupancy well-predicted by a linear fit to the density of positively charged residues. We thus expect that a translated poly-A tail, encoding for positively charged lysines regardless of the reading frame, would act as a sandtrap for the ribosome, consistent with experimental data.

Introduction

While it is known that there is great variation in ribosomal velocity along even a single transcript [1], what determines how fast a transcript (or part thereof) is processed is unresolved. Resolving this issue is important for understanding causes of disease and for the generation of transgenes, as changes in the local translation rate along mRNAs have been implicated in the regulation of protein folding [2], error attenuation processes such as no-go decay in yeast [3], transcription attenuation in bacterial systems [4], and correct protein localization [5,6].

For some time it has been hypothesized [7–10], and commonly assumed (e.g., [11,12]), that codons matching rare tRNAs slow ribosomes along transcripts due to differential tRNA availability. The supposition is that codons corresponding to less abundant tRNAs are translated at slower rates as the ribosome must pause while the appropriate tRNA becomes available. This, for example, is held up to explain the usage of codons specified by the most abundant tRNAs in the most highly expressed genes [13,14]. Although the notion that rare codons must stall ribosomes is commonplace, recent work has started to undermine the supposition that differential usage of synonymous codons will significantly alter the rate of ribosomal translocation within a transcript under normal conditions [15–17]. Indeed, much of the evidence cited as support for an effect on translational speed is questionable (see Note S1) and many of the patterns attributed to selection for translational speed are better explained in terms of selection on codon usage for translational accuracy [18–21].

Codon usage, however, is not the only potential factor affecting elongation speed. Double-stranded mRNA hairpin or pseudoknot structures are thought to impede progress of the ribosome [22,23]. The generality of this during elongation, however, is unclear, as other studies [24] suggest that the ribosome can more readily melt moderately stable secondary structures once initiation has taken place.

While the above factors consider ribosomal velocity to be modulated by properties of the mRNA, much less attention has been paid to the possibility that the resultant protein might impact translation rates. However, recent experimental work on recombinant peptides has shown that positive charges on the newly synthesized peptide might slow ribosomes [25,26]. This is conjectured to be owing to an electrostatic interaction between the cation in the emerging polypeptide and the negatively charged exit tunnel of the ribosome [23,26]. Following on from this, it has been suggested that positive charges, codon usage bias, and transcript folding play a role in ribosomal stalling at 5′ transcript ends [27,28].

Here we ask not whether certain features can sometimes modulate translation speed along a transcript (e.g., when grossly overrepresented in transgenes; see Note S1), but if they do as evolved in endogenous genes when expressed at “normal” levels, and to what extent. Ribosomally protected mRNA footprints from an experimental Saccharomyces cerevisiae dataset [29] enable us to profile the location of ribosomes across the S. cerevisiae transcriptome. Under the assumption that ribosomal densities inversely reflect ribosomal velocity [30,31], we independently examine the
**Author Summary**

Ribosomes do not synthesize protein at a constant rate along transcripts, and changes in translation speed can have knock-on consequences for the expression of that protein, even altering its folding or subcellular localization. It has long been thought that RNA-level features modulate translation rates, whether by delays incurred through the presence of codons that require relatively rare tRNAs, or by regions of mRNA folding that physically impede ribosomal progression. We find on the contrary that it is not RNA-level features but positive charges in the already translated protein that most retard ribosomes, possibly by interacting with the negatively charged ribosomal exit tunnel. We show that positive charge explains the sites where ribosomes stall most commonly within transcripts. We also show why, if protein charge were not considered, one could be misled into suspecting a role for non-optimal codons. Finally, we observe that the poly-A tail provides a massively positively charged terminus no matter in which frame it is translated. A missed stop codon or frameshifting would then lead to a stalled ribosome, which is consistent with experimental data.

**Results**

While some recent work on nucleotide-resolution ribosomal footprint data [29] has claimed that codon usage plays a role in slowing ribosomes [27,28], another study that examined the same footprint data, filtered for noise, contradicts this claim [16]. Here we reanalyze the same dataset using both stringent mapping to reduce false-positive footprints (see Methods, “Ribosomal Density Data” for further comments on this and previous studies) as well as a novel normalization method to detect any accrual of ribosomal density, on average across transcripts, after putting down ribosome-slowing features.

**Neither Clusters of Nor Consecutive Rare Codons Tend to Slow Ribosomes**

Ribosomal footprint data [29] allow us to examine changes in the rate of translation given the assumption that the slower a ribosome travels along a given portion of a transcript, the more likely it is to be found there at any point in time [30,31]. In the case of codon usage, we expect to see any possible ribosomal stalling centered over the rare codon(s) while the ribosome awaits a tRNA to enter its A-site. Hence to examine the effect of a sequence feature such as rare codons on the speed of translation, we calculate the relative change in stringently mapped ribosomal densities that occurs within a single transcript as ribosomes begin to translate regions of transcript enriched for rare codons (see Methods and Figure 1). To this end, within each transcript we compared the ribosomal occupancy at codon positions (rpos) in the vicinity of clusters of rare codons (rpos) to the average ribosomal occupancy of the 30 codons immediately preceding the first rare codon in the cluster (rpos). We then averaged the relative increase or decrease in ribosomal occupancy across transcript sections aligned by rare codon clusters. A mean rpos/rpos after the clusters >1 indicates a denser sampling of ribosomal footprints on average and hence slowing at that codon position, while a mean rpos/rpos < 1 denotes sparser ribosomal coverage, consistent with acceleration.

In our main analysis we make use of the tAI (range 0–1) as a measure of codon optimality as this metric uniquely reflects the tRNA pool. The tAI of a sequence is defined as the geometric mean of the relative adaptiveness of its constituent codons to the tRNA pool available in that organism [32]. A higher tAI indicates the codon has a high abundance of decoding isoacceptor tRNAs and, according to the codon usage hypothesis of translational speed, should be translated faster on account of its ready coupling with an aminoacylated tRNA. A lower tAI conversely indicates a codon that is matched by a low number of tRNAs and is therefore putatively slowly translated and nonoptimal. Here we define “rare” codons to be those in the lowest quartile of tAI values (Methods, “The Average Effect of Codon Usage on Ribosomal Densities”) (see also Figures S1, S2, S3 and Table S1 for analysis of rare codons defined according to genomic frequency).

Our results show inconsistent trends in ribosomal occupancy after rare codon clusters when all clusters of a given size are aligned and the average increase in ribosomal density after the cluster (here uncontrolled for covariates) is plotted (Figure 2A). This inconsistency is still apparent when we consider rare codons to be not those with a low tAI but those that are genomically infrequent (Figure S1). If there is any slowing due to rare codons, we should expect an increase in the amount of slowing along the mRNA as the number of rare codons increases. However, no such trend is evident (Figure 3A). This lack of influence of rare codon usage on ribosomal speed is not owing to a covariance between rare codon clusters and expression levels (Table S2). Shifting the location of the “preceding 30 codons” we use to normalize footprint values slightly upstream, to accommodate the 5’ portion of the ribosome potentially slowed over a rare codon, still detects no slowing due to codon usage (Figure S4).

As it has been postulated that tandem nonoptimal codons may more strongly inhibit progression of the ribosome than scattered rare codons [33,34], we also investigated whether consecutive rare codons (adjacent codons, each from the lowest quartile of tAI values) may be affecting ribosomal velocity. Examining changes in ribosomal densities after pairs, triplets, and so forth of rare codons, however, also indicates that consecutive rare codons do not systematically slow ribosomes (Figure S3) and Figure 3B. We achieve similar findings when defining rare codons according to their genomic frequency (Figure S2).

If the above results are correct, then we should also find that readon usage cannot explain ribosomal slowing when we compare sites within a given mRNA. Upon locating the highest and lowest ribosomal occupancy portions within a given mRNA, we determined whether the denser region was associated with a putative ribosome-slowing feature: lower tAI, or more rare codons or pairs of rare 6-mer (two adjacent in-frame codons that, as a pair, come from the lowest 10% of all 6-mers within the genome) (see Methods, “The Relative Contributions of Charge, Folding, and Codon Usage to Extremes of Slowing Within Transcripts”). Considering all transcripts, the most slowly translated region within an mRNA in fact tends to be comprised of more optimal codons or fewer rare pairs, suggesting low codon optimality does not cause slowing (Table 1AB and Figure S6). These results are
not affected if we consider suboptimal codons to be those that are genomically infrequent (Table S1 and Figure S3). Nor do we find that transcript similarity to the yeast Kozak sequence can explain slowing within these regions (Figure S7 and Table S3). Additionally, as the difference in ribosomal occupancy between the two intra-transcript windows increases (and hence the presumed difference in the inferred ribosomal velocities between the two windows grows all the more), the already low proportion of transcripts for which L1, genomic infrequency, or presence of rare codons could possibly explain ribosomal pausing in fact decreases (Table 1A,B and Table S1). In other words, in transcripts that have the greatest differences in ribosomal densities along their length (as inferred from the highest and lowest ribosomal occupancy windows), and hence that contain the greatest degree of internal slowing relative to maximum translation speed, the most ribosomally occluded windows are even more likely to be comprised of more optimal codons. This indicates that not only is low codon optimality incapable of explaining ribosomal slowing in general, it is even less capable of explaining the greatest relative slowing within a transcript.

We note that the decrease in the ability of codon usage to explain slowing in the upper quantiles (Table 1A) is simply a side effect of differential amino acid usage between the two windows. When we control for differential amino acid content between the two windows, we no longer see the decrease in the ability of codon usage to explain slowing, but codon usage still remains unable to explain the slowing that is observed in any of the quantiles (Table S5). Thus, in addition to the above finding that codon usage becomes less able to explain slowing as the degree of slowing grows (as deduced from observed transcripts), this amino-acid-controlled analysis suggests that even if amino acid sequence had evolved in any other way, codon usage would still not be a factor in the slowing of ribosomes.

It is possible that codon usage could have different effects during different times of cell cycle if tRNA levels fluctuate [35]. We do not, however, detect a systematic influence of codon usage on ribosomal speed even under amino acid starvation conditions (Figures S8, S9, S10 and Table S5) when presumably tRNA charging levels are lower, making codon usage potentially more rate-limiting [36,37].

RNA Structure on Average Increases Ribosomal Occupancy Marginally

If neither codon usage nor consecutive rare codons can explain variation in ribosomal speed, then what can? As it has been suggested that transcript structure can impede ribosomes along the length of the transcript [20], we next investigated whether RNA structure might be the major contributor to slowing.

We used empirically determined (rather than computationally predicted) RNA structure data (PARS values, see Methods, “The Average Effect of Transcript Structure on Ribosomal Densities”) [30]. S. cerevisiae protein-coding sequences were scanned for stretches whose average PARS value was 0 or negative (and hence tending to be single-stranded), which were immediately followed by a block of codons whose average PARS value was positive (i.e., with propensity for double-strandedness). The general contribution of folding to slowing was examined by...
calculating the relative change in ribosomal density \( \frac{r_{\text{pos}}}{r_{\text{prec30}}} \) at each position of the identified region of a transcript, where \( r_{\text{prec30}} \) is the average ribosomal occupancy in the single-stranded block. We then take the average of this ratio across transcripts aligned by identified blocks of structure.

The method is similar to that used above with codons, but with one complication. In the case of codon usage, we have a prior expectation that any ribosomal pausing should occur while the ribosome is positioned over the “slow” codon. It is not immediately clear, however, where along the transcript we should expect any structure-induced pausing to take place. After translating an unstructured span of mRNA, will the ribosomal active site be able to get very close to the first double-stranded ribonucleotide it meets before it is finally slowed, or might pausing take place more 5' if the ribosome progression is sterically occluded at some distance upstream? We investigated both hypotheses.

We cannot immediately distinguish between the possibilities that mRNA folding has an effect on ribosomal progression either upon or upstream of the folded ribonucleotides in question, as some degree of pausing is observed in both cases (Figure 4). But how strong is this slowing effect? Could mRNA folding account for the bulk of the variance in ribosomal speed observed along transcripts? We find, again comparing the slowest and fastest translated regions within a given mRNA, that not only is secondary structure incapable of systematically explaining the slowest regions of translation, but the presence of secondary structure decreases as the difference between the ribosomal density (i.e., difference in translation speed) of the two intra-transcript windows increases (Table 1C). Hence we conclude something other than mRNA folding must be responsible for the greatest slowing within transcripts.

**Positively Charged Amino Acids Additively Slow Ribosomes on Endogenous Yeast Transcripts**

We performed a parallel version of the codon cluster analysis to look for changes in ribosomal density after differently sized clusters of encoded positive charges (see Methods, “The Average Effect of Positive Charge on Ribosomal Densities”), calculating the average relative change in ribosomal density within a transcript \( \frac{r_{\text{pos}}}{r_{\text{prec30}}} \) after positively charged residues (lysine, arginine, or histidine) are...
We find that a single positive charge will slow the ribosome relative to the preceding sequence (Figure 5), regardless of whether the codon encoding the residue is A/G- or C-rich (Figure S11). Our findings show that at maximum (in real transcripts), ribosomes are more than twice as likely to be found at a given region of the transcript as before the addition of the cation to the polypeptide (Figure 5). The higher the density of positive charges in a peptide, the proportionally greater the effect (Figure 3C), in agreement with experimental findings that increasing the number of positive charges locally correspondingly increases ribosomal dwell time [26]. Our estimation of charge-induced pausing is conservative since some ribosomal density after charges is not included in the analysis if the mean ribosomal occupancy of the 30 codons preceding a charged cluster is 0 for a given transcript (our method in this case would require division by 0).

We can also test whether charge is responsible for slowing by noting that the pK_a, and hence overall net charge, of histidine is lower than that of either arginine or lysine at physiological pH. Thus we should expect a weaker slowing effect due to histidine residues being added to the polypeptide. When we re-calculate the slowing effect after a single positive charge (as shown in Figure 3, first panel), but separate the single charges according to whether or not they are histidine, we indeed observe that histidine causes weaker slowing (Figure S12). The slowing effect after a single histidine residue, as calculated using the area under the curve method, is anywhere from 25%–78% (95% CI) of the slowing found after a single lysine or arginine. As histidine is used much less frequently than either of the other positively charged residues, we consider slowing after single positive charges to be the best comparator due to the larger sample sizes available. When we separate larger positive charge clusters according to their histidine content (at least one histidine in the two- or three-charge clusters, and at least two histidines in the four- or five-charge clusters), we note that the slowing due to the histidine-enriched group is always lesser than that after the histidine-free group (Figure S12).

If charge is a major determinant of ribosomal slowing, then it should be capable of explaining the regions of greatest translational pausing within transcripts (see Methods, “The Relative Contributions of Charge, Folding, and Codon Usage to Extremes of Slowing within Transcripts”). We find this is indeed the case. Of all the putative slowing features we consider, only positive charge is more often associated with the higher occupancy window within each transcript (Note S2). Breaking the comparisons into quantiles according to the magnitude of difference in ribosomal occupancy between each pair of windows further reveals that positive charge is the feature most often responsible for not just slowing when comparing between transcripts, but the greatest magnitude of slowing within any given mRNA. As the difference in ribosomal occupancy between the two windows increases, the window with the higher ribosomal occupancy tends increasingly to be the one with more positive charges (Table 1D). In fact the only clearly significantly overused amino acid in the higher occupancy windows is lysine, which is positively charged (Figure S13). This increase in ribosomal occupancy cannot be explained by physiochemical properties of other amino acids, namely hydrophy, negative charge, or polarity (Tables S6, S7, S8, S9). We note that when both windows in a transcript have the same number of charges each, there is no predominant influence of tAI, rare codon pairs, or RNA structure on ribosomal slowing (Tables S10, S11, S12).

The Effect of Positive Charge Is Not Explained by Covariance with Codon Usage or mRNA Folding

The positive charge effects seen above could potentially be explained as covariate to codon usage bias, were, for example, codons specified by rare tRNAs especially abundant near those
specifying positively charged residues. Given the absence of evidence for codon usage bias to affect translation rates, this now seems unlikely. To nonetheless test whether this is the case, we examined patterns of codon usage in the vicinity of positive charges similarly to the manner in which we investigated changes in ribosomal occupancy after positively charged clusters above. Thus if nonoptimal codon usage were causing the slowing patterns after encoded positive charges observed in Figure 1, we should see, on average, a relative decrease in tAI in those sites with elevated ribosomal occupancy. Contrary to this expectation, however, the trend for ribosomal occupancy to increase after positive charges (Figure 5) is independent of patterns of codon usage (Figure S14).

It is also possible the slowing effects observed after positive charge clusters in Figure 5 occur ancillary to mRNA secondary structure, as such structure may have some slowing effect (Figure 4). Again we allow for mRNA folding to impede the flow of ribosomes starting either locally or 10 codons upstream (in the case that local double-strandedness creates a structure within the

<table>
<thead>
<tr>
<th>Score</th>
<th>Value</th>
<th>q1, (Count)</th>
<th>q2,</th>
<th>q3,</th>
<th>q4,</th>
<th>( \chi^2 ) Test for Heterogeneity/p Value (Bonferroni Correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. tAI score</td>
<td>1</td>
<td>590</td>
<td>597</td>
<td>563</td>
<td>525</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>656</td>
<td>649</td>
<td>682</td>
<td>721</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Binomial test on +1 and -1 tAI score counts, p value (Bonferroni correction)

<table>
<thead>
<tr>
<th>B. rare pair score</th>
<th>Value</th>
<th>175</th>
<th>179</th>
<th>144</th>
<th>86</th>
<th>3.0e-08 (8.9e-08)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>127</td>
<td>106</td>
<td>86</td>
<td>45</td>
<td>9.5e-09 (2.9e-08)</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>858</td>
<td>885</td>
<td>905</td>
<td>1,037</td>
<td>0.00013 (3.8e-04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>383</td>
<td>403</td>
<td>424</td>
<td>503</td>
<td>0.0023 (0.00069)</td>
</tr>
</tbody>
</table>

Binomial test on +1 and -1 rare pair score counts, p value (Bonferroni correction)

<table>
<thead>
<tr>
<th>C. PARS score</th>
<th>Value</th>
<th>86</th>
<th>72</th>
<th>81</th>
<th>55</th>
<th>0.060</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conservative PARS</td>
<td></td>
<td>302</td>
<td>272</td>
<td>290</td>
<td>294</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>469</td>
<td>512</td>
<td>500</td>
<td>546</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>154</td>
<td>124</td>
<td>127</td>
<td>108</td>
<td>0.036 (0.11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>407</td>
<td>436</td>
<td>418</td>
<td>415</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Binomial test on +1 and -1 PARS score counts, p value (Bonferroni correction)

<table>
<thead>
<tr>
<th>D. charge score</th>
<th>Value</th>
<th>573</th>
<th>586</th>
<th>637</th>
<th>717</th>
<th>0.00014 (0.00043)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>258</td>
<td>259</td>
<td>236</td>
<td>207</td>
<td>0.0589 (0.18)</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>415</td>
<td>401</td>
<td>372</td>
<td>322</td>
<td>0.0038 (0.011)</td>
</tr>
</tbody>
</table>

Binomial test on +1 and -1 charge score counts, p value (Bonferroni correction)

Quantiles of the difference in average ribosomal density between the most highly occupied and most lowly occupied windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window, -1, less present, 0, present in both windows in equal amounts. Related yet alternative ways of calculating both the rare pair and PARS scores are given in italics (see Methods, "The Relative Contributions of Charge, Folding, and Codon Usage to Extremes of Slowing Within Transcripts" for details). A low codon optimality, if anything, tends to pair more with the less dense (faster translated) window. Similarly, not only do rare pairs and rare 6-mers tend to be found more often in the faster translated window, but their presence decreases as the difference in degree of ribosomal slowing grows. Additionally, a greater likelihood of transcript secondary structure at or just before the identified window is associated not with the more occluded windows, but with the less dense (faster translated) ones, and the presence of secondary structure in fact decreases as the difference in ribosomal slowing between the windows increases. Positive charge, however, is consistently associated with the higher density (more slowly translated) window, and increasingly so as the difference in densities between the two windows becomes larger. Window pairs that have the same number of charges each (charge score, 0) do not show such a trend between quantiles.

Table 1. Only positive charge is systematically capable of explaining ribosomal slowing, including the severest slowing.

Table 1. Only positive charge is systematically capable of explaining ribosomal slowing, including the severest slowing.
transcript that sterically occludes ribosomes from progressing further toward codons within the folded structure). We find that patterns of transcript secondary structure near positive charge clusters are unable to explain the pausing after translation of positive charges (Figure S14). Hence we argue that mRNA folding cannot explain the slowing seen in Figure 5, which is
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Figure 4. Ribosomes travelling along single-stranded RNA are not greatly retarded upon traversal into double-stranded structures. PARS values >0 denote structured mRNA, <0 single-stranded. All averages plotted (± s.e.m.) are calculated across transcripts aligned by blocks of mRNA structure. The slowing of ribosomes (\(\text{PARS}_\text{pos/prec30} > 1\)) relative to the preceding 30 codons starting from both the beginning of double-stranded structure (A) and 10 codons upstream of the same regions of double-stranded structure (B) are shown. In both cases, there is a degree of translational pausing observed upon the transition into folded mRNA, although some of this slowing may be caused by the presence of two or more positive charges encoded in the folded area (0 \(< x \leq 30\)).

Figure 5. Positive charges slow ribosomes. The first of the positive charges indicated always occurs at \(x = 0\), and the rest, if any, may be found at points up to and including the codon indicated by the second arrowhead. \(\text{PARS}_\text{pos/prec30}\) is the ribosomal occupancy at position \(x\) normalized by the average occupancy of the 30 codons preceding the encoded positively charged cluster within the same transcript. The mean \(\text{PARS}_\text{pos/prec30}\) or average relative change in ribosomal occupancy, at each position across aligned transcripts ± s.e.m. is plotted. The horizontal at \(y = 1\) represents the null expectation that positive charges do not alter ribosomal speed; in other words, that ribosomes which translate in positive-charge free peptides are, on the average, as frequently present before the charge cluster as after it.

doi:10.1371/journal.pbio.1001508.g005
Charged Residues Stall Ribosomes

perhaps not surprising given its apparently weak effect on the whole (Figure 4).

**Covariance with Positive Charge Does Explain Some of the Slowing Observed After RNA-Level Features**

Given that positive charge slows ribosomes, we should expect that some of the (relatively weaker and/or inconsistent) ribosomal slowing at rare codon clusters or transcript secondary structure might in fact be due to the presence of uncontrolled-for positive charge. We find this to be the case. When groups of rare codons that are followed by either a lesser or greater number of positive charges are plotted separately, it is clear that rare codon clusters do not in and of themselves slow ribosomes (Figure 2B) but that the apparent slowing (Figure 2A) in fact is in large part due to the presence of positive charge after some of the codon clusters (Figure 2C). Similarly, sorting by the number of positive charges present after a cluster reveals that some of the slowing observed at structured regions of transcript is likely to be previously unaccounted-for positive charge (Figure 4).

**Discussion**

We find that codon usage and transcript secondary structure do not substantially affect ribosomal velocities systematically across endogenously occurring transcripts. Although it has been suggested that amino acid starvation might increase the ability of codon usage to modulate ribosomal speed [57], we find no such effect upon examination of ribosomal footprints taken from amino-acid-starved yeast (Figures S8, S9, S10 and Table S5). We do not, however, wish to assert that codon usage and RNA structure can never affect translation rates. Certain secondary structure configurations may substantially impact ribosomal flow. As regards codon usage if we return to the original logic by which codon usage was thought to affect translation rates, we can both see where the prior logic was misleading and in turn can predict when codon usage should slow ribosomes.

The classical logic supposes that because common codons are specified by abundant tRNAs, the waiting time for the ribosome to capture the necessary tRNA must be lower for “optimal” or common codons. The key parameter, however, to determine waiting time is not the absolute tRNA abundance (as often considered) but the tRNA availability. We note, similarly to Qian et al. [16], that if codons are abundant to proportion to tRNA availability [40], then this could dampen any pausing effect, since rare codons matching rare tRNAs will not be as rate-limiting as if they were used more often. Put differently, if highly abundant transcripts all require the same tRNA, then this acts as a drain on the availability of that tRNA. This can be described in terms of supply and demand economics. In the case of rare codons in lowly expressed transcripts, the supply (the pool of tRNA) is small and the demand (number of codons requiring that tRNA at any given time) low. For a common codon in an abundant transcript, the supply (tRNA pool) is large but the demand is also large due to the availability of that tRNA. This can be described in terms of supply and demand economics. In the case of rare codons in lowly expressed transcripts, the supply (the pool of tRNA) is small and the demand (number of codons requiring that tRNA at any given time) low. For a common codon in an abundant transcript, the supply (tRNA pool) is large but the demand is also large due to the availability of that tRNA.

We can then imagine an equilibrium situation in which the ribosome waiting time is the same for all codons as the demand (absolute codon abundance in transcripts) and supply of tRNAs are balanced. This is consistent with our observation that, under normal growth conditions, codon usage does not predict ribosome occupancy. However, the same model can predict that under abnormal conditions, we might see an effect as the situation has been forced far out of supply-demand equilibrium. Greatly overexpressing a transcript rich in rarely used codons should slow the ribosome as the demand for the rare tRNAs now exceeds supply. Likewise, we expect that gross modification of tRNA pools should have gross effects on translational speed as the system has been shifted away from the demand-supply equilibrium. This distinction between normal (equilibrium) and experimentally forced (nonequilibrium) conditions makes good sense of the prior literature, where reports of an effect of codon usage on translational velocity involved experimentally forced conditions (for review, see Note S1).

Further evidence that the impact of codon/tRNA abundance is buffered comes from the report that some codons whose aminoacyl-tRNAs are selected either intrinsically rapidly or slowly by the ribosome have either low or high tRNA concentrations within the cell, respectively [91], suggesting that intrinsic differences in the translation speeds of certain codons are not accentuated but rather compensated for. The evidence for codon usage/tRNA buffering indirectly suggests either that some property other than speed causes selection on codon usage (e.g., accuracy of translation [18–21]) or that selection for speed occurs when the demand-supply balance is perturbed, for example when selection acts on growth rates and favor duplications of tRNAs. That codon usage also has little or no effect on ribosome velocity in mammals [15] as well as yeast is then, in retrospect, perhaps not so unexpected.

Our results are consistent with the interaction of the cations in the protein with the ribosomal exit tunnel [23,26], a model supported by the stalling being displaced from the location on the mRNA of the codons specifying the positive charge. Our results also indicate that positive charge, more than other chemical or biophysical properties of amino acids (see Tables S6, S7, S8, S9), is key. While some highly conserved amino acid sequences have been shown to interact with the ribosomal tunnel to stall translation in order to regulate the specific gene product they control (see, e.g., [42–44]), our results suggest a fundamental role of tRNAs in the control of translation in order to regulate the specific gene product they control (see, e.g., [42–44]). Our results suggest a fundamental role of tRNAs in the control of translation in order to regulate the specific gene product they control (see, e.g., [42–44]). Our results suggest a fundamental role of tRNAs in the control of translation in order to regulate the specific gene product they control (see, e.g., [42–44]).

A general slowing of translation due to positive charge has ramifications for the evolution of the poly-A tail. If translated, the poly-A tails results in a long run of positively charged lysines. This is expected to stall run-on ribosomes [39]. This stalling may glue the aberrantly translated peptide to the ribosome, preventing potentially toxic products from diffusing into the cell and/or permit tagging of the peptide in the nascent chain-ribosome complex with signal for degradation [17].

Our results are consistent with translation of poly-A tails stalling ribosomes. Extrapolating the linear trend for larger clusters of positive charges to additively slow ribosomes (reported in Figure 3C), we note that a poly-A tail of 90 consecutive adenosines (~27 lysines) in yeast [45] should slow translation at least 4-fold more than that observed in clusters of six or more positive charges (Figure 3C), probably halting it. This is in line with experimental work showing that while nonstop mRNAs without poly-A tails are efficiently translated [46], translation of polyadenylated mRNAs lacking stop codons or full 3′UTRs is repressed after initiation [47]. Similarly, inserting a poly-A tract into a coding sequence represses translation post-initiation, but not on account of rapid mRNA decay [39]; a similar finding was reported for 3′ poly-A tails [48]. Recently, it was shown that translation of 12 consecutive basic amino acids inserted into a reporter gene causes not only translation arrest but degradation of the polypeptide [49].

Why is the tail poly-lysine if any positive charge will do? The reason is likely to be found at the DNA sequence level. Of all the possible differences in the translation speeds of certain codons are not accentuated but rather compensated for. The evidence for codon usage/tRNA buffering indirectly suggests either that some property other than speed causes selection on codon usage (e.g., accuracy of translation [18–21]) or that selection for speed occurs when the demand-supply balance is perturbed, for example when selection acts on growth rates and favor duplications of tRNAs. That codon usage also has little or no effect on ribosome velocity in mammals [15] as well as yeast is then, in retrospect, perhaps not so unexpected.
Moreover, the triplet repeats form a homogenous run of adenines, meaning that positive charges will still be added to the nascent chain (and hence stall ribosomes) no matter how the stop codon is missed, be it by failure to interpret the stop in-frame or owing to frame-shifting. This may have less relevance in species with long 3’UTRs, in which an alternative stop may be found with the UTR, but in the ancestor in which the poly-A tail evolved, if 3’UTRs were short, then this sandtrap for ribosomes may have been of considerable benefit.

It is noteworthy that bacteria, which for the most part lack poly-A tails, have an alternative mechanism (tmRNA) to tag and destroy proteins resulting from frameshifting or stop codon readthrough [50]. Stalling initiated by positive charges resulting from translation of poly-A tails in eukaryotes and tmRNA system would be functional in prokaryotes may be functionally equivalent modes of error correction [51].

Methods

Ribosomal Density Data

Both sequenced ribosomally protected fragments and sequenced fragmented total mRNA for S. cerevisiae dataset GSE13750 [29] were downloaded from the NCBI Gene Expression Omnibus at www.ncbi.nlm.nih.gov/projects/geo. The rich media and amino-acid-starved sets were considered separately. Annotation of the S. cerevisiae S288C genome as available on June 22, 2008 (the build used by Inglia et al. [29]) were obtained from the Saccharomyces cerevisiae Genome Database (www.yeastgenome.org). Only protein-coding sequences of nondubious classification were considered, giving 6,262 genes for potential analysis. Any sequences containing nonsense codons or that were not multiples of three were excluded. The sequences were further filtered to only allow the standard or alternative start codons indicated in NCBI generic code Table 1 from http://www.ncbi.nlm.nih.gov/Taxonomy/taxonomyhome.html?index.cgi?chapter=rncodes, leaving 6,215 sequences for analysis. The chromosomal location and coordinates of the sequenced fragments given in the original dataset were used in combination with the start and stop coordinates of genes from the annotations to determine which fragments map to which genes, and in the case of the footprint fragments, where along the coding sequence the protected area lies.

Since the probability of sequencing error in a stretch of ~28 nucleotides is quite low (for runs <50 bp on Genome Analyzer 2, error rates are expected to be around 1%), only one mismatch between the sequenced fragment and reference genome sequence was allowed. All fragment counts were taken as the average value of the two experimental replicates. Fragments that were sequenced at least once in one replicate but not listed in the other were marked as having an expression count of 0 at analogous positions in the latter replicate. In the case of fragments that map to more than one possible genomic location, it is impossible to tell which are the true areas covered by ribosomes. In order to avoid the introduction of false-positive ribosomal occupancies and hence footprint obtained during elongation may differ. Also, it has since been noted that elongation inhibitors, such as cyclohexamide, which was used in the creation of the dataset under consideration [29], alter the conformation of the ribosome and hence footprint obtained during elongation may differ. It is noteworthy that bacteria, which for the most part lack poly-A tails, have an alternative mechanism (tmRNA) to tag and destroy proteins resulting from frameshifting or stop codon readthrough [50]. Stalling initiated by positive charges resulting from translation of poly-A tails in eukaryotes and tmRNA system would be functional in prokaryotes may be functionally equivalent modes of error correction [51].

The Statistical Approach to Handling the Occupancy Data

We note that there are two previous studies [27,28] that examined this ribosomal footprint data [29] and found a role for codon usage in modulating ribosomal speeds, mainly by detecting a correlation between the local codon optimality along a transcript and the corresponding local density of ribosomal footprints. We cannot offer a reason why these studies provide such a finding; namely because they do not detail their methodology concerning the ribosomal footprint data, including whether they used all or just a subset of all the sequenced footprints (e.g., dependent on footprint length, the number of mismatches to the genome reference sequence allowed, or the number of places in the genome to which a single footprint could simultaneously map). Another study [16] that examined the same data contradicted the finding that codon usage affects ribosome velocity, highlighting the importance of methodology in the analysis of ribosomal profiling data. This opposing study [16], however, may have mapped footprints to multiple genomic locations and also considered only footprints 28 nt in length in an attempt to precisely map which codon is in the A-site and hence selecting an aminoacylated tRNA. We are not confident that the interpretation of ribosomal footprint data allows for such specificity, as the interpretation of where the A- and P-sites are along the ribosomal footprint seems to be inferred from the average footprint length obtained during initiation and termination [29], whereas the conformation of the ribosome and hence footprint obtained during elongation may differ. It is also possible that elongation inhibitors, such as cyclohexamide, which was used in the creation of the dataset under consideration [29], alter the conformation of the ribosome, leading to advisable caution in determining position-specificity from individual footprints [15]. For these reasons, we consider it optimal to stringently map footprints to a single location in the genome, thus preventing the introduction of a false correlation between certain codons and ribosomal density, and to consider all of the sequence that is occluded by the footprint instead of attempting to pinpoint the location of a structural site in the ribosome from the artefact of the footprint.

To determine what determines occupancy, we could consider some general linear model in which we employ multiple parameters (local codon usage, local RNA stability, and local charge density) to predict occupancy on a codon-by-codon basis. However, such models assume that the data points are independent. Owing to the nature of the data (ribosomes sit over spans of sequence), the occupancy seen at one codon by necessity is nonindependent of that seen at neighboring codons. Thus, such methods are not generally valid. To overcome the nonindependence problem, we do not consider each codon as a separate data point. Rather we consider the dimensions of the spans of increased relative occupancy and consider how trends in the dimensions of these spans correlate with the density of the potentially slowing feature in question, an approach that we outline in Figure 1 and below.
We consider for any feature (e.g., a cluster of codons or positive charges) the start position of this feature \(x = 0\). We then define for each codon at and after the start of the feature \(x = 0\) how the occupancy is related to the mean occupancy of the 30 codons upstream of \(x = 0\) within the same mRNA as the feature. We define the relative occupancy of any given codon \(r_{\text{pos}} / r_{\text{prec30}}\) as its occupancy \(r_{\text{pos}}\) divided by the mean occupancy of the 30 codons prior to the considered feature \(r_{\text{prec30}}\). For plotting purposes, we also normalize the occupancy of all codons \(y\) of the focal position at \(x = 0\) by the same \(r_{\text{prec30}}\) value. Dividing by pre-cluster ribosomal densities to obtain a ratio normalizes for differences between transcripts such as expression level, accommodates and normalizes for differences in ribosomal density that may be caused by characteristics of upstream sequence, and allows for comparisons of the relative change in ribosomal movement across different mRNAs. These relative occupancy ratios, which we calculate surrounding every identified feature, thus represent the speeding (if the ratio is <1) or slowing (if the ratio is >1) of ribosomes after a given feature as they translate that portion of that gene. After calculating the relative ribosomal occupancy ratios surrounding a feature within all available mRNAs, we then align these mRNAs by the start of that feature and calculate the average relative occupancy ratios across transcripts. We plot these averages such that \(y = 1\) is the mean ratio of all the observations across multiple RNAs at \(x = 1\), codon \(x = 2\) is the mean ratio across multiple RNAs at \(x = 2\), and so on. These plots then present a span of increased relative occupancy or of decreased relative occupancy following the start of the feature at \(x = 0\) across all instances of that feature available to our analysis.

The Average Effect of Codon Usage on Ribosomal Densities

As a gene with just one codon would have a tAI value equal to \(W_i\) of that codon, we refer in the text to a codon’s tAI value. In the main text we define rare codons to be those in the lowest quartile of \(W_i\) values as derived for yeast (CGA, ATA, CTT, CTG, CTC, CGG, AGT, CCC, GCC, AGC, CCT, TCG, TGT, ACG, and GTG). We interchangeably use “rare” for “non-optimal” as the frequency of codon usage in yeast is roughly proportional to the numbers of tRNAs that can decode them [40]. Protein-coding sequences were scanned for single rare codons; two rare codons anywhere within a five-codon stretch, three rare codons within eight codons, four or five within 10, and six or more within 16. The cluster specifications outlined here were chosen to maximize cluster sample sizes while incorporating the following caveat: we required that a block of 30 non-rare codons had to precede the identified codon clusters and that no other rare codons could be present in the next 30 codons apart from those in the identified cluster. When investigating consecutive rare codon clusters in a parallel analysis, we required that no consecutive rare codons could be present in the surrounding ~60 codons apart from those in the identified cluster (single rare codons were permitted as otherwise sample sizes would be far too small). As noted above, the first rare codon in the cluster is always considered to be at position \(x = 0\).

As there are not enough rare codon clusters that are isolated from the ribosome-slowing effects of positive charges, we were unable to introduce the requirement that no positive charges be present in the vicinity of the rare codon cluster. Instead, we split the rare codon clusters into two groups—those that had two or more positive charges coded for in the sequence following the rare cluster, and those that had either zero or one positive charge—and plotted the results for these groups separately.

As noted above, we perform a normalization with respect to the local ribosomal occupancy. Within a given mRNA, the relative increase or decrease in ribosomal density \(r_{\text{pos}} / r_{\text{prec30}}\) at each position surrounding a rare cluster was calculated by dividing the measured ribosomal density at each codon position \(r_{\text{pos}}\) by the average ribosomal occupancy of the thirty codons preceding the first rare codon in the cluster (at position \(x = 0\)) within that same mRNA \(r_{\text{prec30}}\). The average relative change in ribosomal occupancy (mean \(r_{\text{pos}} / r_{\text{prec30}}\) at a given position during/after a cluster was then calculated by aligning all identified regions of a given cluster size according to the first codon present in each cluster and calculating the average ratio (i.e., increase or decrease in measured ribosomal occupancy) in positions increasingly distant from the aligned clusters (a schematic of this approach is contained in Figure 1).

The Average Effect of Transcript Structure on Ribosomal Densities

We used experimentally and not computationally determined RNA structure data. By exposing transcripts independently to endonucleases specific for single- and double-stranded RNA, the degree to which individual nucleotides of an mRNA are involved in intramolecular secondary structure has been experimentally quantified [38]. The resulting metric is “parallel analysis of RNA structure” (PARS) values, with higher values (positive) indicating a propensity for secondary structure and lower (negative) values signifying lack thereof. The authors show the PARS metrics along transcripts in yeast generally correlate with the degree of single- versus double-strandedness predicted by the Vienna Package. PARS values for yeast transcripts were downloaded at http://genie.weizmann.ac.il/pubs/PARS10/pars10_catalogs.html. PARS values corresponding to CDS regions were determined relative to the local coordinate file from the same website.

3.3. Conserved protein-coding sequences were scanned for stretches 30 codons in length whose average PARS value was 0 or negative (and hence tending to be single-stranded), which were immediately followed by a block 31 codons in length whose average PARS value was positive (i.e., with propensity for double-strandedness). To ensure a clear transition from single- to double-stranded structure upon averaging across transcription units, we added the requirement that the first rare codon in the first 30-block have a negative PARS value and that the first codon in the subsequent 31-block have a positive PARS value. Only nonoverlapping blocks (61 codons in length) were retained, with priority given to those with the highest combined number of negative PARS value in the first 30 codons and positive PARS value in the latter 31 codons.
The general contribution of folding to slowing was then examined by calculating \( \frac{\text{pos}}{\text{prec30}} \) (as described above) at each position and then taking the average across aligned single-stranded blocks. In the first instance of such a test, we investigated the hypothesis that the ribosome closely approaches the base of the double-stranded structure such that the ribosome is positioned closely over the first double-stranded ribonucleotide (i.e., at the beginning of the 31st codon out of 61) by the time slowing occurs. Here the first 30 codons in the identified block are classed as the preceding 30 codons before slowing might occur. We then repeated the analysis examining whether pausing of the ribosome might occur somewhat further upstream—for example, if the mass of the ribosome sterically hinders it from progressing at its normal rate even before the double-stranded ribonucleotide approaches the active site. In this second analysis, we used the same identified blocks as above, but moved the potential point of slowing to 10 codons upstream of the first codon with a positive PARS score. Hence the preceding 30 codons used in this case to normalize nearby ribosomal densities were also shifted 10 codons upstream as well.

The Average Effect of Positive Charge on Ribosomal Densities

Changes in rates of translation were measured by calculating the relative change in ribosomal densities that occurs within a transcript, on average, after positively charged residues (lysine, arginine, or histidine) are added to the nascent peptide chain. Such an effect should be observed at or after the encoded charge(s) in the mRNA as the positively charged amino acid travels down the exit tunnel. To test for an additive effect of charge on ribosomal density, & & protein-coding sequences were scanned for single positively charged amino acids, two positively charged residues anywhere within five amino acids, three positively charged residues within eight amino acids, four or five positively charged amino acids within 10 amino acids, and six or more positive charges within 16 amino acids, with the first positively charged residue always considered to be at \( x = 0 \). As in the case of the rare codon cluster analyses, these loosely defined cluster specifications were chosen to maximize the sample sizes available of clusters containing different numbers of positive charges.

To eliminate interference from charged amino acids outside these charged clusters, we required that a block of 30 non-positively charged amino acids precede the identified positive-charge clusters, and that no other positively charged amino acids be present in the next 30 amino acids apart from those in the identified cluster. Thirty residues were chosen as this is approximately the length of extended peptide that the ribosomal exit tunnel can accommodate [55,56]. Thirty non-basic residues therefore should provide a baseline ribosomal occupancy reading, and hence inference of the speed of translation, before the positively charged residues are added to the peptide chain and enter the exit tunnel.

The relative increase or decrease in ribosomal density at each position \( \frac{\text{pos}}{\text{prec30}} \) was calculated for each transcript with an encoded positive-charge cluster. The average relative change in ribosomal occupancy (mean \( \frac{\text{pos}}{\text{prec30}} \) at a given position during/after a cluster was then calculated across regions aligned by similar-sized clusters (see also Figure 1 for a visual of this approach). Regarding our methodology, we find that noise in footprint density is not a problem for our analysis as we see similar findings when we consider genes with either low or high footprint coverage (Figure S15).

The Relative Contributions of Charge, Folding, and Codon Usage to Extremes of Slowing Within Transcripts

The above methods start by locating the appropriate putative ribosome-slowing feature within transcripts and then measures changes in ribosomal occupancy surrounding them. A complementary approach is to look to large changes in ribosomal density and then ask whether positive charges or rare codons are more often associated with the denser, putatively more slowly translated regions. Such an approach is best carried out on a within-mRNA level, as this normalizes for differences in overall expression levels across genes. Within each gene for which we retained ribosomal protection data (see Methods, “Ribosomal Density Data”), we located the two nonoverlapping 10-codon windows (approximately the length of RNA a ribosome footprint spans [29]) with the highest and lowest average ribosomal occupancy in that transcript.

To circumvent the arbitrariness of choosing the location of the low-occupancy 10-codon window in a transcript for which there may be multiple possible windows with no footprint data available (i.e., a footprint count of 0), we added the requirement that experimental protection data exist for each codon in the window. For each window in the pair, we recorded the average ribosomal occupancy as well as (1) the T:A; (2) the number of adjacent, nonoverlapping pairs of rare codons; (3) the number of positive charges encoded within and up to five codons upstream of the window (since a charge added while the ribosome was a few codons upstream should still be present within the exit tunnel); (4) the number of rare 6-mers (defined to be the lowest 10% of all possible in-frame 6-nt sequences within open reading frames); and (5) propensity for transcript secondary structure. We included 6-mers here, as while individual codons may be rare, it does not necessarily follow that two adjacent rare codons are just as rare as a combination, and thus examining the contribution of rare 6-mers provides an extra level of stringency in assessing the role of codon usage. As secondary structure either at the codon in question or downstream of the codon in question might pause ribosomes (see Results), we considered the PARS values not only within but also for an additional 10 codons downstream of each originally identified 10-codon window.

If codon usage bias is modulating ribosomal speed, we expect to observe the main effect over and locally surrounding the codon in question, whereas we expect, if charge indeed is influencing ribosomal velocity, to observe a downstream effect of positive charge on ribosomal density as the cation travels further down the negatively charged exit tunnel. Thus we also counted any positive charges encoded in the five codons immediately preceding the identified windows since a charge added while the ribosome was a few codons upstream should still be present within the exit tunnel. Conversely, as secondary structure either at the codon in question or downstream of the codon in question might pause ribosomes (see Results), we considered the PARS values not only within but also for an additional 10 codons downstream of each originally identified 10-codon window. Since the interpretation of PARS values may be somewhat more labile (as not only the magnitude but the sign of the values may have meaning), we tested whether double-stranded structure might associate with the more dense window in two different ways. We used two methods of measuring propensity for transcript structure. In the first method (“PARS score”), an average PARS value for a window ≤0 means the window is single-stranded, and an average PARS value >0 means the window is double-stranded; the exact magnitude of the PARS value is disregarded beyond this. In the second method (“conservative PARS score”), smaller changes in the magnitude of PARS values count more; the mean PARS value is calculated.
for each extended (20-codon) window, and the means are then compared.

The ability of each metric to explain the difference in average ribosomal occupancies between the two windows was then assessed by asking how often the window with more of a potentially ribosome-slowing feature was also the window with greater occupancy. For example, if the window with the higher ribosomal occupancy paired with the less optimal (lower) tAI—which would be expected if less optimal codons do in fact slow ribosomes—then the gene was assigned a tAI score of 1; if the higher occupancy window paired with the more optimal tAI, indicating tAI is not a good predictor of increased occupancy, the tAI score of -1 was assigned; and if the tAI was the same in the two windows, a score of 0 was given. Similar tests were performed independently on the number of rare codon pairs, PARS metrics, and number of positive charges associated with each window, with more rare pairs/more positive charges in the more occupied window—and hence potentially capable of explaining the elevated ribosomal density—each being scored 1, fewer being scored -1, and the same number in each window scored 0.

There are two potential complications of this method that we are able to address and dismiss. Firstly, although there is a tendency for ribosomal occupancy to decrease, on average, along the length of transcript [29], the correlations we report hold when we test only transcripts in which the high ribosomal occupancy windows are downstream of the low ribosomal occupancy windows [higher occupancy and increased positive charge, Spearman rho = 0.12, \( p = 0.00031 \); higher occupancy and an excess of rare pairs, Spearman \( p = 0.62 \), an excess of rare 6-mers, rho \( p = -0.06, p = 0.07 \); higher occupancy and lower tAI, Spearman rho -0.15, \( p = 2.4e-05 \). This, along with the additive pattern in Figure S1C, shows that the correlation between positive charge and increased ribosomal density is not methodological artefact.

Secondly, a window might have an apparently low average ribosomal occupancy if in fact there were ribosomal footprints that should have been assigned to that region of the transcript, but which was ultimately excluded from the analysis if the footprint mapped to multiple genomic locations. To this we note that the same analysis, when redone allowing the low-occupancy window to have a footprint count of zero, still gives similar results (Table S13). To further test this possibility, we created a list of nonredundant locations. These are sites in each transcript for which all mapping footprints were uniquely mapping to that location. In other words, no footprint data were excluded from being mapped to these sites because it also mapped somewhere else in the genome. Redoing the window comparisons analysis using the nonredundant locations, we find the results (Figures S16, S17 and Table S14) qualitatively match our original results using the dataset described above (see Methods, “Ribosomal Density Data”). Hence, we consider that our method fairly infers the above results.

Supporting Information

Figure S1 Figure 2 redone using rare codons defined according to genomic frequency shows rare codons do not slow ribosomes. In the main text, we investigate whether nonoptimal codons—that is, those with low tAI scores—might slow codons and find that they do not. To ensure that our finding that these “rare” codons do not slow ribosomes does not simply hinge on our definition of “rare,” we have repeated the analysis using an alternative definition. Here, we define “rare” codons according to their actual frequency in the genome as measured from our set of filtered genes. This rare set, of equal size to the rare tAI set, comprises the following codons: CGG, CGC, CAG, TGC, CGG, CTC, GGG, GCG, CTG, CCC, CAC, TGT, ACG, TCG, and AGG. We find that rare codons, where rare means genomically rare, do not slow ribosomes when in clusters (single rare codons; two rare codons anywhere within a five-codon stretch; three rare codons within eight codons; four or five within 10; and six or more within 16). Note slowing should be observed over, not after, the rare codon(s). (A) All genes with rare codon clusters. Regression of area under curve=number of rare codons in clusters, slope = -0.79, \( p = 0.089 \). Regressions were performed as detailed in the main text (see Figure 1 for a description of the calculation of area under the curve). We note even if \( p \) were significant, the slope would be negative, whereas if rare codons did slow ribosomes, we should expect to see a positive slope. (B) Genes with rare codon clusters that have 0 or 1 positive charge coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density, with the bulk of the effect of positive charge removed. (C) Genes with rare codon clusters that have two or more positive charges in the last 30 codon positions plotted. (PDF)

Figure S2 Consecutive rare codons, where rare is with reference to genomic frequency, do not slow ribosomes. In the main text, we investigate whether nonoptimal codons—that is, those with low tAI scores—might slow codons and find that they do not. To ensure that our finding that these “rare” codons do not slow ribosomes does not simply hinge on our definition of “rare,” we have repeated the analysis using an alternative definition. Here, we define “rare” codons according to their actual frequency in the genome as measured from our set of filtered genes. This rare set, of equal size to the rare tAI set, comprises the following codons: CGG, CGC, CAG, TGC, CGG, CTC, GGG, GCG, CTG, CCC, CAC, TGT, ACG, TCG, and AGG. The consecutive rare codons in considered codons are present between the first and second arrowheads. See Figure 1 for a description of the calculation of the area under the curve. (A) All genes with rare codon clusters. Regression of area under curve=number of rare codons in clusters, slope = -0.93, \( p = 0.32 \). (B) Genes with rare codon clusters that have 0 or 1 positive charge coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density, with the bulk of the effect of positive charge removed. (C) Genes with rare codon clusters that have two or more positive charges in the last 30 plotted codon positions. (PDF)

Figure S3 Codons that are overused in high-ribosomal occupancy windows are not “rare” according to genomic frequency. In some supplemental analyses, we examine whether “rare” codons slow ribosomes and define “rare” as the quartile of those most infrequent codons in the genome. To ensure there is not a problem with this definition, we have examined the difference in trends of codon usage at large between the two windows. (A) Tallies of all the codons used among the high-occupancy and low-occupancy windows within each gene (including the preceding five codons before each window) were kept separately. We plotted the counts for each codon in the high ribosomal occupancy window versus the counts in the low occupancy window and have color-coded the codons according to their frequency (see also Figure S6 for rare codons defined according to their tAI). If all codons are used equally among the slowly translated and quickly translated windows, then the regression should give a slope of 1, with all data points falling precisely upon the regression line. Since we have no prior expectation as to which variable should be on the x- versus y-axis—we are simply testing for a slope of 1—we used standardized major axis regression using the “smatr” package in R. We performed standardized major axis regression and found that rare codons do not slow ribosomes when in clusters (single rare codons; two rare codons anywhere within a five-codon stretch; three rare codons within eight codons; four or five within 10; and six or more within 16). Note slowing should be observed over, not after, the rare codon(s). (A) All genes with rare codon clusters. Regression of area under curve=number of rare codons in clusters, slope = -0.79, \( p = 0.089 \). Regressions were performed as detailed in the main text (see Figure 1 for a description of the calculation of area under the curve). We note even if \( p \) were significant, the slope would be negative, whereas if rare codons did slow ribosomes, we should expect to see a positive slope. (B) Genes with rare codon clusters that have 0 or 1 positive charge coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density, with the bulk of the effect of positive charge removed. (C) Genes with rare codon clusters that have two or more positive charges in the last 30 codon positions plotted. (PDF)
regressions of usage count(codon), high occupancy windows--usage count(codon), low occupancy windows along with package tests that the slope of the line is 1 and that the intercept falls through 0. When we consider only those codons within the lowest quartile of frequency values, we find that the resulting regression has a slope not significantly different from 1 (p = 0.31) and an intercept not significantly different from 0 (p = 0.68), indicating that on the whole the rarest (tAI) quartile of codons are used equally between the slow and quickly translated windows. Considering all codons, however, gives a regression with both a slope different from 1 (p = 2.9e-04) and an intercept different from 0 (p = 4.6e-04), corroborating that not rarer but more common codons are used more in the high-occupancy windows. The line x = y is plotted just as a visual aid. (B) An examination of the residuals from (A). Those codons that lie more than ~2 standard deviations away from the regression line are not from the rare end of the frequency spectrum but do tend to encode positively charged residues. Horizontals at y = −1.96, +1.96 are plotted. (C) Given that there will of course be constraints on amino acid sequence, we also desire to investigate the differences in codon usage between the two windows given the protein-coding composition of each. All of the total codon counts for each low-occupancy window (as described above) were divided by the total amino acid count encoded by that codon for the low-occupancy window. The same normalization was performed for the high-occupancy windows, and the normalized codon counts were then plotted against one another. Performing a standard major axis regression on the amino acid-adjusted codon counts shows that codons, given the protein coding sequence, are on the whole used proportionally between the quickly and slowly translated windows. When we consider only those codons within the lowest quartile of frequency values, we find that the resulting regression has a slope not significantly different from 1 (p = 0.74) and an intercept not significantly different from 0 (p = 0.25), indicating that on the whole the rarest (frequency) quartile of codons are used equally between the slow and quickly translated windows. Considering all codons, we find a slope significantly different from, but very close to, 1 (p = 0.049; slope 95% CI of 1.00, 1.08) and an intercept not different from 0 (p = 0.10). The line x = y is plotted as a visual aid. (D) The finding in (C) that codons, on the whole, are not used significantly different between the slowly and quickly translated windows (given their respective amino acid compositions) is confirmed by an analysis of the residuals. The one codon that is possibly significantly overused does not have a low genomic frequency. Horizontals at y = −1.96, +1.96 are plotted. (PDF)

**Figure S4** Shifting the “preceding 30 codons” window 4 codons upstream to accommodate the “back” of the ribosome still shows rare codons do not slow ribosomes. Imagining ribosomes did stop at rare (tAI) codons, the A-site would still be ~10–12 nucleotides from the end of the ribosomal footprint. To make sure we are not in fact improperly normalizing footprint counts around rare clusters by a “preceding 30” sequence that contains part of the footprints, we moved the “preceding 30 codons” window upstream by four codons (i.e., 12 nt). We achieve very similar results to those presented in the main text (see Figure 2). (A) All genes with rare codon clusters. (B) Genes with rare codon clusters that have 0 or 1 positive charge coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density, with the bulk of the effect of positive charges removed. (C) Genes with rare codon clusters that have two or more positive charges in the last 30 plotted codon positions. (PDF)

**Figure S5** Pairs, triplets, etc. of rare (low tAI) codons do not tend to slow ribosomes. The consecutive rare codons in considered codons are present between the first and second arrowheads. The mean x = y + 1.96 standard deviations away from the regression line tend to encode positively charged amino acids. Horizontals at y = −1.96, +1.96 are plotted. (C) Given that there will of course be constraints on amino acid sequence, we also desire to investigate the differences in codon usage between the two windows given the protein-coding composition of each. All of the total codon counts for each low-occupancy window (as described above) were divided by the total amino acid count encoded by that codon for the low-occupancy window. The same normalization was performed for the high-occupancy window and the normalized codon counts were then plotted against one another. Performing a standard major axis regression on the amino acid-adjusted codon counts shows that codons, given the protein coding sequence, are on the whole used proportionally between the quickly and slowly translated windows. When we consider only those codons within the lowest quartile of tAI values, we find that the resulting regression has a slope not significantly different from 1 (p = 0.93) and an intercept not significantly different from 0 (p = 0.82), indicating that on the whole the rarest (tAI) quartile of codons are used equally between the slow and quickly translated windows. Considering all codons, however, gives a regression with both a slope different from 1 (p = 4.0e-04) and an intercept different from 0 (p = 5.5e-04), corroborating that not rarer but more common codons are used more in the high-occupancy windows. The line x = y is plotted just as a visual aid. (B) An examination of the residuals from (A). Those codons that lie closest to ~2 standard deviations away from the regression line tend to encode positively charged amino acids. Horizontals at y = −1.96, +1.96 are plotted. (C) Given that there will of course be constraints on amino acid sequence, we also desire to investigate the differences in codon usage between the two windows given the protein-coding composition of each. All of the total codon counts for each low-occupancy window (as described above) were divided by the total amino acid count encoded by that codon for the low-occupancy window. The same normalization was performed for the high-occupancy window and the normalized codon counts were then plotted against one another. Performing a standard major axis regression on the amino acid-adjusted codon counts shows that codons, given the protein coding sequence, are on the whole used proportionally between the quickly and slowly translated windows. When we consider only those codons within the lowest quartile of tAI values, we find that the resulting
regression has a slope not significantly different from 1 \( (p = 0.45) \) and an intercept not significantly different from 0 \( (p = 0.08) \), indicating that on the whole the rarest (tAI) quartile of codons are used equally between the slow and quickly translated windows. Considering all codons, we find a slope significantly different from 1, yet very close to 1 \( (p = 0.032; \text{slope } 0.95; \text{CI of } 1.00, 1.10) \) and an intercept again not different from 0 \( (p = 0.07; \text{intercept } 95\% \text{ CI of } -0.0534, 0.0015) \). The line \( y = x \) is plotted as a visual aid. (D) The finding in (C) that codons, on the whole, are not used significantly differently between the slowly and quickly translated windows (given their respective amino acid compositions) is confirmed by an analysis of the residuals. The one codon that is possibly significantly overused does not have a low tAI value. Horizontals at \( y = -1.96, +1.96 \) are plotted.

**Figure S7** Similarity to Kozak sequence is not the primary cause of ribosomal slowing. Given that transcript similarity to the Shine-Dalgarno sequence has been shown to slow ribosomes in bacteria due to interactions of the sequence with components of the ribosomal RNA [17], we wondered whether translation speed in yeast might not be modulated by codon usage per se but by the ability of ribosomes to bind to transcript sequence that mirrors the eukaryotic Kozak sequence. Specifically, we wanted to determine whether codons that are in high-ribosomal occupancy windows within a gene might be more likely to correspond to the Kozak sequence (as compared to codons in low-occupancy windows within the same genes) and hence bind ribosomes, slowing translation. We first determined which codons were enriched in the Kozak sequence relative to the codon frequencies seen throughout the yeast genome at large using a simple randomization. Nucleotide frequencies at each position of the Kozak sequence in yeast were taken from Caveney and Ray 1991 [57].

To determine the frequencies of all the possible “codons” among the Kozak sequence space, we randomly created 20,000 possible Kozak sequences from the delineated nucleotide frequencies at each site in the consensus sequence. We then counted all possible triplet “codons” within each sequence, regardless of reading frame (since we assume that as the ribosome translates RNA, it may bind the Kozak sequence regardless of the surrounding reading frame). The counts of all possible RNA triplets that we observe within our simulated sequences are the observed “codons” within the Kozak sequence. In order to determine whether or not certain codons are over- or underused in the Kozak sequence, we compare them to the counts of codons observed again in any reading frame across 20,000 randomized sequences derived from the basal codon frequencies in the S. cerevisiae genome and of the same length as the Kozak sequence. We calculate \( Z \) a measure of the over- or underusage of a particular codon within the Kozak sequence (as compared to the rest of the genome) as \( Z_{\text{codon}} = \frac{\text{Observed codon count (in Kozak sequence)}}{-\text{Expected count (from genome frequencies)}/\text{Expected SD of codon}}. \) We can then examine which codons are overused (i.e., with a positive \( Z \) score) in slowly translated windows relative to quickly translated windows in the same genes and ask if these codons are overrepresented among the Kozak sequence(s). If so, this would suggest that RNA sequence may be slowing ribosomes not through codon-anticodon interactions but by Kozak-similar sequences binding the ribosome. (A) Tallies of all the codons used among the high-occupancy and low-occupancy windows were kept separately. We then performed a regression of count(codon) in high occupancy windows\( \sim \)count(codon) in low occupancy windows. The line \( y = x \) is plotted as a visual aid. (B) Standardized residuals from the analysis in (A) are plotted against the original \( x \) values in (A). No codons that are overrepresented in the Kozak sequence (i.e., have positive \( Z \) scores) have standardized residuals greater than +1.96, implying they may be overused. The high-\( Z \) codon AAA comes close to the +1.96 mark, however we note that AAA encodes a positively charged amino acid, lysine, as do AAG and CGA, which also fall near the +1.96 mark and are not overused in the Kozak sequence. Horizontals are plotted at \( y = 1.96, +1.96 \). (C) Here the codon counts used in (A) were normalized by the usage of the corresponding amino acid to investigate fluctuations in synonymous codon choice given the amino acid in the protein. We then performed a regression of count(codon)/count(corresponding amino acid) in high occupancy windows\( \sim \)count(codon)/count(corresponding amino acid) in low occupancy windows. The line \( y = x \) is plotted as a visual aid. (D) Standardized residuals from (C) are plotted against the original \( x \) values. We observe that those codons that are significantly overrepresented (i.e., over +1.96 standard deviations) in the high occupancy windows (given the amino acid content) are in fact underrepresented in the Kozak sequence (with a negative \( Z \) score) compared to the genome at large. Even the AAA codon, above the +1.96 standard deviation mark in (B), is not overused when factoring in amino acid choice as shown here. We consider this confirmation of our inference that the AAA codon has a high residual in (B) on account of the amino acid it encodes, and not merely because of its similarity to Kozak sequence. For these reasons, although we cannot rule out a potential contribution to slowing, we consider that transcript similarity to the Kozak sequence cannot explain the bulk of ribosomal pausing in yeast.

**Figure S8** Ribosomal slowing after positive charge clusters in the ribosomal footprint set taken from amino-acid-starved yeast [29].

**Figure S9** Changes in relative translation rates after rare codon clusters calculated from amino-acid-starved data [29]. Three rare codon clusters are plotted with outlier axes. (A) All genes with rare codon clusters. (B) Genes with rare codon clusters that have 0 or 1 positive charge coded for in the last 30 codon positions plotted.

These plots represent the net effect of tAI on ribosomal density with the bulk of the effect of positive charge removed. (C) Genes with rare codon clusters that have two or more positive charges in the last 30 codon positions plotted.

**Figure S10** Positive charges show an additive (linear) trend in slowing ribosomes in the amino-acid-starved dataset [29], but rare codons do not. The degree of slowing is a function of both the magnitude of ribosomal density and the length of transcript the slowing covers. Therefore to measure any trend in the ability of either positive charges or codon clusters to slowing, the area between the curves depicting the average relative change in ribosomal density \( y = \frac{\text{count(codon)}}{\text{count(-codon)}} \) and the \( y = 1 \) null in Figures S8 and S9, whether positive or negative, was summed between \( x = 0 \) (the beginning of the cluster) and the point where the plotted values intersect with \( y = 1 \) again (see Figure 1). A positive value for the area under the curve indicates ribosomal slowing, while a negative value reflects faster movement. (A) Regression of area under curve\( -\text{tAI of cluster } +0 \) gives a slope of 5.15 \( (p = 0.0122, \text{t}^2 = 0.7815) \). A linear model (not shown) that does not force the regression through the origin gives an insignificant intercept \( p = 0.64 \). (B-D) Regression of area under curve\( -\text{tAI of cluster } +0 \), slope \( p = 0.56, 0.93, \) and 0.35, respectively.

**Figure S11** Positive charges encoded by A/G- and C-rich codons both slow ribosomes. If positive charges indeed slow
charged codons, we should detect slowing regardless of the codon encoding the charge. Since we are now considering specific subgroups among the positive charge clusters depending on the corresponding codon composition, sample size quickly becomes an issue. The 1-charge positive charge clusters give not only the best sample size, but also the fairest comparison since the composition of the “cluster” must be binary (either A/G or C-rich) and not mixed. Our results show that positive charged clusters slow ribosomes regardless of the nature of the codon encoding the charge. The C-rich codons (encoding Arg and His) may slow translation slightly less than the A-rich codons (Lys and Arg). This is to be expected, as histidine has a lesser tendency to be charged at physiological pH (see also Results).

(PDF)

Figure S12 Histidine-enriched clusters slow less than histidine-free clusters. As we note in the main text, histidine is least likely to be charged at physiological pH than lysine or arginine. Here we divide positive charge clusters according to whether or not they contain any putative sites of histidine residues versus no histidine sites at all and observe that greater slowing is observed after histidine-free clusters, in line with expectations if charge does slow ribosomes.

(PDF)

Figure S13 The only significantly overused amino acid in the high-ribosomal occupancy windows across genes (relative to the amino acid content in the paired low-occupancy windows in the same gene) is lysine, which is positively charged. In our main analysis we identified amino acids we expect to slow ribosomes (e.g., basic amino acids) and then examining the change in ribosomal occupancy upon their addition to the peptide chain. An alternative approach is to ask which amino acids are statistically overrepresented within the most slowly translated (i.e., most footprint-dense) regions within a gene. As different genes have their own expression levels, nucleotide contents, and functions, we would ideally like to control for these differences among genes when examining which amino acids are overused on the whole. For this reason, we re-employed a two-window analysis in which the highest ribosomal occupancy window and the lowest occupancy window (each of 10 codons) were identified in every gene for which we had ribosomal occupancy data. Tally of all the amino acids used among the high-occupancy and low-occupancy windows (and including the preceding five codons before each window, as these amino acids may have just entered the tunnel when slowing occurs) were kept separately. We then performed a regression of usage count/(usage + empty sites), high occupancy window = usage count/(usage + empty sites) if all amino acids are used equally among the slowly translated and quickly translated windows, then the regression should give a slope of 1, with all data points falling precisely upon the regression line. We plotted the residuals of this regression against the low window count, such that amino acids that are significantly overused in the high-occupancy window will have standardized residuals of greater than +1.96. Only a positively charged amino acid (lysine) is significantly overused in the higher ribosomal occupancy window.

(PDF)

Figure S14 The effect of positive charge is not explained by covariance with codon usage rAI or mRNA folding. In order to determine if global patterns of codon usage or mRNA secondary structure might in fact be contributing to patterns in ribosomal slowing we observe after clusters of positive charges, we also examined the relative changes in rAI and PARS values after the clusters. Within a given transcript, the relative increase or decrease in codon optimality at each position surrounding the charged cluster was calculated by dividing the measured ribosomal density at some codon position (ΔAI/Δpos) by the average rAI of the 50 codons preceding the first coded-for charge in the cluster within that transcript (ΔAI/Δprec30). The mean relative change in rAI after a cluster positive charges was then calculated by aligning all transcripts with a given cluster size by the first charge in each cluster and calculating the average ratio (ΔAI/Δpos) in each codon site surrounding the cluster. We similarly calculated the relative increase or decrease in propensity for double-stranded structure, as quantified by PARS values, at each position surrounding the charged cluster. As PARS values as originally published [30] are logged ratios, we first took the antilog of all PARS values (making all of them positive) in order to be able to calculate relative increases or decreases in the values along transcripts by dividing the unlogged PARS value at some codon position surrounding the encoded charge cluster (PARSpos) by the average PARS of the 50 codons (all previously antilogged) preceding the first coded-for charge in the cluster within that transcript (PARSprec30). This method is conservative, as taking the antilog will result in PARS values indicating single-strandedness being bunched between 0 and 1, but with PARS values indicating double-strandedness spread above 1. Hence increases in double-stranded propensity will be exaggerated. The average relative change in either rAI or PARS (mean ΔAI/Δprec30 or PARSpos/PARSprec30) at a given position after a cluster was then calculated by aligning all identified regions of a given cluster size according to the first charge present in each cluster and calculating the average ratio in positions increasingly distant from the first positive charge of the aligned clusters. Positive charges in a cluster may be coded for anywhere between the two downturned triangles. An average ΔAI/Δprec30 above 1 indicates a relative local increase in ribosomal density in that position across transcripts (as in Figure 1). (A) An average ΔAI/Δprec30 below 1 indicates the codons in that position across transcripts tend to decrease in optimality on average relative to the average rAI of the preceding 30 codons across transcripts, while a ratio above 1 signifies an increase in optimality. We find that different codon use in the vicinity of positive charges cannot explain the charge slowing effect. We observe no correlation between relative changes in ribosomal density and rAI after the first charge in the cluster (r = 0.02, r = 0.03 in this figure, panel A; Spearman P, left to right: 0.93, 0.73, 0.22, 0.17, and 0.63). For a more relaxed test, we then compared, for each plot in Figure 5, the relative changes in codon optimality (ΔPARSpos/PARSprec30) seen after the start of each cluster at x = 0 until the point where relative change in ribosomal density (ΔPARSpos/PARSprec30) drops back to previous levels (y = 1) to the ΔAI/Δprec30 values seen in all other surrounding plotted sites (i.e., those sites lacking charge-induced pausing). If anything, relatively more positive ΔPARSpos/PARSprec30 > 1 codons are coded for during periods of elevated ribosomal occupancy for clusters comprising six or more encoded cations, while no difference in optimality is detected in codon usage during elevated ribosomal occupancy compared to surrounding codon usage for other-sized charge clusters [Mann-Whitney U test p values, left to right in this figure, panel A: 0.96, 0.20, 0.07, 0.07, and 0.003]. Hence we conclude that changes in codon bias are not responsible for the slowing patterns associated with positively charged residues (Figure 5), as expected if rare codons do not slow ribosomes (Figure S3). (B) An average relative change in ΔAI/Δprec30 is calculated by aligning all Methods) PARS values (i.e., PARSpos/PARSprec30) plotted above 1 indicates a greater likelihood of double-stranded structure in that position on average relative to preceding sequence, while a ratio less than 1 indicates a decrease in propensity for double-strandedness relative to the
preceeding 30 codons. We find that the slowing effect of positive charge cannot be explained by mRNA folding in the vicinity of positive charges. There is no correlation between the relative change in PARS values (\(\text{PARS}_{\text{pos}} / \text{PARS}_{\text{prec30}}\)) after the first charge in the cluster (this figure, panel B, 0.98 ± 0.30) and relative changes in ribosomal density (Spearman \(\rho\), left to right: 0.44, 0.65, 0.97, 0.99, and 0.15), which we may have expected to observe if RNA structure has a local effect on ribosomal slowing. Likewise, under such a local-slowing hypothesis, we should expect to see a significant difference in the average PARS ratios seen among the sequence between \(x = 0\) and the point at which elevated ribosomal density curve \(\text{PARS}_{\text{pos}} / \text{PARS}_{\text{prec30}}\) drops back to \(y = 1\) versus PARS ratios in surrounding plotted sites. Such a difference, however, is seen only in the two-charge plot (this figure, panel B). Mann-Whitney U test \(p\) values, left to right: 0.17, 0.0006, 0.24, 0.08, and 0.60. If we instead assume that downstream structure has a pausing effect observable more upstream, a more appropriate test is to compare the PARS ratios from \(-30 ≤ x ≤ 0\) to those from 0 ≤ \(x ≤ 30\). In this case, we observe no significant difference in relative propensity for double-strandedness before or after positive charges apart from in the case of a single positive charge alone (this figure, panel B). Mann-Whitney U test \(p\) values, left to right: 0.0004, 0.07, 0.12, 0.08 (with the mean \(\text{PARS}_{\text{pos}} / \text{PARS}_{\text{prec30}}\) decreasing on average after the start of the cluster), and 0.60. We note that this version of the test is exceedingly conservative as PARS values had to be antilogged before informative ratios could be calculated. This means that previously negative values (indicating single-strandedness) will now be sandwiched in between 0 and 1, while formerly positive values (indicating double-strandedness) now span a range of values above 1. Hence normalizing the PARS score at a given position by the average PARS value of the preceding 30 codons will exaggerate not only the importance of structured versus free-form RNA, but will also exaggerate small differences in the magnitude of PARS values already denoting double-strandedness. (C) An alternative calculation showing that RNA structure does not account for the pausing observed near positive charges. Note this figure does not show the change in PARS values relative to the preceding sequence (as in B), but the average magnitude of the PARS value in that position across aligned transcripts. An average of PARS values plotted above 0 indicates a greater likelihood of double-stranded structure in that position on average, while a mean value of less than 1 indicates a propensity for single-strandedness. We find no correlation between the average PARS values after the first charge in the cluster \(0 ≤ x ≤ 30\) and relative changes in ribosomal density (this figure, panel C; Spearman \(\rho\), left to right: 0.77, 0.95, 0.87, 0.34, and 0.09), as we might have observed if RNA structure has a local effect on ribosomal slowing. Likewise, if structure causes local slowing, we should see a significant difference in the average PARS values between \(x = 0\) and the point at which elevated ribosomal density curve \(\text{PARS}_{\text{pos}} / \text{PARS}_{\text{prec30}}\) drops back to \(y = 1\) versus PARS values in surrounding plotted sites. We do not, however, detect such a difference (this figure, panel C; Mann-Whitney U test \(p\) values, left to right: 0.66, 0.17, 0.30, 0.27, and 0.90). Examining whether downstream structure has a pausing effect observable further upstream, we then compare the PARS ratios from \(-30 ≤ x ≤ 0\) to those from 0 ≤ \(x ≤ 30\). In this case, we observe no significant difference in relative propensity for double-strandedness before or after positive charges (this figure, panel C; Mann-Whitney U test, left to right: 0.98, 0.98, 0.97, 0.27, and 0.90). (PDF)

Figure S15 Genes with either high or low footprint coverage both produce consistent slowing patterns after positive charge clusters. To ensure that noise in the location of footprints among genes with fewer overall footprints is not an issue for analysis, we redrew our \(\text{TPS}_{\text{pos}} / \text{TPS}_{\text{prec30}}\) plots surrounding positive charge clusters using both the bottom half and top half of all genes according to their footprint saturation. Note that in this analysis we do not normalize the footprint counts per codon per gene by mRNA levels. This is because we are not interested in footprint coverage per transcript (as we might be if considering rates or mechanistic issues), but in the statistical power that the total footprint coverage per gene gives us, regardless of the number of transcripts that the footprints were captured from. Areas under the curve were measured as in the main text (see Figure 1). In each case we find similar results to those presented in the main analysis (Figure 5), namely that positive charges additively slow ribosomes. (A) Bottom half of genes: Regression of area under curve/cluster size, slope = 0.8, \(r^2 = 0.79, p = 0.027\). (B) Top half of genes: Regression of area under curve/cluster size, slope = 0.96, \(r^2 = 0.74, p = 0.039\). (PDF)

Figure S16 Figure 5 redone on the nonredundant footprint set. We wanted to confirm that the exclusion of footprints that map to two or more potential locations in the genome was not systematically biasing our estimates of ribosomal density. For this reason we replotted the average relative change in ribosomal density within a gene upon translation of encoded positive charge clusters using our nonredundant footprint set (see the end of the Methods section), in effect only considering those locations in the genome to which footprints uniquely map. Considering solely these regions in the transcriptome to which footprints can only ever be mapped unambiguously still shows positive charges additively slow translation. (PDF)

Figure S17 Figure 2 redone on the nonredundant footprint set. We wanted to confirm that the exclusion of footprints that map to two or more potential locations in the genome was not systematically biasing our estimates of ribosomal density. For this reason we replotted the average relative change in ribosomal density within a gene upon translation of rare codon clusters using our nonredundant footprint set (see the end of the Methods section), in effect only considering those locations in the genome to which footprints uniquely map. Considering solely these regions in the transcriptome to which footprints can only ever be mapped unambiguously still shows rare codons do not slow translation. (A) All genes with rare codon clusters. (B) Genes with rare codon clusters that have 0 or 1 positive charge coded for in the last 30 codon positions plotted. These plots represent the net effect of \(\text{tAI}_{\text{pos}}\) on ribosomal density with the bulk of the effect of positive charge removed. (C) Genes with rare codon clusters that have two or more positive charges in the last 30 codon positions plotted. (PDF)

Note S1 Codon usage and translation rates: how can codon usage not predict ribosome occupancy but be commonly assumed to be associated with faster translation? (PDF)

Note S2 Only positive charge is capable of explaining the region of strongest translational pausing within transcripts. (PDF)

Note S3 Trend of slowing increasing with charge is not random. (PDF)

Table S1 Table 1 of the main text redone using rare codons that are defined to occur with genomic infrequency shows rare codons do not slow ribosomes. In the main text, we investigate whether nonoptimal codons—that is, those with low \(\text{tAI}\) scores—might slow codons and find that they do not. To ensure that our finding
that these “rare” codons do not slow ribosomes does not simply hinge on our definition of “rare,” we have repeated the analysis using an alternative definition. Here, we define “rare” codons according to their actual frequency in the genome as measured from our set of filtered genes. This rare set, of equal size to the rare tAI set, comprises the following codons: CGG, CGC, CGA, TGC, CCG, CTG, GCC, GAC, GTC, GCC, GAT, TAT, ACA, CAC, TGT, AGG, TGG, and AGG. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts. Rare (infrequent) codons and codon pairs tend to be found more in the less dense (faster translated) window. Similarly, the presence of rare pairs and rare codons decreases in the slowly translated windows as the difference in degree of ribosomal slowing grows. (PDF)

Table S2 Genes with identified rare codon clusters are not disproportionately sampled from lowly expressed genes. Could it be that large changes in ribosomal occupancy are not observed after rare clusters (Figure 2A and Figure 3A) because the clusters we identify are more likely to come from lowly expressed genes—that is, genes that do not have high translation levels and for which it may be less likely that ribosomal footprints will be sampled? We used the average footprint count of a gene (total number of footprints within the coding sequence divided by gene length) as a proxy for protein expression levels. If anything, there are more genes with nonoptimal codon clusters from genes that have more footprint reads ($x^2$, $p=2.2e^{-16}$) so we do not consider this an issue. (PDF)

Table S3 Sequence similarity to the yeast Kozak sequence cannot explain the greatest slowing within transcripts. Given that transcript similarity to the Shine-Dalgarno sequence has been shown to slow ribosomes in bacteria due to interactions of the sequence with components of the ribosomal RNA [17], we wondered whether translation speed in yeast might not be modulated by codon usage per se but by the ability of ribosomes to bind to transcript sequence that mirrors the eukaryotic Kozak sequence. Specifically, we wanted to determine whether codons that are in high-ribosomal occupancy windows within a gene might be more likely to correspond to the Kozak sequence (as compared to codons in low-occupancy windows within the same genes) and hence bind ribosomes, slowing translation. We first determined which codons were enriched in the Kozak sequence relative to the codon frequencies seen throughout the yeast genome at large using a simple randomization. Nucleotide frequencies at each position of the Kozak sequence in yeast were taken from Cavener and Ray 1991 [57]. To determine the frequencies of all the possible “codons” among the Kozak sequence space, we randomly created 20,000 possible Kozak sequences from the delineated nucleotide frequencies at each site in the consensus sequence. We then counted all possible triplet “codons” within each sequence, regardless of reading frame (since we assume that as the ribosome traverses RNA, it may bind the Kozak sequence regardless of the surrounding reading frame). The counts of all possible RNA triplets that we observe within our simulated sequences are the observed “codons” within the Kozak sequence. In order to determine whether or not certain codons are over- or underused in the Kozak sequence, we compare them to the counts of codons observed (again in any reading frame) across 20,000 randomized sequences derived from the basal codon frequencies in the S. cerevisiae genome and of the same length as the Kozak sequence. We calculate $Z$, a measure of the over- or underusage of a particular codon within the Kozak sequence (as compared to the rest of the genome), as $Z_{observed} = (\text{Observed codon count (in Kozak sequence) – Expected count (from genome frequencies)})/\text{Expected SD of codon}$. We can then perform a test similar to the one in Methods, “The Relative Contributions of Charge, Folding, and Codon Usage to Extremes of Slowing Within Transcripts,” but where we consider possible slowing codons to be those with a positive $Z$ (GAT GAC AAC TGG CAA GGC GTA GTG TAT ACA TGG ATA CAT AAA TGT AAT ATG). A score of 1 indicates there are more codons with positive $Z$ within the more occluded intra-transcript window; −1, less positive; 0, present in both windows in equal amounts. (A) Similarity to Kozak sequence cannot explain slowing in several quantiles (binomial tests), nor can it explain increased slowing ($x^2$ tests). (B) Even when the number of positive charges is the same between the two windows, we do not detect a significant contribution of similarity to Kozak sequence to slowing. (C) Controlling for amino acid usage in two different ways, we detect no contribution of similarity to Kozak sequence to slowing; in fact, as the degree of slowing increases, the ability of Kozak similarity to explain slowing decreases ($x^2$ tests). Method 1 (in bold): a gene is scored “1” if the slow window contains more codons with positive $Z$, “−1” if it contains fewer. Method 2 (in italics): the magnitude of all the positive $Z$ values is averaged in each window, and the gene is scored “1” if the slower window has a higher average $Z$, “−1” if its average $Z$ is lower. (PDF)

Table S4 Table 1 tAI score tests controlled for amino acid content. Could differences in amino acid usage between the two windows be biasing our result that neither codon usage nor rare pairs slow ribosomes (Table 1)? It could be that certain amino acids only have relatively high or low tAIs, and a preponderance of such amino acids in one window over the other could cause an apparent preference for (non)optimal codons, which is in fact a preference for a certain amino acid. For this reason we tested whether differences in amino acid usage between the high and low ribosomal occupancy windows within a transcript systematically alter the tAI scores (and hence the resulting interpretation of the contribution of codon usage to ribosomal density) in our window comparison analysis. To do this, we identified the same high and low ribosomal occupancy windows within a transcript as above. This time, however, we considered only amino acids that are charged residues stall ribosomes
Charged Residues Stall Ribosomes

Method 2. Original \( \Delta \mu \) quantiles means the same quantile boundaries used in the main analysis were used, whereas recalculated \( \Delta \mu \) quantiles are drawn from only those genes considered in this amino-acid-adjusted analysis. The \( p \) value for \( \chi^2 \) tests with fewer than five observations in any square was calculated by resampling the observations without replacement and noting how many times \( (p) \) the \( \chi^2 \) value of the resampled set was greater than or equal to the observed. The \( p \) was then calculated as \((p+1)/(n+1)\), where \( n \) is the number of iterations performed \((1,000)\). (A) Upon controlling for differential amino acid content in the two windows as detailed above, the result that tAI cannot explain patterns of slowing is still robust. Additionally we no longer detect a decrease in the ability of tAI to explain pausing in the upper quantiles as observed in Table 1A. (B) and (C) show the effect of tAI (adjusted for amino acid use) in only those pairs of intra-transcript windows that have the same number of positive charges between them.

Table S5 Table 1 done again on the amino-acid-starved footprint set [29]. Only positive charge is systematically capable of explaining ribosomal slowing, including the severest slowing. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the lower density intra-transcript window; −1, less present; 0, present in both windows in equal amounts. A low codon optimality, if anything, tends to pair more with the less dense (faster translated) window. Similarly, not only do rare pairs and rare 6-mers tend to be found more often in the faster-translated window, but their presence decreases as the difference in degree of ribosomal slowing grows. Additionally, a greater likelihood of transcript secondary structure at or just before the identified window is associated not with the more occluded windows, but with the less dense (faster translated) ones, and the presence of secondary structure in fact decreases as the difference in ribosomal slowing between the windows increases. Positive charge, however, is consistently associated with the higher density (more slowly translated) window.

Table S6 Positive charge best explains the slowest translated regions within transcripts compared to other physiochemical properties of amino acids. While we find that positive charges slow ribosomes, we wanted to control for the effects of other physiochemical properties of amino acids, specifically hydrophathy (Phe, Val, Leu, Ile, Met), polarity (Asn, Gln, Ser, Thr, Cys, Tyr), and negative charge (Asp, Glu). These groups of amino acids, however, do not lend themselves to the \( t_{pos}/t_{neg} \) analysis we carry out in the main text (see Figures 1–5) in the same way that positive charge does. The \( t_{pos}/t_{neg} \) plotting analysis is suited to positive charges because they cluster in a way that gives us reasonable sample sizes given our constraints—that is, the number of positive charges we require in the cluster and the additional requirement that there be no surrounding positive charges outside of the cluster. In the case of the other amino acid groups, there are either too many constituent members of the group and which are used too rarely (e.g., hydrophathy) to define isolated “clusters” for investigation, or the amino acids are used too rarely as clusters away from positive charges, and are of insufficient cluster sizes to establish any slowing trends (e.g., negative charges). We therefore compared the effects of these other physiochemical properties of amino acids by comparing the amino acids encoded by the highest ribosomally occupied versus lowest occupied windows within genes. The analysis was carried out similarly to the way Table 1 was created in the main text, only this time counting different amino acids depending on the physiochemical property being investigated. We find that, on the whole, only positive charge can robustly explain the slowing patterns we observe. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts. (A) Hydrophobic residues (Phe, Val, Leu, Ile, Met) cannot explain increased slowing as the difference in translation speed between the two windows increases \((\chi^2, p = 0.98)\). Additionally the proportion of genes that pass the hydrophobicity test compared to failing it is only significant in the fourth quantile \((q4)\) (binomial \( p = 0.023\)). (B) Polar residues (Asn, Gln, Ser, Thr, Cys, Tyr) cannot explain increased slowing as the difference in translation speed between the two windows increases \((\chi^2, p = 0.21)\). Additionally the proportion of genes that pass or fail the negative charge score test in the third quantile \((q3)\) is not significantly different (binomial \( p = 0.83\)). (D) Positive charge score, from Table 1, is shown for purposes of comparison.

Table S7 Positive charge explains slowing better than amino acid hydrophobicity. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts. (A–C) In those genes that fail the positive charge test (charge score \( \geq 0 \) or \( \leq -1 \)), we find that hydrophobicity cannot explain the increased slowing in these windows either (this table, \( \chi^2 \) tests). For this reason we consider that while amino acids with hydrophobic side chains may be used more often in the vicinity of positive charge (this table, binomial tests), perhaps for certain structural motifs or because of the types of genes under consideration, they cannot be responsible for the major slowing effect. (D–F) Positive charge can explain the slowing in genes where hydrophobicity cannot.

Table S8 Positive charge explains slowing better than amino acid polarity. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts. (A–C) In those genes that fail the positive charge test (charge score \( \geq 0 \) or \( \leq -1 \)), we find that polarity cannot explain the increased slowing in these windows either (this table, \( \chi^2 \) tests). For this reason we consider that while amino acids with polar side chains may be used more often in the vicinity of positive charge (this table, binomial tests), perhaps for certain structural motifs or because of the types of genes under consideration, they cannot be responsible for the major slowing effect. (D–F) Positive charge can explain the slowing in some genes where polarity cannot.

Table S9 Positive charge explains slowing better than negative charge. Quantiles of the difference in average ribosomal density.
between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts. (A–C) In those genes that fail the positive charge test (charge score = 0 or −1), we find that negatively charged amino acids cannot explain the increased slowing in these two windows either (this table, χ² tests). For this reason we consider that while amino acids with negatively charged side chains may be used more often in the vicinity of positive charge (this table, binomial tests), perhaps for certain structural motifs or because of the types of genes under consideration, they cannot be responsible for the major slowing effect. (D–F) Positive charge can explain the slowing in genes where negative charge cannot.

Table S10 The relationship of charge score to tAI score. Quantiles of the difference in average ribosomal occlusion between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts. (A) The ability of charge to explain slowing (charge score of 1) cannot be explained by concomitant use of suboptimal codons. A charge score of 1 represents more commonly pairs with a tAI score, which cannot explain slowing (tAI score of −1), and increasingly so as the difference in ribosomal speeds between the two windows grows. (B) These tAI scores are drawn from transcripts for which both intra-transcript windows have the same number of charges (charge score = 0) and hence such comparisons should be controlled for the effect of positive charge on ribosomal speed. Different tAI scores are equally distributed among quantiles, indicating the inability of tAI to predict either ribosomal slowing or the degree of ribosomal slowing even in the absence of an effect of charge on ribosomal speed. (C) tAI does not systematically account for slowing in windows for which increased charge pairs with the faster window.

Table S11 The relationship of rare pair score to charge score. Quantiles of the difference in average ribosomal occlusion between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts. (A) The ability of charge to explain slowing (charge score of 1) cannot be explained by concomitant use of rare pairs. A charge score of 1, if anything, demonstrates rare pairs cannot predict the magnitude of slowing even in the absence of an effect of charge on ribosomal speed. (C) Rare pairs do not systematically account for slowing in windows for which increased charge pairs with the faster window.

Table S12 The relationship of PARS score (double stranded- ness) to charge score. Quantiles of the difference in average ribosomal occlusion between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; −1, less present; 0, present in both windows in equal amounts.

Table S13 Table 1 done again, allowing the lower occupancy window to have a ribosomal occupancy of 0.

Table S14 Table 1 done again on the non-redundant footprint location set.
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Figure S1. Figure 2 redone using rare codons defined according to genomic frequency shows rare codons do not slow ribosomes. In the main text we investigate whether non-optimal codons, i.e. those with low tAI scores, might slow codons and find that they do not. To ensure that our finding that these ‘rare’ codons do not slow ribosomes does not simply hinge on our definition of ‘rare’, we have repeated the analysis using an alternative definition. Here, we define ‘rare’ codons according to their actual frequency in the genome as measured from our set of filtered genes. This rare set, of equal size to the rare tAI set, comprises the following codons: CGG, CGC, CGA, TGC, CCG, CTC, GGG, GCG, CGT, CCC, CAC, TGT, ACG, TCG, AGG. We find that rare codons, where rare means genomically rare, do not slow ribosomes when in clusters (single rare codons; two rare codons anywhere within a 5-codon stretch; 3 rare codons within 8 codons; 4 or 5 within 10, and 6 or more within 16). Note slowing should be observed over, not after, the rare codon(s). A) All genes with rare codon clusters. Regression of area under curve ~ number of rare codons in cluster, slope = -0.79, P = 0.080. Regressions were performed as detailed in the main text (see Figure 1 for a description of the calculation of area under the curve). We note even if P were significant, the slope would be negative, whereas if rare codons did slow ribosomes we should expect to see a positive slope. B) Genes with rare codon clusters which have 0 or 1 positive charges coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density with the bulk of the effect of positive charge removed. C) Genes with rare codon clusters which have 2 or more positive charges in the last 30 codon positions plotted.
Figure S2. Consecutive rare codons, where rare is with reference to genomic frequency, do not slow ribosomes. In the main text we investigate whether non-optimal codons, i.e. those with low tAI scores, might slow codons and find that they do not. To ensure that our finding that these ‘rare’ codons do not slow ribosomes does not simply hinge on our definition of ‘rare’, we have repeated the analysis using an alternative definition. Here, we define ‘rare’ codons according to their actual frequency in the genome as measured from our set of filtered genes. This rare set, of equal size to the rare tAI set, comprises the following codons: CGG, CGC, CGA, TGC, CCG, CTC, GGG, GCG, CGT, CCC, CAC, TGT, ACG, TCG, AGG. The consecutive rare codons in considered codons are present between the first and second arrowheads. See Figure 1 for a description of the calculation of the area under the curve. A) All genes with rare codon clusters. Regression of area under curve ~ number of rare codons in cluster, slope = -9.8, P = 0.32. B) Genes with rare codon clusters which have 0 or 1 positive charges coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density with the bulk of the effect of positive charge removed. C) Genes with rare codon clusters which have 2 or more positive charges in the last 30 plotted codon positions.
Figure S3. Codons which are overused in high-ribosomal occupancy windows are not ‘rare’ according to genomic frequency. In some supplemental analyses we examine whether ‘rare’ codons slow ribosomes, and define ‘rare’ as the quartile of those most infrequent codons in the genome. To ensure there is not a problem with this definition, we have examined the difference in trends of codon usage at large between the two windows. A. Tallies of all the codons used among the high-occupancy and low-occupancy windows within each gene (including the preceding 5 codons before each window) were kept separately. We plotted the counts for each codon in the high ribosomal occupancy window versus the counts in the low occupancy window, and have color-coded the codons according to their frequency (see also Figure S6 for rare codons defined according to their tA1). If all codons are used equally among the slowly-translated and quickly-translated windows then the regression should give a slope of 1, with all datapoints falling precisely upon the regression line. Since we have no prior expectation as to which variable should be on the x- vs. y-axis—we are simply testing for a slope of 1—we used standardized major axis regression using the ‘smatr’ package in R. We performed standardized major axis regressions of usage count(codon), high occupancy windows ~ usage count(codon), low occupancy windows along with package tests that the slope of the line is 1 and that the intercept falls through 0. When we consider only those codons within the lowest quartile of frequency values, we find that the resulting regression has a slope not significantly different from one (P = 0.51) and an intercept not significantly different from 0 (P = 0.68), indicating that on the whole the rarest (tA1) quartile of codons are used equally between the slow and quickly-translated windows.
Considering all codons, however, gives a regression with both a slope different from 1 \( (P = 2.9 \times 10^{-4}) \) and an intercept different from 0 \( (P = 4.4 \times 10^{-4}) \), corroborating that not rarer but more common codons are used more in the high-occupancy windows. The line \( x = y \) is plotted just as a visual aid. B. An examination of the residuals from part A. Those codons which lie more than \( \sim 2 \) standard deviations away from the regression line are not from the rare end of the frequency spectrum but do tend to encode positively charged residues. Horizontals at \( y = -1.96, +1.96 \) are plotted. C. Given that there will of course be constraints on amino acid sequence, we also desire to investigate the differences in codon usage between the two windows given the protein-coding composition of each. All of the total codon counts for each the low-occupancy window (as described above) were divided by the total amino acid count encoded by that codon for the low-occupancy window. The same normalization was performed for the high-occupancy windows, and the normalized codon counts were then plotted against one another. Performing a standard major axis regression on the amino acid-adjusted codon counts shows that codons, given the protein coding sequence, are on the whole used proportionally between the quickly and slowly-translated windows. When we consider only those codons within the lowest quartile of frequency values, we find that the resulting regression has a slope not significantly different from one \( (P = 0.74) \) and an intercept not significantly different from 0 \( (P = 0.25) \), indicating that on the whole the rarest (frequency) quartile of codons are used equally between the slow and quickly-translated windows. Considering all codons, we find a slope significantly different from, but very close to, 1 \( (P = 0.049; \text{slope} \ 95\%\ CI \ of \ 1.00, 1.08) \) and an intercept not different from 0 \( (P = 0.10) \). The line \( x = y \) is plotted as a visual aid. D. The finding in part C that codons, on the whole, are not used significantly differently between the slowly and quickly translated windows (given their respective amino acid compositions) is confirmed by an analysis of the residuals. The one codon which is possibly significantly over-used is does not have a low genomic frequency. Horizontals at \( y = -1.96, +1.96 \) are plotted.
Figure S4. Shifting the ‘preceding 30 codons’ window 4 codons upstream to accommodate the ‘back’ of the ribosome still shows rare codons do not slow ribosomes. Imagining ribosomes did stop at rare (tAI) codons, the A-site would still be ~10-12 nucleotides from the end of the ribosomal footprint. To make sure we are not in fact improperly normalizing footprint counts around rare clusters by a ‘preceding 30’ sequence which contains part of the footprints, we moved the ‘preceding 30 codons’ window upstream by 4 codons (i.e. 12 nt). We achieve very similar results to those presented in the main text (see Figure 2). A) All genes with rare codon clusters. B) Genes with rare codon clusters which have 0 or 1 positive charges coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density with the bulk of the effect of positive charge removed. C) Genes with rare codon clusters which have 2 or more positive charges in the last 30 codon positions plotted.
Figure S5. Pairs, triplets etc. of rare (low tAI) codons do not tend to slow ribosomes. The consecutive rare codons in considered codons are present between the first and second arrowheads. The mean $r_{pos}/r_{prec30}$, or relative change in ribosomal occupancy, at each position across aligned transcripts ± s.e.m. is plotted. The horizontal at $y = 1$ represents the null expectation that positive charges do not alter ribosomal speed, i.e. that ribosomes are, on average, as frequently present before the rare codon cluster as after it. **A)** All genes with rare codon clusters. **B)** Genes with rare codon clusters which have 0 or 1 positive charges coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density with the bulk of the effect of positive charge removed. **C)** Genes with rare codon clusters which have 2 or more positive charges in the last 30 plotted codon positions.
from 0 (P = 0.82), indicating that on the whole the rarest (tAI) quartile of codons are used equally across genomic frequency. If all codons are used equally among the slowly and quickly translated codons, we would expect a slope of 1 and intercept of 0 for the tAI values within the genome. To ensure there is not a problem with this definition, we have examined the difference in trends of codon usage at large ribosomal occupancy windows.

Figure S6. Codons which are overused in high-ribosomal occupancy windows are not ‘rare’ according to tAI. In the main text we examine whether ‘rare’ codons slow ribosomes, and define ‘rare’ as the lowest quartile of tAI values within the genome. To ensure there is not a problem with this definition, we have examined the difference in trends of codon usage at large ribosomal occupancy windows. A: Tails of all the codons used among the high-occupancy and low-occupancy windows within each gene (including the preceding 5 codons before each window) were kept separately. We plotted the natural log of counts for each codon in the high ribosomal occupancy window versus the natural log of counts in the low occupancy window, and have color coded the codons according to their tAI (see also Figure S3 for rare codons defined according to their genomic frequency). If all codons are used equally among the slowly-translated and quickly-translated windows then the regression should give a slope of 1, with all datapoints falling precisely upon the regression line. Since we have no prior expectation as to which variable should be on the x- vs. y-axis—we are simply testing for a slope of 1—we used standardized major axis regression using the ‘smatr’ package in R. We performed standardized major axis regressions of usage count(codon), high occupancy windows ~ usage count(codon), low occupancy windows along with package tests that the slope of the line is 1 and that the intercept falls through 0. When we consider only those codons within the lowest quartile of tAI values, we find that the resulting regression has a slope not significantly different from one (P = 0.93) and an intercept not significantly different from 0 (P = 0.82), indicating that on the whole the rarest (tAI) quartile of codons are used equally between the slow and quickly-translated windows. Considering all codons, however, gives a
regression with both a slope different from 1 (\(P = 4.0e^{-04}\)) and an intercept different from 0 (\(P = 5.5e^{-04}\)), corroborating that not rarer but more common codons are used more in the high-occupancy windows. The line \(x = y\) is plotted just as a visual aid. B. An examination of the residuals from part A. Those codons which lie closest to \(-2\) standard deviations away from the regression line tend to encode positively charged amino acids. Horizontals at \(y = -1.96, +1.96\) are plotted. C. Given that there will of course be constraints on amino acid sequence, we also desire to investigate the differences in codon usage between the two windows given the protein-coding composition of each. All of the total codon counts for each the low-occupancy window (as described above) were divided by the total amino acid count encoded by that codon for the low-occupancy window. The same normalization was performed for the high-occupancy windows, and the normalized codon counts were then plotted against one another. Performing a standard major axis regression on the amino acid-adjusted codon counts shows that codons, given the protein coding sequence, are on the whole used proportionally between the quickly and slowly-translated windows. When we consider only those codons within the lowest quartile of tAI values, we find that the resulting regression has a slope not significantly different from one (\(P = 0.45\)) and an intercept not significantly different from 0 (\(P = 0.89\)), indicating that on the whole the rarest (tAI) quartile of codons are used equally between the slow and quickly-translated windows. Considering all codons, we find a slope significantly different from, yet very close to 1 (\(P =0.032;\) slope 95% CI of 1.00, 1.10) and an intercept again not different from 0 (\(P = 0.07;\) intercept 95% CI of -0.034, 0.0015). The line \(x = y\) is plotted as a visual aid. D. The finding in part C that codons, on the whole, are not used significantly differently between the slowly and quickly translated windows (given their respective amino acid compositions) is confirmed by an analysis of the residuals. The one codon which is possibly significantly over-used is does not have a low tAI value. Horizontals at \(y = -1.96, +1.96\) are plotted.
sequences derived from the basal codon frequencies in we ass then counted all possible triplet 'codons' within each sequence, regardless of reading frame (since the Kozak sequence relative to the codon frequencies seen th usage RNA [17], we wondered whether translation speed in yeast might not be modulated by codon usage per se but by the ability of ribosomes to bind to transcript sequence which mirrors the eukaryotic Kozak sequence. Specifically, we wanted to determine whether codons which are in high-ribosomal occupancy windows within a gene might be more likely to correspond to the Kozak sequence (as compared to codons in low-occupancy windows within the same genes) and hence bind ribosomes, slowing translation. We first determined which codons were enriched in the Kozak sequence relative to the codon frequencies seen throughout the yeast genome at large using a simple randomization. Nucleotide frequencies at each position of the Kozak sequence in yeast were taken from Cavener and Ray 1991 [57]. To determine the frequencies of all the possible 'codons' among the Kozak sequence space, we randomly created 20000 possible Kozak sequences from the delineated nucleotide frequencies at each site in the consensus sequence. We then counted all possible triplet 'codons' within each sequence, regardless of reading frame (since we assume that as the ribosome traverses RNA, it may bind the Kozak sequence regardless of the surrounding reading frame). The counts of all possible RNA triplets that we observe within our simulated sequences are the observed 'codons' within the Kozak sequence. In order to determine whether or not certain codons are over- or under-used in the Kozak sequence, we compare them to the counts of codons observed (again in any reading frame) across 20000 randomized sequences derived from the basal codon frequencies in the S. cerevisiae genome and of the same

Figure S7. Similarity to Kozak sequence is not the primary cause of ribosomal slowing.

Given that transcript similarity to the Shine-Dalgarno sequence has been shown to slow ribosomes in bacteria due to interactions of the sequence with components of the ribosomal RNA [17], we wondered whether translation speed in yeast might not be modulated by codon usage per se but by the ability of ribosomes to bind to transcript sequence which mirrors the eukaryotic Kozak sequence. Specifically, we wanted to determine whether codons which are in high-ribosomal occupancy windows within a gene might be more likely to correspond to the Kozak sequence (as compared to codons in low-occupancy windows within the same genes) and hence bind ribosomes, slowing translation. We first determined which codons were enriched in the Kozak sequence relative to the codon frequencies seen throughout the yeast genome at large using a simple randomization. Nucleotide frequencies at each position of the Kozak sequence in yeast were taken from Cavener and Ray 1991 [57]. To determine the frequencies of all the possible 'codons' among the Kozak sequence space, we randomly created 20000 possible Kozak sequences from the delineated nucleotide frequencies at each site in the consensus sequence. We then counted all possible triplet 'codons' within each sequence, regardless of reading frame (since we assume that as the ribosome traverses RNA, it may bind the Kozak sequence regardless of the surrounding reading frame). The counts of all possible RNA triplets that we observe within our simulated sequences are the observed 'codons' within the Kozak sequence. In order to determine whether or not certain codons are over- or under-used in the Kozak sequence, we compare them to the counts of codons observed (again in any reading frame) across 20000 randomized sequences derived from the basal codon frequencies in the S. cerevisiae genome and of the same
length as the Kozak sequence. We calculate $Z$, a measure of the over- or under-usage of a particular codon within the Kozak sequence (as compared to the rest of the genome) as $Z_{\text{codon}} = \frac{\text{Observed codon count (in Kozak sequence)} - \text{Expected count (from genome frequencies)}}{\text{Expected SD of codon}}$. We can then examine which codons are over-used (i.e. with a positive $Z$-score) in slowly-translated windows relative to quickly-translated windows in the same genes and ask if these codons are overrepresented among the Kozak sequence(s). If so, this would suggest that RNA sequence may be slowing ribosomes not through codon:anticodon interactions but by Kozak-similar sequences binding the ribosome. A. Tallies of all the codons used among the high-occupancy and low-occupancy windows were kept separately. We then performed a regression of count(codon) in high occupancy windows ~ count(codon) in low occupancy windows. The line $y = x$ is plotted as a visual aid. B. Standardized residuals from the analysis in part A are plotted against the original x values in A. No codons which are over-represented in the Kozak sequence (i.e. have positive $Z$-scores) have standardized residuals greater than +1.96, implying they may be overused. The high-$Z$ codon AAA comes close to the +1.96 mark, however we note that AAA encodes a positively charged amino acid, lysine, as do AAG and CGA which also fall near the +1.96 mark and are not overused in the Kozak sequence. Horizontals are plotted at $y = 1.96, +1.96$. C. Here the codon counts used in part A were normalized by the usage of the corresponding amino acid to investigate fluctuations in synonymous codon choice given the amino acid in the protein. We then performed a regression of count(codon) / count(corresponding amino acid) in high occupancy windows ~ count(codon) / count(corresponding amino acid) in low occupancy windows. The line $y = x$ is plotted as a visual aid. D. Standardized residuals from C are plotted against the original x values. We observe that those codons which are significantly over-represented (i.e. over +1.96 standard deviations) in the high occupancy windows (given the amino acid content) are in fact under-represented in the Kozak sequence (with a negative $Z$-score) compared to the genome at large. Even the AAA codon, above the +1.96 standard deviation mark in part B, is not over-used when factoring in amino acid choice as shown here. We consider this confirmation of our inference that the AAA codon has a high residual in part B on account of the amino acid it encodes, and not merely because of its similarity to Kozak sequence. For these reasons, although we cannot rule out a potential contribution to slowing, we consider that transcript similarity to the Kozak sequence cannot explain the bulk of ribosomal pausing in yeast.
Figure S8. Ribosomal slowing after positive charge clusters in the ribosomal footprint set taken from amino acid-starved yeast [29].
Figure S10. Positive charges show an additive (linear) trend in slowing ribosomes in the amino acid-starved dataset [29], but rare codons do not. The degree of slowing is a function of both the magnitude of ribosomal density and the length of transcript the slowing covers. Therefore to measure any trend in the ability of either positive charges or codon clusters to slowing, the area between the curves depicting the average relative change in ribosomal density ($r_{pos}/r_{prec30}$) and the $y=1$ null in Figures S8 and S9, whether positive or negative, was summed between $x=0$ (the beginning of the cluster) and the point where the plotted values intersect with $y=1$ again (see Figure 1). A positive value for the area under the curve indicates ribosomal slowing, while a negative value reflects faster movement. A) Regression of $area \ under \ curve \sim \ size \ of \ cluster + 0$ gives a slope of 5.15 ($P = 0.0122, r^2=0.7815$). A linear model (not shown) that does not force the regression through the origin gives an insignificant intercept ($P=0.64$). B, C, D) Regression of $area \ under \ curve \sim \ size \ of \ cluster + 0$, slope $P = 0.56, 0.93, 0.55$, respectively.
Figure S11. Positive charges encoded by A/G- and C-rich codons both slow ribosomes. If positive charges indeed slow codons, we should detect slowing regardless of the codon encoding the charge. Since we are now considering specific subgroups among the positive charge clusters depending on the corresponding codon composition, sample size quickly becomes an issue. The 1-positive charge clusters give not only the best sample size but also the fairest comparison since the composition of the ‘cluster’ must be binary (either A/G- or C-rich) and not mixed. Our results show that positive charge slows ribosomes regardless of the nature of the codon encoding the charge. The C-rich codons (encoding Arg and His) may slow translation slightly less than the A-rich codons (Lys and Arg). This is to be expected as histidine has a lesser tendency to be charged at physiological pH (see also Results).
Figure S12. Histidine-enriched clusters slow less than histidine-free clusters. As we note in the main text, histidine is less likely to be charged at physiological pH than lysine or arginine. Here we divide positive charge clusters according to whether or not they contain a minimal number of histidine residues versus no histidines at all and observe that greater slowing is observed after histidine-free clusters, in line with expectations if charge does slow ribosomes.
Figure S13. The only significantly overused amino acid in the high-ribosomal occupancy windows across genes (relative to the amino acid content in the paired low-occupancy windows in the same genes) is lysine, which is positively charged. In our main analysis we identified amino acids we expect to slow ribosomes (e.g. basic amino acids) and then examining the change in ribosomal occupancy upon their addition to the peptide chain. An alternative approach is to ask which amino acids are statistically overrepresented within the most slowly translated (i.e. most footprint-dense) regions within a gene. As different genes have their own expression levels, nucleotide contents, and functions, we would ideally like to control for these differences among genes when examining which amino acids are overused on the whole. For this reason we re-employed a two-window analysis in which the highest ribosomal occupancy window and the lowest-occupancy window (each of 10 codons) were identified in every gene for which we had ribosomal occupancy data. Tallies of all the amino acids used among the high-occupancy and low-occupancy windows (and including the preceding 5 codons before each window, as these amino acids may have just entered the tunnel when slowing occurs) were kept separately. We then performed a regression of usage count(aa), high occupancy windows ~ usage count(aa), low occupancy windows; if all amino acids are used equally among the slowly-translated and quickly-translated windows then the regression should give a slope of 1, with all datapoints falling precisely upon the regression line. We plotted the residuals of this regression against the low window count, such that amino acids which are significantly overused in the high-occupancy window will have standardized residuals of greater than +1.96. Only a positively-charged amino acid (lysine) is significantly overused in the higher ribosomal occupancy window.
Figure S14. The effect of positive charge is not explained by covariance with codon usage or mRNA folding. In order to determine if global patterns of codon usage or mRNA secondary structure might in fact be contributing to patterns in ribosomal slowing we observe after clusters of positive charges, we also examined the relative changes in tAI and PARS values after the clusters. Within a given transcript, the relative increase or decrease in codon optimality at each position surrounding the charged cluster was calculated by dividing the measured ribosomal density at some codon position (tAI_{pos}) (i.e., at some position before/after the charged residue is added) by the average tAI of the thirty codons preceding the first coded-for charge in the cluster within that transcript (tAI_{prec30}). The mean relative change in tAI after a cluster positive charges was then calculated by aligning all transcripts with a given cluster size by the first charge in each cluster and calculating the average ratio (tAI_{pos}/tAI_{prec30}) in each codon site surrounding the cluster. We similarly calculated the relative increase or decrease in propensity for double-stranded structure, as quantified by PARS values, at each position surrounding the charged cluster. As PARS values as originally published [38] are logged ratios, we first took the antilog of all PARS values (making all of them positive) in order to be able to calculate relative increases or decreases in the values along transcripts by dividing the antilogged PARS value at some codon position surrounding the encoded charge cluster (PARS_{pos}) by the average PARS of the thirty codons (all previously antilogged) preceding the first coded-for charge in the cluster within that transcript (PARS_{prec30}). This method is conservative as taking the antilog will result in PARS values indicating single-strandedness being sandwiched between 0 and 1, but with PARS values indicating double-strandedness spread above 1. Hence increases in double-stranded propensity will be exaggerated. The average relative change in either tAI or PARS (mean tAI_{pos}/tAI_{prec30} or PARS_{pos}/PARS_{prec30}) at a given position after a cluster was then calculated by aligning all identified regions of a given cluster size according to the first charge present in each cluster and calculating the average ratio in positions increasingly distant from the first positive charge of the aligned clusters. Positive charges in a cluster may be coded for anywhere between the two downturned triangles. An average r_{pos}/r_{prec30} above one indicates a relative local increase in ribosomal density in that position across transcripts (as in Fig. 1). A. An average tAI_{pos}/tAI_{prec30} below one indicates the codons in that position across transcripts tend to decrease in optimality on average relative to the
average tAI of the preceding 30 codons across transcripts, while a ratio above one signifies an increase in optimality. We find that differential codon use in the vicinity of positive charges cannot explain the charge slowing effect. We observe no correlation between relative changes in ribosomal density and tAI after the first charge in the cluster (0 \geq x \leq 30) in this Figure, part A; Spearman P, left to right: 0.93, 0.73, 0.22, 0.17, 0.65). For a more relaxed test we then compared, for each plot in Fig. 5, the relative changes in codon optimality (tAIpos/tAIprec30) seen after the start of each cluster at x=0 until the point where relative change in ribosomal density (\(r_{pos}/r_{prec30}\)) drops back to previous levels \((y=1)\) to the tAIpos/tAIprec30 values seen in all other surrounding plotted sites (i.e. those sites lacking charge-induced pausing). If anything, relatively more optimal (tAIpos/tAIprec30 > 1) codons are coded for during periods of elevated ribosomal occupancy for clusters comprising 6 or more encoded cations, while no difference in optimality is detected in codon usage during elevated ribosomal occupancy compared to surrounding codon usage for other-sized charge clusters (Mann Whitney U-test P values, left to right in this Figure, part A: 0.96, 0.20, 0.07, 0.07, 0.003). Hence we conclude that changes in codon bias are not responsible for the slowing patterns associated with positively charged residues (Fig. 5), as expected if rare codons do not slow ribosomes (Fig 3A,B). B. An average relative change in (here antilogged, see Methods) PARS values (i.e. \(\text{PARS}_{pos}/\text{PARS}_{prec30}\)) plotted above one indicates a greater likelihood of double-stranded structure in that position on average relative to preceding sequence, while a ratio less than one indicates a decrease in propensity for double-strandedness relative to the preceding 30 codons. We find that the slowing effect of positive charge cannot be explained by mRNA folding in the vicinity of positive charges. There is no correlation between the relative change in PARS values (\(\text{PARS}_{pos}/\text{PARS}_{prec30}\)) after the first charge in the cluster (this Figure, part B, 0 \geq x \leq 30) and relative changes in ribosomal density (Spearman P, left to right: 0.44, 0.68, 0.97, 0.99, 0.15), which we may have expected to observe if RNA structure has a local effect on ribosomal slowing. Likewise, under such a local-slowing hypothesis, we should expect to see a significant difference in the average PARS ratios seen amongst the sequence between \(x=0\) and the point at which elevated ribosomal density curve (\(r_{pos}/r_{prec30}\)) drops back to previous levels \((y=1)\) to the PARS ratios in surrounding plotted sites. Such a difference, however, is seen only in the 2-charge plot (this Figure, part B; Mann Whitney U-test P values, left to right: 0.17, 0.0006, 0.24, 0.08, 0.60). If we instead assume that downstream structure has a pausing effect observable more upstream, a more appropriate test is to compare the PARS ratios from -30 \geq x < 0 to those from 0 \geq x \leq 30. In this case we observe no significant difference in relative propensity for double-strandedness before or after positive charges apart from in the case of a single positive charge alone (this Figure, part B; Mann Whitney U-test, left to right: 0.004, 0.07, 0.12, 0.08 [with the mean \(\text{PARS}_{pos}/\text{PARS}_{prec30}\) decreasing on average after the start of the cluster], 0.60). We note that this version of the test is exceedingly conservative as PARS values had to be antilogged before informative ratios could be calculated. This means that previously negative values (indicating single-strandedness) will now be sandwiched in between 0 and 1, while formerly positive values (indicating double-strandedness) now span a range of values above one. Hence normalizing the PARS score at a given position by the average PARS value of the preceding 30 codons will exaggerate not only the importance of structured versus free-form RNA, but will also exaggerate small differences in the magnitude of PARS values already denoting double-strandedness. C. An alternative calculation showing that RNA structure does not account for the pausing observed near positive charges. Note this Figure does not show the change in PARS values relative to the preceding sequence (as in B), but the average magnitude of the PARS value in that position across aligned transcripts. An average of PARS values plotted above zero indicates a greater likelihood of double-stranded structure in that position on average, while a mean value less than one indicates a propensity for single-strandedness. We find no correlation between the average PARS values after the first charge in the cluster (0 \geq x \leq 30) and relative changes in ribosomal density (this Figure, part C; Spearman P, left to right: 0.77, 0.95, 0.87, 0.34, 0.09), as we might have observed if RNA structure has a local effect on ribosomal slowing. Likewise, if structure causes local slowing, we should see a significant difference in the average PARS values between \(x=0\) and the point at which elevated ribosomal density curve (\(r_{pos}/r_{prec30}\)) drops back to \(y=1\) versus PARS values in surrounding plotted sites. We do not however detect such a difference (this Figure, part C; Mann Whitney U-test P values, left to right: 0.66, 0.17, 0.30, 0.27, 0.90). Examining whether downstream structure has a pausing effect observable further upstream, we
then compare the PARS ratios from \(-30 \geq x < 0\) to those from \(0 \geq x \leq 30\). In this case we observe no significant difference in relative propensity for double-strandedness before or after positive charges (this Figure, part C; Mann Whitney U-test, left to right: 0.98, 0.98, 0.97, 0.27, 0.90).
Figure S15. Genes with either high or low footprint coverage both produce consistent slowing patterns after positive charge clusters. To ensure that noise in the location of footprints among genes with fewer overall footprints is not an issue for analysis, we redrew our \( r_{pos} / r_{prec30} \) plots surrounding positive charge clusters using both the bottom half and top half of all genes according to their footprint saturation. Note that in this analysis we do not normalize the footprint counts per codon per gene by mRNA levels. This is because we are not interested in footprint coverage per transcript (as we might be if considering rates or mechanistic issues), but in the statistical power that the total footprint coverage per gene gives us, regardless of the number of transcripts that the footprints were captured from. Areas under the curve were measured as in the main text (see Figure 1). In each case we find similar results to those presented in the main analysis (Figure 5), namely that positive charges additively slow ribosomes. **A. Bottom half of genes:** Regression of \( \text{area under curve} \sim \text{cluster size} \), slope = 4.8, \( r^2 = 0.79 \), \( P = 0.027 \). **B. Top half of genes:** Regression of \( \text{area under curve} \sim \text{cluster size} \), slope = 0.96, \( r^2 = 0.74 \), \( P = 0.039 \).
Figure S16. **Figure 5 redone on the non-redundant footprint set.** We wanted to confirm that the exclusion of footprints which map to two or more potential locations in the genome was not systematically biasing our estimates of ribosomal density. For this reason we replotted the average relative change in ribosomal density within a gene upon translation of encoded positive charge clusters using our non-redundant footprint set (see the end of the Methods section), in effect only considering those locations in the genome to which footprints uniquely map. Considering solely these regions in the transcriptome to which footprints can only ever be mapped unambiguously still shows positive charges additively slow translation.
Figure S17. Figure 2 redone on the non-redundant footprint set. We wanted to confirm that the exclusion of footprints which map to two or more potential locations in the genome was not systematically biasing our estimates of ribosomal density. For this reason we replotted the average relative change in ribosomal density within a gene upon translation of rare codon clusters using our non-redundant footprint set (see the end of the Methods section), in effect only considering those locations in the genome to which footprints uniquely map. Considering solely these regions in the transcriptome to which footprints can only ever be mapped unambiguously still shows rare codons do not slow translation. **A)** All genes with rare codon clusters. **B)** Genes with rare codon clusters which have 0 or 1 positive charges coded for in the last 30 codon positions plotted. These plots represent the net effect of tAI on ribosomal density with the bulk of the effect of positive charge removed. **C)** Genes with rare codon clusters which have 2 or more positive charges in the last 30 codon positions plotted.
Note S1 is included in augmented form as Chapter III of this thesis.

Note S2

Only positive charge is capable of explaining the region of strongest translational pausing within transcripts

Having identified, within a given transcript, the two 10-codon windows with the largest difference in ribosomal densities, we then determined how often the denser region was more associated with each potentially slowing feature—positive charge, less optimal codons, pairs of rare codons, pairs of rare 6-mers, or a window of mRNA double-stranded structure immediately downstream (see Methods). If positive charge can indeed explain the greatest ribosomal deceleration within that transcript then across mRNAs we should expect that, even though subject to some stochasticity in ribosomal flow, the difference in the number of positive charges between the two windows (number of charges in high occupancy window-number of charges in low occupancy window) positively correlate with the difference in average ribosomal occupancy between the two windows (ribosomal occupancy in high occupancy window-ribosomal occupancy in low occupancy window) such that the excess magnitude of positive charge pairs with an excess magnitude of ribosomal density. Similarly if rare pairs are responsible for slowing, we should observe that the excess magnitude of rare pairs positively correlates with an excess magnitude of ribosomal density across transcripts, implying the more occluded window tends to contain more rare pairs. The same is true for rare 6-mers. However if basal codon optimality is responsible for the extremes in ribosomal occupancy between the two intra-transcript windows then we should expect a negative correlation between the difference in tAI between the two windows, meaning that across transcripts the window with the lower tAI tends to also be the window with more ribosomal footprints.

Of all the putative slowing features we consider, only charge is more often than not associated with the higher occupancy window within each transcript. Comparing each pair of intra-transcript windows across genes, we find that an excess of ribosomal density indeed correlates with an excess of positive charges as expected (Spearman rho 0.08, P = 6.4e-09). We are unable to detect a correlation between an excess of ribosomal density and an excess of rare codon pairs (Spearman P = 0.16), while that between the difference in density and an excess of rare 6-mers, while significant, is slight (Spearman rho = -0.04, P = 0.0066) and goes in the opposite direction expected were rare 6-mers capable of explaining slowing (considering only those genes which have at least one rare pair or rare 6-mer in either window, respectively). The correlation between difference in ribosomal density with difference in tAI between the two windows also goes in the wrong direction to explain pausing (Spearman rho 0.05, P = 0.00056), i.e. more occluded windows in fact tend to have higher (more optimal) tAIs. We do detect a negative correlation between the difference in the number of rare pairs between the two windows and the tAI of the rare pair (defined as the geometric mean of the tAIs of the two individual codons) (Spearman rho -0.28, P = 1.711e-05), implying that the pairs of rare codons in the higher occupancy window do indeed tend to be “less optimal”. Nevertheless, the fact that the difference in number of a specific rare pair between windows and the corresponding mean difference in ribosomal density for windows containing that pair type negatively correlate (Spearman rho -0.15, P = 0.027) illustrates that more rare pairs, even if low in tAI, still more commonly associate with faster-travelling ribosomes.
Note S3

Trend of slowing increasing with charge is not random

To ask whether the trend we show in Figure 3C might result randomly given the specific genes we have used and their corresponding footprints, we performed the following test. We started with lists of all genes used in each positive charge plot in Figure 5. In the case of for example the 1-positive charge clusters, we counted the total number of identified 1-positive charge segments which went into making the 1-positive charge plot in Figure 5. For each iteration we identified the same number of segments (each time from a random gene in that list, and from a random location within that gene) and for each ‘pseudo one-positive charge segment’ we calculated $r_{pos}/r_{prec30}$; then after each iteration (out of 1000 total) we calculated the mean $r_{pos}/r_{prec30}$ for that iteration. We then performed the similar randomizations for the other positive charge cluster sizes separately.

We partitioned the $r_{pos}/r_{prec30}$ results at random into 1000 sets for which area under the curve plots can be calculated. For each set, we calculated the regression of $y \sim x$, where $y$ is the vector of the area under the curves calculated from the randomization results (in exactly the same way as done in the main text, see Methods and Figure 1), and $x$ is the vector of the average number of positive charges in each cluster used in the original analysis (1, 2, 3, 4.328, 6.823). Our randomization P value is then calculated as $P = (m+1)/(n+1)$, where $m$ is the number of randomized sets for which the regression P value is significant and the slope is greater than or equal to that observed, and $n$ is the sample size (1000). We find that the chance of detecting the trend we show in Figure 3C at random from just those genes used to make the Figure is indeed low ($P = 0.011$).
Table S1. Table 1 of the main text redone using rare codons which are defined to occur with genomic infrequency shows rare codons do not slow ribosomes. In the main text we investigate whether non-optimal codons, i.e. those with low tAI scores, might slow codons and find that they do not. To ensure that our finding that these ‘rare’ codons do not slow ribosomes does not simply hinge on our definition of ‘rare’, we have repeated the analysis using an alternative definition. Here, we define ‘rare’ codons according to their actual frequency in the genome as measured from our set of filtered genes. This rare set, of equal size to the rare tAI set, comprises the following codons: CGG, CGC, CGA, TGC, CCG, CTC, GGG, GCG, CGT, CCC, CAC, TGT, ACG, TCG, AGG. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; -1, less present; 0, present in both windows in equal amounts. Rare (infrequent) codons and codon pairs tend to be found more in the less dense (faster translated) window. Similarly, the presence of rare pairs and rare codons decreases in the slowly-translated windows as the difference in degree of ribosomal slowing grows.

<table>
<thead>
<tr>
<th>A. rare codons score</th>
<th>q1_r (count)</th>
<th>q2_r</th>
<th>q3_r</th>
<th>q4_r</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Bonferroni correction)</td>
</tr>
<tr>
<td>0</td>
<td>409</td>
<td>397</td>
<td>398</td>
<td>494</td>
<td>0.0015 (0.0045)</td>
</tr>
<tr>
<td>-1</td>
<td>483</td>
<td>503</td>
<td>509</td>
<td>519</td>
<td>0.71</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>9.3e-06 (3.7e-05)</td>
<td>6.4e-08 (2.6e-07)</td>
<td>4.6e-09 (1.8e-08)</td>
<td>&lt;2.2e-16 (8.8e-16)</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B. rare pair score</th>
<th>q1_r (count)</th>
<th>q2_r</th>
<th>q3_r</th>
<th>q4_r</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Bonferroni correction)</td>
</tr>
<tr>
<td>0</td>
<td>1074</td>
<td>1057</td>
<td>1084</td>
<td>1148</td>
<td>0.23</td>
</tr>
<tr>
<td>-1</td>
<td>112</td>
<td>115</td>
<td>112</td>
<td>72</td>
<td>0.0063 (0.019)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td>9.0e-05 (0.00036)</td>
<td>0.0027 (0.011)</td>
<td>7.5e-07 (3.0e-06)</td>
<td>1.9e-06 (7.7e-06)</td>
<td>-</td>
</tr>
</tbody>
</table>
**Table S2.**

<table>
<thead>
<tr>
<th>Protein expression quantiles</th>
<th>q1 (least expressed)</th>
<th>q2</th>
<th>q3</th>
<th>q4 (most expressed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of genes with identified rare codon cluster</td>
<td>90</td>
<td>67</td>
<td>99</td>
<td>345</td>
</tr>
</tbody>
</table>

**Table S2.** Genes with identified rare codon clusters are not disproportionately sampled from lowly expressed genes. Could it be that large changes in ribosomal occupancy are not observed after rare clusters (Fig. 2A, Fig. 3A) because the clusters we identify are more likely to come from lowly expressed genes, i.e. genes which do not have high translation levels and for which it may be less likely that ribosomal footprints will be sampled? We used the average footprint count of a gene (total number of footprints within the coding sequence divided by gene length) as a proxy for protein expression levels. If anything, there are more genes with non-optimal codon clusters from genes which have more footprint reads ($\chi^2$, $P < 2.2e^{-16}$) so we do not consider this an issue.
Table S3. Sequence similarity to the yeast Kozak sequence cannot explain the greatest slowing within transcripts. Given that transcript similarity to the Shine-Dalgarno sequence has been shown to slow ribosomes in bacteria due to interactions of the sequence with components of the ribosomal RNA [17], we wondered whether translation speed in yeast might not be modulated by codon usage per se but by the ability of ribosomes to bind to transcript sequence which mirrors the eukaryotic Kozak sequence. Specifically, we wanted to determine whether codons which are in high-ribosomal occupancy windows within a gene might be more likely to correspond to the Kozak sequence (as compared to codons in low-occupancy windows within the same genes) and hence bind ribosomes, slowing translation. We first determined which codons were enriched in the Kozak sequence relative to the codon frequencies seen throughout the yeast genome at large using a simple randomization. Nucleotide frequencies at each position of the Kozak sequence in yeast were taken from Cavener and Ray 1991 [57]. To determine the frequencies of all the possible ‘codons’ among the Kozak sequence space, we randomly created 20000 possible Kozak sequences from the delineated nucleotide frequencies at each site in the consensus sequence. We then counted all possible triplet ‘codons’ within each sequence,

<table>
<thead>
<tr>
<th>A. Z score</th>
<th>q1&lt;sub&gt;Δr&lt;/sub&gt; (count)</th>
<th>q2&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>q3&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>q4&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>483</td>
<td>517</td>
<td>479</td>
<td>522</td>
<td>0.39</td>
</tr>
<tr>
<td>0</td>
<td>337</td>
<td>334</td>
<td>340</td>
<td>347</td>
<td>0.96</td>
</tr>
<tr>
<td>-1</td>
<td>426</td>
<td>394</td>
<td>426</td>
<td>376</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.063</td>
<td>5.2e-05 (0.00021)</td>
<td>0.084</td>
<td>1.2e-06 (5.0e-06)</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B. Z score when charge score = 0</th>
<th>q1&lt;sub&gt;Δr&lt;/sub&gt; (count)</th>
<th>q2&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>q3&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>q4&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94</td>
<td>99</td>
<td>84</td>
<td>87</td>
<td>0.68</td>
</tr>
<tr>
<td>0</td>
<td>71</td>
<td>59</td>
<td>70</td>
<td>57</td>
<td>0.48</td>
</tr>
<tr>
<td>-1</td>
<td>91</td>
<td>91</td>
<td>88</td>
<td>63</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.88</td>
<td>0.61</td>
<td>0.82</td>
<td>0.060</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C. Z score adjusted for amino acid usage</th>
<th>q1&lt;sub&gt;Δr&lt;/sub&gt; (count)</th>
<th>q2&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>q3&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>q4&lt;sub&gt;Δr&lt;/sub&gt;</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>323</td>
<td>340</td>
<td>314</td>
<td>251</td>
<td>0.0020 (0.0006) 0.00013 (0.00039)</td>
</tr>
<tr>
<td></td>
<td>358</td>
<td>340</td>
<td>276</td>
<td>265</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>373</td>
<td>393</td>
<td>381</td>
<td>382</td>
<td>0.91 0.83</td>
</tr>
<tr>
<td></td>
<td>412</td>
<td>424</td>
<td>435</td>
<td>436</td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>330</td>
<td>285</td>
<td>283</td>
<td>267</td>
<td>0.056 0.0095 (0.028)</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>254</td>
<td>267</td>
<td>199</td>
<td></td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>4.4e-05 (0.00018)</td>
<td>0.031 (0.12)</td>
<td>0.22</td>
<td>0.51</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.00048 (0.0019)</td>
<td></td>
<td>0.73</td>
<td>0.0025</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000525 (0.010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
regardless of reading frame (since we assume that as the ribosome traverses RNA, it may bind the Kozak sequence regardless of the surrounding reading frame). The counts of all possible RNA triplets that we observe within our simulated sequences are the observed ‘codons’ within the Kozak sequence. In order to determine whether or not certain codons are over- or under-used in the Kozak sequence, we compare them to the counts of codons observed (again in any reading frame) across 20000 randomized sequences derived from the basal codon frequencies in the S. cerevisiae genome and of the same length as the Kozak sequence. We calculate $Z$, a measure of the over- or under-usage of a particular codon within the Kozak sequence (as compared to the rest of the genome) as $Z_{\text{codon}} = \frac{\text{Observed codon count (in Kozak sequence)} - \text{Expected count (from genome frequencies)}}{\text{Expected SD of codon}}$. We can then perform a test similar to the one in Methods V, but where we consider possible slowing codons to be those with a positive $Z$ (GAT GAC AAC TGC CAA GGC GTA GTC TAT ACA TGG ATA CAT AAA TGT AAT ATG). A score of 1 indicates there are more codons with positive $Z$ within the more occluded intra-transcript window; -1, less present; 0, present in both windows in equal amounts. A. Similarity to Kozak sequence cannot explain slowing in several quantiles (binomial tests), nor can it explain increased slowing ($\chi^2$ tests). B. Even when the number of positive charges is the same between the two windows, we do not detect a significant contribution of similarity to Kozak sequence to slowing. C. Controlling for amino acid usage in two different ways, we detect no contribution of similarity to Kozak sequence to slowing; in fact, as the degree of slowing increases, the ability of Kozak similarity to explain slowing decreases ($\chi^2$ tests). Method one (in bold): a gene is scored ‘1’ if the slow window contains more codons with positive $Z$, ‘-1’ if it contains fewer. Method two (in italics): the magnitude of all the positive $Z$ values is averaged in each window, and the gene is scored ‘1’ if the slower window has a higher average $Z$, ‘-1’ if its average $Z$ is lower.
Table S4. Table 1 tAI score tests controlled for amino acid content. Could differences in amino acid usage between the two windows bias our result that neither codon usage nor rare pairs slow ribosomes (Table 1)? It could be that certain amino acids only have relatively high or low tAIs, and a preponderance of such amino acids in one window over the other could cause an apparent preference for (non-)optimal codons which is in fact a preference for a certain amino acid. For this reason we tested whether differences in amino acid usage between the high and low ribosomal occupancy windows within a transcript systematically alter the tAI scores (and hence the resulting interpretation of the contribution of codon usage to ribosomal density) in our window comparison analysis. To do this we identified the same high and low ribosomal occupancy windows within a transcript as above. This time, however, we considered only amino acids which are coded for at least once within each window. Within each intra-transcript window, we identified all codons that code for amino acid x and quantified the contribution of tAI to ribosomal occupancy using two approaches: Method 1) The average tAI of all the codons coding

<table>
<thead>
<tr>
<th>A. aatAI score</th>
<th>q1Δr (count)</th>
<th>q2Δr</th>
<th>q3Δr</th>
<th>q4Δr</th>
<th>χ² test P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>634</td>
<td>649</td>
<td>637</td>
<td>613</td>
<td>0.79</td>
</tr>
<tr>
<td>0</td>
<td>255</td>
<td>220</td>
<td>238</td>
<td>279</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td>0.57</td>
</tr>
<tr>
<td>-1</td>
<td>24</td>
<td>24</td>
<td>15</td>
<td>22</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>606</td>
<td>590</td>
<td>606</td>
<td>626</td>
<td>0.78</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value</td>
<td>0.44</td>
<td>0.65</td>
<td>0.20</td>
<td>0.48</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B. aatAI score (charge score = 0, original Δr quantiles)</th>
<th>q1Δr (count)</th>
<th>q2Δr</th>
<th>q3Δr</th>
<th>q4Δr</th>
<th>χ² test P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>133</td>
<td>129</td>
<td>129</td>
<td>97</td>
<td>0.075</td>
</tr>
<tr>
<td>0</td>
<td>42</td>
<td>36</td>
<td>31</td>
<td>46</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.125</td>
</tr>
<tr>
<td>-1</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>124</td>
<td>129</td>
<td>107</td>
<td>109</td>
<td>0.39</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 tAI score counts, P value</td>
<td>0.125</td>
<td>0.62</td>
<td>1.0</td>
<td>1.0</td>
<td>0.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C. aatAI score (charge score = 0, recalculated Δr quantiles)</th>
<th>q1Δr (count)</th>
<th>q2Δr</th>
<th>q3Δr</th>
<th>q4Δr</th>
<th>χ² test P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>123</td>
<td>119</td>
<td>137</td>
<td>109</td>
<td>0.35</td>
</tr>
<tr>
<td>0</td>
<td>38</td>
<td>33</td>
<td>33</td>
<td>51</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.13</td>
</tr>
<tr>
<td>-1</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>117</td>
<td>119</td>
<td>103</td>
<td>130</td>
<td>0.37</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value</td>
<td>0.38</td>
<td>1.0</td>
<td>0.45</td>
<td>0.45</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.0</td>
<td>0.033</td>
<td>0.20</td>
<td>-</td>
</tr>
</tbody>
</table>
for amino acid (aa) \( x \) was calculated for each window, and that amino acid was assigned an aa-tAI score of 1, 0, or -1, depending on whether the tAI in the higher ribosomal occupancy window was lower (and hence capable of explaining the increased ribosomal density), the same, or higher than that in the other window, respectively. All of the aa-tAI scores for a given gene were counted independently—in other words, for a given gene it was possible to calculate more than one aa-tAI score, and all these aa-tAI scores contributed to the final matrix. **Method 2)** The average tAI of all the codons coding for amino acid \( x \) in each window was calculated, similarly to Method 1, but a tAI score is not yet assigned. Instead, the average tAI is first determined for each amino acid present in both windows, and then average tAIs (each the average for a particular amino acid) are themselves averaged to come up with a single aa-tAI for each window. Then, a single tAI score is assigned to that gene by comparing the average aa-tAIs in each window similarly to above. Bold = method 1, italic = method 2. Original \( \Delta r \) quantiles means the same quantile boundaries used in the main analysis were used, whereas recalculated \( \Delta r \) quantiles are drawn from only those genes considered in this amino-acid adjusted analysis. The \( P \) value for \( \chi^2 \) tests with fewer than 5 observations in any square was calculated by resampling the observations without replacement and noting how many times \( (\hat{r}) \) the \( \chi^2 \) value of the resampled set was greater than or equal to the observed. \( P \) was then calculated as \( (\hat{r}+1)/(n+1) \), where \( n \) is the number of iterations performed (1000). **A.** Upon controlling for differential amino acid content in the two windows as detailed above, the result that tAI cannot explain patterns of slowing is still robust. Additionally we no longer detect a decrease in the ability of tAI to explain pausing in the upper quantiles as observed in Table 1A. **B** and **C** show the effect of tAI (adjusted for amino acid use) in only those pairs of intra-transcript windows which have the same number of positive charges between them.
Table S5. Table 1 done again on the amino acid-starved footprint set [29]. Only positive charge is systematically capable of explaining ribosomal slowing, including the severest slowing. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intran-trancript window; -1, less present; 0, present in both windows in equal amounts. A low codon optimality, if anything, tends to pair more with the less dense (faster translated) window.

<table>
<thead>
<tr>
<th></th>
<th>q1_{Δr} (count)</th>
<th>q2_{Δr}</th>
<th>q3_{Δr}</th>
<th>q4_{Δr}</th>
<th>\chi^2 test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. charge score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>552</td>
<td>569</td>
<td>587</td>
<td>610</td>
<td>0.36</td>
</tr>
<tr>
<td>0</td>
<td>249</td>
<td>241</td>
<td>266</td>
<td>250</td>
<td>0.73</td>
</tr>
<tr>
<td>-1</td>
<td>471</td>
<td>462</td>
<td>419</td>
<td>412</td>
<td>0.11</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.012 (0.048)</td>
<td>0.00095 (0.0038)</td>
<td>1.3e-07 (5.2e-07)</td>
<td>6.4e-10 (2.6e-09)</td>
<td>-</td>
</tr>
<tr>
<td>B. tAI score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>632</td>
<td>615</td>
<td>607</td>
<td>577</td>
<td>0.46</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>-1</td>
<td>640</td>
<td>657</td>
<td>665</td>
<td>695</td>
<td>0.50</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.84</td>
<td>0.25</td>
<td>0.11</td>
<td>0.0010 (0.0040)</td>
<td>-</td>
</tr>
<tr>
<td>C. rare pair score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rare 6-mer score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>176</td>
<td>267</td>
<td>175</td>
<td>256</td>
<td>0.00066 (0.0020) 3.3e-07 (9.9e-07)</td>
</tr>
<tr>
<td>0</td>
<td>909</td>
<td>712</td>
<td>875</td>
<td>705</td>
<td>0.0041 (0.012) 0.28</td>
</tr>
<tr>
<td>-1</td>
<td>187</td>
<td>293</td>
<td>222</td>
<td>311</td>
<td>7.7e-05 (0.00023) 0.24</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.60 (0.082)</td>
<td>0.023 (0.092)</td>
<td>0.87 (0.0068)</td>
<td>0.28 (8.8e-16)</td>
<td>-</td>
</tr>
<tr>
<td>C. PARS score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>conservative PARS score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>103</td>
<td>335</td>
<td>84</td>
<td>297</td>
<td>0.0054 (0.022) 0.34</td>
</tr>
<tr>
<td>0</td>
<td>499</td>
<td>0</td>
<td>492</td>
<td>0</td>
<td>0.38</td>
</tr>
<tr>
<td>-1</td>
<td>107</td>
<td>374</td>
<td>133</td>
<td>412</td>
<td>0.27 (0.46)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.84 (0.0044)</td>
<td>1.8e-05 (7.1e-05)</td>
<td>0.024 (0.006)</td>
<td>4.8e-05 (1.6e-05)</td>
<td>-</td>
</tr>
</tbody>
</table>
Similarly, not only do rare pairs and rare 6-mers tend to be found more often in the faster-translated window, but their presence decreases as the difference in degree of ribosomal slowing grows. Additionally, a greater likelihood of transcript secondary structure at or just before the identified window is associated not with the more occluded windows, but with the less dense (faster translated) ones, and the presence of secondary structure in fact decreases as the difference in ribosomal slowing between the windows increases. Positive charge however is consistently associated with the higher density (more slowly-translated) window.
Table S6. Positive charge best explains the slowest translated regions within transcripts compared to other physiochemical properties of amino acids. While we find that positive charges slow ribosomes, we wanted to control for the effects of other physiochemical properties of amino acids, specifically hydrophathy (Phe, Val, Leu, Ile, Met), polarity (Asn, Gln, Ser, Thr, Cys, Tyr) and negative charge (Asp, Glu). These groups of amino acids, however, do not lend themselves to the $r_{pos}/r_{pos30}$ analysis we carry out in the main text (See Figures 1-5) in the same way that positive charge does. The $r_{pos}/r_{pos30}$ analysis is suited to positive charges because they

<table>
<thead>
<tr>
<th></th>
<th>q1Δr (count)</th>
<th>q2Δr</th>
<th>q3Δr</th>
<th>q4Δr</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. hydropathy score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>490</td>
<td>517</td>
<td>530</td>
<td>535</td>
<td>0.50</td>
</tr>
<tr>
<td>0</td>
<td>215</td>
<td>216</td>
<td>214</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>541</td>
<td>537</td>
<td>499</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>0.12</td>
<td>0.56</td>
<td>0.35</td>
<td>0.24</td>
<td>-</td>
</tr>
<tr>
<td>B. polarity score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>557</td>
<td>576</td>
<td>580</td>
<td>627</td>
<td>0.21</td>
</tr>
<tr>
<td>0</td>
<td>206</td>
<td>168</td>
<td>158</td>
<td>179</td>
<td>0.065</td>
</tr>
<tr>
<td>-1</td>
<td>483</td>
<td>501</td>
<td>507</td>
<td>439</td>
<td>0.12</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td>0.024 (0.096)</td>
<td>0.024 (0.096)</td>
<td>0.029 (0.12)</td>
<td>9.4e-09 (3.7e-08)</td>
<td>-</td>
</tr>
<tr>
<td>C. negative charge score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>547</td>
<td>539</td>
<td>507</td>
<td>584</td>
<td>0.14</td>
</tr>
<tr>
<td>0</td>
<td>270</td>
<td>271</td>
<td>239</td>
<td>273</td>
<td>0.39</td>
</tr>
<tr>
<td>-1</td>
<td>429</td>
<td>435</td>
<td>499</td>
<td>388</td>
<td>0.0024 (0.0072)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>0.00018 (0.00072)</td>
<td>0.0010 (0.0040)</td>
<td>0.83</td>
<td>3.5e-10 (1.4e-9)</td>
<td>-</td>
</tr>
<tr>
<td>D. positive charge score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>573</td>
<td>586</td>
<td>637</td>
<td>717</td>
<td>0.00014 (0.00043)</td>
</tr>
<tr>
<td>0</td>
<td>258</td>
<td>259</td>
<td>236</td>
<td>207</td>
<td>0.0589 (0.18)</td>
</tr>
<tr>
<td>-1</td>
<td>415</td>
<td>401</td>
<td>372</td>
<td>322</td>
<td>0.0038 (0.011)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>5.6e-07 (2.2e-06)</td>
<td>4.3e-09 (1.7e-08)</td>
<td>&lt;2.2e-16 (8.8e-16)</td>
<td>&lt;2.2e-16 (8.8e-16)</td>
<td>-</td>
</tr>
</tbody>
</table>
cluster in a way that gives us reasonable sample sizes given our constraints, i.e. the number of positive charges we require in the cluster and the additional requirement that there be no surrounding positive charges outside of the cluster. In the case of the other amino acid groups, there are either too many constituent members of the group and which are used too frequently (e.g. hydropathy) to define isolated ‘clusters’ for investigation, or the amino acids are used too rarely as clusters away from positive charges, and are of insufficient cluster sizes to establish any slowing trends (e.g. negative charges). We therefore compared the effects of these other physiochemical properties of amino acids by comparing the amino acids encoded by the highest-ribosomally occupied vs. lowest-occupied windows within genes. The analysis was carried out similarly to the way Table 1 was created in the main text, only this time counting different amino acids depending on the physiochemical property being investigated. We find that, on the whole, only positive charge can robustly explain the slowing patterns we observe. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; -1, less present; 0, present in both windows in equal amounts. A. Hydrophobic residues (Phe, Val, Leu, Ile, Met) cannot explain increased slowing as the difference in translation speed between the two windows increases ($\chi^2 P = 0.98$). Additionally the proportion of genes which pass the hydrophobicity test compared to failing it is only significant in the fourth quantile (q4) (binomial $P = 0.023$). B. Polar residues (Asn, Gln, Ser, Thr, Cys, Tyr) cannot explain increased slowing as the difference in translation speed between the two windows increases ($\chi^2 P = 0.21$). Additionally the proportion of genes which pass the polarity test compared to failing it is only significant in the fourth quantile (q4) (binomial $P = 3.7e-08$). C. Negative charges (Asp, Glu) cannot explain increased slowing as the difference in translation speed between the two windows increases ($\chi^2 P = 0.14$). Additionally the number of genes which pass or fail the negative charge score test in the third quantile (q3) is not significantly different (binomial $P = 0.83$). D. Positive charge score, from Table 1, is shown for purposes of comparison.
Table S7.

<table>
<thead>
<tr>
<th></th>
<th>q1Δr (count)</th>
<th>q2Δr</th>
<th>q3Δr</th>
<th>q4Δr</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. hydropathy score when charge score = 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>101</td>
<td>107</td>
<td>103</td>
<td>104</td>
<td>0.98</td>
</tr>
<tr>
<td>0</td>
<td>54</td>
<td>36</td>
<td>50</td>
<td>36</td>
<td>0.11</td>
</tr>
<tr>
<td>-1</td>
<td>101</td>
<td>106</td>
<td>89</td>
<td>67</td>
<td>0.019 (0.056)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>1</td>
<td>1</td>
<td>0.35</td>
<td>0.0057 (0.023)</td>
<td>-</td>
</tr>
<tr>
<td>B. hydropathy score when charge score = -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>199</td>
<td>207</td>
<td>191</td>
<td>186</td>
<td>0.73</td>
</tr>
<tr>
<td>0</td>
<td>70</td>
<td>52</td>
<td>60</td>
<td>53</td>
<td>0.32</td>
</tr>
<tr>
<td>-1</td>
<td>149</td>
<td>149</td>
<td>113</td>
<td>84</td>
<td>2.5e-05 (7.5e-05)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 tAl score counts, P value (Bonferroni correction)</td>
<td>0.0085 (0.034)</td>
<td>0.0025 (0.010)</td>
<td>9.0e-06 (3.6e-05)</td>
<td>5.0e-10 (2.0e-09)</td>
<td>-</td>
</tr>
<tr>
<td>C. hydropathy score when charge score = 0 or -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>300</td>
<td>314</td>
<td>294</td>
<td>290</td>
<td>0.78</td>
</tr>
<tr>
<td>0</td>
<td>124</td>
<td>88</td>
<td>110</td>
<td>89</td>
<td>0.031 (0.093)</td>
</tr>
<tr>
<td>-1</td>
<td>250</td>
<td>255</td>
<td>202</td>
<td>151</td>
<td>3.1e-07 (9.3e-07)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>0.037 (0.15)</td>
<td>0.015 (0.060)</td>
<td>4.2e-05 (0.00017)</td>
<td>3.5e-11 (1.4e-10)</td>
<td>-</td>
</tr>
<tr>
<td>D. charge score when hydropathy score = 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>91</td>
<td>103</td>
<td>106</td>
<td>125</td>
<td>0.13</td>
</tr>
<tr>
<td>0</td>
<td>54</td>
<td>36</td>
<td>50</td>
<td>36</td>
<td>0.11</td>
</tr>
<tr>
<td>-1</td>
<td>70</td>
<td>52</td>
<td>60</td>
<td>53</td>
<td>0.32</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>0.11</td>
<td>5.1e-05 (0.00020)</td>
<td>0.00044 (0.0018)</td>
<td>6.9e-08 (2.8e-07)</td>
<td>-</td>
</tr>
<tr>
<td>E.</td>
<td>1</td>
<td>291</td>
<td>282</td>
<td>297</td>
<td>345</td>
</tr>
</tbody>
</table>

A hydropathy score when charge score = 0

B hydropathy score when charge score = -1

C hydropathy score when charge score = 0 or -1

D charge score when hydropathy score = 0

E
Table S7. Positive charge explains slowing better than amino acid hydrophobicity. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intratranscript window; -1, less present; 0, present in both windows in equal amounts. A – C. In those genes which fail the positive charge test (charge score = 0 or -1), we find that hydrophobicity cannot explain the increased slowing in these windows either (this table, χ² tests). For this reason we consider that while amino acids with hydrophobic side chains may be used more often in the vicinity of positive charge (this table, binomial tests), perhaps for certain structural motifs or because of the types of genes under consideration, they cannot responsible for the major slowing effect. D – F. Positive charge can explain the slowing in genes where hydrophobicity cannot.
Table S8.

<table>
<thead>
<tr>
<th></th>
<th>(q_1\Delta r) (count)</th>
<th>(q_2\Delta r)</th>
<th>(q_3\Delta r)</th>
<th>(q_4\Delta r)</th>
<th>(\chi^2) test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. polarity score when positive charge score = 0</td>
<td>1</td>
<td>112</td>
<td>114</td>
<td>115</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>51</td>
<td>39</td>
<td>43</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>93</td>
<td>96</td>
<td>84</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>0.21</td>
<td>0.24</td>
<td>0.033 (0.132)</td>
<td>0.0017 (0.0068)</td>
</tr>
<tr>
<td>B. polarity score when positive charge score = -1</td>
<td>1</td>
<td>253</td>
<td>246</td>
<td>216</td>
<td>211</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>71</td>
<td>58</td>
<td>45</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>94</td>
<td>104</td>
<td>103</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 (\tau)Al score counts, P value (Bonferroni correction)</td>
<td>2.2e-16 (8.8e-16)</td>
<td>2.1e-14 (8.5e-14)</td>
<td>2.4e-10 (9.4e-10)</td>
<td>4.8e-15 (1.9e-14)</td>
</tr>
<tr>
<td>C. polarity score when positive charge score = 0 or -1</td>
<td>1</td>
<td>365</td>
<td>360</td>
<td>331</td>
<td>318</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>122</td>
<td>97</td>
<td>88</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>187</td>
<td>200</td>
<td>187</td>
<td>144</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>3.0e-14 (1.2e-13)</td>
<td>1.3e-11 (5.4e-11)</td>
<td>2.6e-10 (1.0e-09)</td>
<td>3.8e-16 (1.5e-15)</td>
</tr>
<tr>
<td>D. positive charge score when polarity score = 0</td>
<td>1</td>
<td>84</td>
<td>71</td>
<td>70</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>51</td>
<td>39</td>
<td>43</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>71</td>
<td>58</td>
<td>45</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 charge score counts, P value</td>
<td>0.34</td>
<td>0.29</td>
<td>0.025 (0.1)</td>
<td>4.6e-11 (1.8e-10)</td>
</tr>
</tbody>
</table>
Table S8. Positive charge explains slowing better than amino acid polarity. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intratranscript window; -1, less present; 0, present in both windows in equal amounts. A – C. In those genes which fail the positive charge test (charge score = 0 or -1), we find that polarity cannot explain the increased slowing in these windows either (this table, $\chi^2$ tests). For this reason we consider that while amino acids with polar side chains may be used more often in the vicinity of positive charge (this table, binomial tests), perhaps for certain structural motifs or because of the types of genes under consideration, they cannot responsible for the major slowing effect. D – F. Positive charge can explain the slowing in some genes where polarity cannot.
Table S9.

<table>
<thead>
<tr>
<th>A. negative charge score when positive charge score = 0</th>
<th>$q_1$ (count)</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>106</td>
<td>114</td>
<td>105</td>
<td>100</td>
<td>0.81</td>
</tr>
<tr>
<td>0</td>
<td>52</td>
<td>52</td>
<td>49</td>
<td>42</td>
<td>0.71</td>
</tr>
<tr>
<td>-1</td>
<td>98</td>
<td>83</td>
<td>88</td>
<td>65</td>
<td>0.076</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>0.62</td>
<td>0.032 (0.13)</td>
<td>0.25</td>
<td>0.0079 (0.032)</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B. negative charge score when positive charge score = -1</th>
<th>$q_1$ (count)</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>213</td>
<td>208</td>
<td>176</td>
<td>176</td>
<td>0.10</td>
</tr>
<tr>
<td>0</td>
<td>89</td>
<td>76</td>
<td>64</td>
<td>66</td>
<td>0.15</td>
</tr>
<tr>
<td>-1</td>
<td>116</td>
<td>124</td>
<td>124</td>
<td>81</td>
<td>0.010 (0.030)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 tAl score counts, P value (Bonferroni correction)</td>
<td>9.8e-08 (3.9e-07)</td>
<td>4.7e-06 (1.9e-05)</td>
<td>0.0032 (0.013)</td>
<td>3.0e-09 (1.2e-08)</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C. negative charge score when positive charge score = 0 or -1</th>
<th>$q_1$ (count)</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>319</td>
<td>322</td>
<td>281</td>
<td>276</td>
<td>0.11</td>
</tr>
<tr>
<td>0</td>
<td>141</td>
<td>128</td>
<td>113</td>
<td>108</td>
<td>0.14</td>
</tr>
<tr>
<td>-1</td>
<td>214</td>
<td>207</td>
<td>212</td>
<td>146</td>
<td>0.0010 (0.0030)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>6.2e-06 (2.5e-05)</td>
<td>6.5e-07 (2.6e-06)</td>
<td>0.0022 (0.0088)</td>
<td>2.5e-10 (9.9e-10)</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D. positive charge score when negative charge score = 0</th>
<th>$q_1$ (count)</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>129</td>
<td>143</td>
<td>126</td>
<td>165</td>
<td>0.081</td>
</tr>
<tr>
<td>0</td>
<td>52</td>
<td>52</td>
<td>49</td>
<td>42</td>
<td>0.71</td>
</tr>
<tr>
<td>-1</td>
<td>89</td>
<td>76</td>
<td>64</td>
<td>66</td>
<td>0.15</td>
</tr>
<tr>
<td>Binomial test</td>
<td>0.0081</td>
<td>7.0e-06</td>
<td>8.1e-06</td>
<td>5.8e-11</td>
<td>-</td>
</tr>
</tbody>
</table>

Binomial test on +1 and -1 count, P value (Bonferroni correction) | 0.0081         | 7.0e-06 | 8.1e-06 | 5.8e-11 | - |
Table S9. Positive charge explains slowing better than negative charge. Quantiles of the difference in average ribosomal density between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; -1, less present; 0, present in both windows in equal amounts. A – C. In those genes which fail the positive charge test (charge score = 0 or -1), we find that negatively charged amino acids cannot explain the increased slowing in these windows either (this table, $\chi^2$ tests). For this reason we consider that while amino acids with negatively charged side chains may be used more often in the vicinity of positive charge (this table, binomial tests), perhaps for certain structural motifs or because of the types of genes under consideration, they cannot responsible for the major slowing effect. D – F. Positive charge can explain the slowing in genes where negative charge cannot.

<table>
<thead>
<tr>
<th></th>
<th>on +1 and -1 charge score counts, P value (Bonferroni correction)</th>
<th>(0.032)</th>
<th>(2.8e-05)</th>
<th>(3.2e-05)</th>
<th>(2.3e-10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. positive charge score when negative charge score = -1</td>
<td>1</td>
<td>215</td>
<td>228</td>
<td>287</td>
<td>242</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>98</td>
<td>83</td>
<td>88</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>116</td>
<td>124</td>
<td>124</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td>5.8e-08 (2.3e-07)</td>
<td>3.2e-08 (1.3e-07)</td>
<td>5.5e-16 (2.2e-15)</td>
<td>2.2e-16 (8.8e-16)</td>
</tr>
</tbody>
</table>

|                      | 0   | 150 | 135 | 137 | 107 | 0.059   |
|                      | -1  | 205 | 200 | 188 | 147 | 0.011 (0.033) |
|                      | Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction) | 3.2e-09 (1.3e-08) | 7.6e-13 (3.1e-12) | 2.2e-16 (8.8e-16) | 2.2e-16 (8.8e-16) | - |
### Table S10.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>q1_{\Delta r} (count)</th>
<th>q2_{\Delta r}</th>
<th>q3_{\Delta r}</th>
<th>q4_{\Delta r}</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A.</strong></td>
<td>charge score 1 tAI score 1</td>
<td>271</td>
<td>272</td>
<td>281</td>
<td>284</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>charge score 1 tAI score -1</td>
<td>302</td>
<td>314</td>
<td>356</td>
<td>433</td>
<td>1.4e-06 (2.8e-06)</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.21</td>
<td>0.090</td>
<td>0.0033 (0.013)</td>
<td>2.9e-08 (1.2e-07)</td>
<td>-</td>
</tr>
<tr>
<td><strong>B.</strong></td>
<td>charge score 0 tAI score 1</td>
<td>116</td>
<td>130</td>
<td>111</td>
<td>101</td>
<td>0.28 (0.56)</td>
</tr>
<tr>
<td></td>
<td>charge score 0 tAI score -1</td>
<td>142</td>
<td>129</td>
<td>125</td>
<td>106</td>
<td>0.15 (0.30)</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.12</td>
<td>1.0</td>
<td>0.40</td>
<td>0.78</td>
<td>-</td>
</tr>
<tr>
<td><strong>C.</strong></td>
<td>charge score -1 tAI score 1</td>
<td>203</td>
<td>195</td>
<td>171</td>
<td>140</td>
<td>0.0036 (0.0072)</td>
</tr>
<tr>
<td></td>
<td>charge score -1 tAI score -1</td>
<td>212</td>
<td>206</td>
<td>201</td>
<td>182</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.69</td>
<td>0.62</td>
<td>0.13</td>
<td>0.022 (0.09)</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table S10.** The relationship of charge score to tAI score. Quantiles of the difference in average ribosomal occlusion between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; -1, less present; 0, present in both windows in equal amounts. **A.** The ability of charge to explain slowing (charge score of 1) cannot be explained by concomitant use of suboptimal codons. A charge score of 1 more commonly pairs with a tAI score which cannot explain slowing (tAI score of -1), and increasingly so as the difference in ribosomal speeds between the two windows grows. **B.** These tAI scores are drawn from transcripts for which both intra-transcript windows have the same number of charges (charge score = 0) and hence such comparisons should be controlled for the effect of positive charge on ribosomal speed. Different tAI scores are equally distributed among quantiles, indicating the inability of tAI to predict either ribosomal slowing or the degree of ribosomal slowing even in the absence of an effect of charge on ribosomal speed. **C.** tAI does not systematically account for slowing in windows for which increased charge pairs with the faster window.
Table S11. The relationship of rare pair score to charge score. Quantiles of the difference in average ribosomal occlusion between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intra-transcript window; -1, less present; 0, present in both windows in equal amounts. A. The ability of charge to explain slowing (charge score of 1) cannot be explained by concomitant use of rare pairs. A charge score of 1, if anything, tends to pair with a rare pair score which cannot explain slowing (rare pair score of -1). B. These rare pair scores are drawn from transcripts for which both intra-transcript windows have the same number of charges (charge score = 0) and hence such comparisons should be controlled for the effect of positive charge on ribosomal speed. Different rare pair scores are equally distributed among quantiles, indicating the inability of rare pairs to predict ribosomal slowing. Additionally, as the difference in the degree of ribosomal slowing increases (i.e. moving from q1 to q4), the number of rare pairs found in the higher occupancy window decreases ($\chi^2$ test), demonstrating rare pairs cannot predict the magnitude of slowing even in the absence of an effect of charge on ribosomal speed. C. Rare pairs do not systematically account for slowing in windows for which increased charge pairs with the faster window.

<table>
<thead>
<tr>
<th></th>
<th>q1$_{\Delta r}$ (count)</th>
<th>q2$_{\Delta r}$</th>
<th>q3$_{\Delta r}$</th>
<th>q4$_{\Delta r}$</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.</td>
<td>charge score 1</td>
<td>70</td>
<td>81</td>
<td>64</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>rare pair score 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>charge score 1</td>
<td>92</td>
<td>89</td>
<td>98</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>rare pair score -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Binomial test P value</td>
<td>0.10</td>
<td>0.59</td>
<td>0.0093</td>
<td>0.0075</td>
</tr>
<tr>
<td></td>
<td>(Bonferroni correction)</td>
<td></td>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>B.</td>
<td>charge score 0</td>
<td>34</td>
<td>36</td>
<td>31</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>rare pair score 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>charge score 0</td>
<td>46</td>
<td>41</td>
<td>42</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>rare pair score -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Binomial test P value</td>
<td>0.22</td>
<td>0.65</td>
<td>0.24</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>(Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C.</td>
<td>charge score -1</td>
<td>71</td>
<td>62</td>
<td>49</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>rare pair score 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>charge score -1</td>
<td>75</td>
<td>52</td>
<td>56</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>rare pair score -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Binomial test P value</td>
<td>0.80</td>
<td>0.40</td>
<td>0.56</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>(Bonferroni correction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table S12. The relationship of PARS score (double strandedness) to charge score. Quantiles of the difference in average ribosomal occlusion between the two windows identified within a transcript are shown, with q1 representing the smallest differences and q4 the largest. A score of 1 indicates the putative retarding feature is more present within the more occluded intranostscript window; -1, less present; 0, present in both windows in equal amounts.

<table>
<thead>
<tr>
<th></th>
<th>Charge score</th>
<th>PARS score</th>
<th>q1Δr (count)</th>
<th>q2Δr</th>
<th>q3Δr</th>
<th>q4Δr</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>charge score 1</td>
<td>PARS score 1</td>
<td>40</td>
<td>32</td>
<td>48</td>
<td>29</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>charge score 1</td>
<td>PARS score -1</td>
<td>78</td>
<td>67</td>
<td>82</td>
<td>73</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.00060 (0.0024)</td>
<td>0.00056 (0.0022)</td>
<td>0.0036 (0.014)</td>
<td>1.6e-05 (6.4e-05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>charge score 0</td>
<td>PARS score 1</td>
<td>24</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>charge score 0</td>
<td>PARS score -1</td>
<td>86</td>
<td>77</td>
<td>84</td>
<td>61</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>2.2e-09 (8.9e-09)</td>
<td>3.2e-12 (1.3e-11)</td>
<td>1.8e-14 (7.3e-14)</td>
<td>1.5e-09 (6.2e-09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>charge score -1</td>
<td>PARS score 1</td>
<td>22</td>
<td>27</td>
<td>21</td>
<td>15</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>charge score -1</td>
<td>PARS score -1</td>
<td>44</td>
<td>37</td>
<td>21</td>
<td>23</td>
<td>0.008 (0.016)</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.0092 (0.037)</td>
<td>0.26</td>
<td>1</td>
<td>0.26</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>charge score 1</td>
<td>conservative PARS score 1</td>
<td>140</td>
<td>126</td>
<td>163</td>
<td>155</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>charge score 1</td>
<td>conservative PARS score -1</td>
<td>200</td>
<td>248</td>
<td>233</td>
<td>246</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.0013 (0.0052)</td>
<td>2.8e-10 (1.1e-09)</td>
<td>0.00051 (0.0020)</td>
<td>6.4e-06 (2.6e-05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>charge score 0</td>
<td>conservative PARS score 1</td>
<td>72</td>
<td>52</td>
<td>52</td>
<td>54</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>charge score 0</td>
<td>conservative PARS score -1</td>
<td>86</td>
<td>77</td>
<td>84</td>
<td>61</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.30</td>
<td>0.034 (0.14)</td>
<td>0.0076 (0.030)</td>
<td>0.58</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>charge score -1</td>
<td>conservative PARS score 1</td>
<td>90</td>
<td>94</td>
<td>75</td>
<td>85</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>charge score -1</td>
<td>conservative PARS score -1</td>
<td>121</td>
<td>111</td>
<td>101</td>
<td>108</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Binomial test P value (Bonferroni correction)</td>
<td>0.039 (0.16)</td>
<td>0.26</td>
<td>0.060</td>
<td>0.11</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>
Table S13.

<table>
<thead>
<tr>
<th></th>
<th>$q_{1 \Delta r}$ (count)</th>
<th>$q_{2 \Delta r}$</th>
<th>$q_{3 \Delta r}$</th>
<th>$q_{4 \Delta r}$</th>
<th>$\chi^2$ test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. charge score</td>
<td>1</td>
<td>578</td>
<td>630</td>
<td>700</td>
<td>766</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>270</td>
<td>256</td>
<td>255</td>
<td>242</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>496</td>
<td>457</td>
<td>388</td>
<td>335</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>0.013 (0.052)</td>
<td>1.7e-07 (6.8e-07)</td>
<td>&lt; 2.2e-16 (8.8e-16)</td>
<td>&lt; 2.2e-16 (8.8e-16)</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td>1.8e-07 (7.2e-07)</td>
<td>0.00011 (0.00042)</td>
<td>0.00013 (0.00053)</td>
<td>5.2e-11 (2.1e-10)</td>
</tr>
<tr>
<td>B. tAI score</td>
<td>1</td>
<td>576</td>
<td>600</td>
<td>601</td>
<td>551</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>768</td>
<td>743</td>
<td>742</td>
<td>792</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td>1.8e-07 (7.2e-07)</td>
<td>0.00011 (0.00042)</td>
<td>0.00013 (0.00053)</td>
<td>5.2e-11 (2.1e-10)</td>
</tr>
<tr>
<td>C. rare pair score</td>
<td>1</td>
<td>180</td>
<td>184</td>
<td>160</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>904</td>
<td>907</td>
<td>958</td>
<td>1101</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>260</td>
<td>252</td>
<td>225</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>0.00016 (0.00064)</td>
<td>0.0013 (0.0052)</td>
<td>0.0011 (0.0044)</td>
<td>0.00023 (0.00092)</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>0.00016 (0.00064)</td>
<td>0.0013 (0.0052)</td>
<td>0.0011 (0.0044)</td>
<td>0.00023 (0.00092)</td>
</tr>
<tr>
<td>C. PARS score</td>
<td>1</td>
<td>88</td>
<td>904</td>
<td>88</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>491</td>
<td>907</td>
<td>516</td>
<td>1101</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>155</td>
<td>260</td>
<td>225</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>2.1e-05 (8.2e-05)</td>
<td>0.0016 (0.0065)</td>
<td>0.0054 (0.022)</td>
<td>4.4e-06 (1.8e-05)</td>
</tr>
<tr>
<td></td>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>2.1e-05 (8.2e-05)</td>
<td>0.0016 (0.0065)</td>
<td>0.0054 (0.022)</td>
<td>4.4e-06 (1.8e-05)</td>
</tr>
</tbody>
</table>

Table S13. Table 1 done again, allowing the lower-occupancy window to have a ribosomal occupancy of 0.
Table S14.

<table>
<thead>
<tr>
<th>A. charge score</th>
<th>q1_{Δr} (count)</th>
<th>q2_{Δr}</th>
<th>q3_{Δr}</th>
<th>q4_{Δr}</th>
<th>χ² test P value (Bonferroni correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>571</td>
<td>591</td>
<td>637</td>
<td>708</td>
<td>0.00051 (0.0015)</td>
</tr>
<tr>
<td>0</td>
<td>267</td>
<td>241</td>
<td>256</td>
<td>213</td>
<td>0.08</td>
</tr>
<tr>
<td>-1</td>
<td>419</td>
<td>425</td>
<td>363</td>
<td>336</td>
<td>0.0022 (0.0065)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 charge score counts, P value (Bonferroni correction)</td>
<td>1.5e-06 (6.0e-06)</td>
<td>2.1e-07 (8.4e-07)</td>
<td>&lt; 2.2e-16 (8.8e-16)</td>
<td>&lt; 2.2e-16 (8.8e-16)</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B. tAI score</th>
<th>1</th>
<th>595</th>
<th>589</th>
<th>573</th>
<th>539</th>
<th>0.35</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>-1</td>
<td>662</td>
<td>668</td>
<td>683</td>
<td>718</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>Binomial test on +1 and -1 tAI score counts, P value (Bonferroni correction)</td>
<td>0.06 (0.24)</td>
<td>0.03 (0.12)</td>
<td>0.0021 (8.4e-03)</td>
<td>4.9e-07 (2.0e-06)</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C. rare pair score</th>
<th>1</th>
<th>181</th>
<th>162</th>
<th>152</th>
<th>87</th>
<th>1.7e-07 (5.0e-07)</th>
</tr>
</thead>
<tbody>
<tr>
<td>rare 6-mer score</td>
<td>0</td>
<td>858</td>
<td>912</td>
<td>913</td>
<td>1048</td>
<td>1.0e-06 (3.0e-04)</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>218</td>
<td>183</td>
<td>191</td>
<td>122</td>
<td>4.4e-06 (1.3e-05)</td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>0.07 (6.1e-05) (2.4e-04)</td>
<td>0.28 (2.1e-07) (8.4e-07)</td>
<td>0.040 (0.016) (1.2e-10)</td>
<td>0.018 (0.072) (3.8e-16) (1.5e-15)</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C. PARS score</th>
<th>1</th>
<th>86</th>
<th>72</th>
<th>80</th>
<th>57</th>
<th>0.093</th>
</tr>
</thead>
<tbody>
<tr>
<td>conservative PARS score</td>
<td>0</td>
<td>466</td>
<td>509</td>
<td>500</td>
<td>543</td>
<td>0.11</td>
</tr>
<tr>
<td>-1</td>
<td>154</td>
<td>125</td>
<td>126</td>
<td>107</td>
<td>0.032 (0.096)</td>
<td></td>
</tr>
<tr>
<td>Binomial test on +1 and -1 rare pair score counts, P value (Bonferroni correction)</td>
<td>1.3e-05 (5.2e-05) (0.00010) (0.00040)</td>
<td>0.00020 (0.00080) (7.2e-10) (2.9e-09)</td>
<td>0.0017 (0.0068) (2.4e-06) (9.6e-06)</td>
<td>0.00012 (0.00048) (4.2e-06) (1.7e-05)</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table S14. Table 1 done again on the non-redundant footprint location set.
III. Codon usage and translation rates: how can codon usage not predict ribosome occupancy but be commonly assumed to be associated with faster translation?

Catherine A. Charneski & Laurence D. Hurst
Based on Note S1 from *PLoS Biol* (2013) 11(3): e1001508
Ever since suggested by Ames and Hartman (1963) there has been a growing thread throughout the literature that a codon specifying a rare tRNA might stall ribosomes as the enzyme awaits for the tRNA to enter its A-site. Indeed in some instances, it is now often simply presumed that different codons must affect ribosome velocity. For example, Higgs and Ran (Higgs and Ran 2008) assert that “it is differences in rates [of translation] between alternative cognate codons that are relevant for codon bias. The fact that codon bias occurs in a large number of bacterial genomes means that these rates must indeed differ”. While this assertion discounts the possibility that translational accuracy might be important, nonetheless, we can ask how it is that there exists apparent, often-cited evidence for codon usage altering translation rates but at the same time we see no evidence that codon usage predicts ribosome occupancy in mouse embryonic stem cells (Ingolia, Lareau, Weissman 2011), *E. coli* (Li et al. 2012), or yeast (Qian et al. 2012; Charneski and Hurst 2013).

There are, we suggest two classes of explanation. First, we note that much evidence is indirect and/or fails to address alternative explanations. Second, and perhaps more interestingly, we argue that it is possible that under normal conditions codon usage should not predict translation rates, but out of normal (equilibrium) conditions codon bias may have a profound effect. This we suggest can explain apparently contradictory evidence.

### 1. Do experimental results support the view that codon usage modulates translational velocity: problems with predictions and covariates

One possibility is that the codon usage – translation rate assumption is so profoundly held that evidence for the effect is over-interpreted. Indeed, some studies cited as support that codon usage can influence translation rates offer only circumstantial evidence. In such studies the results are possibly consistent with a proposed role for codon usage in modulating ribosomal velocity, but this is not explicitly shown. For example Konigsberg and Godson (1983) showed differential codon usage between *dnaG* and a handful of other *E. coli* regulatory genes in comparison with 25 non-regulatory genes and speculated that codon usage may cause differential expression levels of these categories of protein. Another early study aligned the coding sequences of two genes with different translational pause sites (as indicated by gel electrophoresis), and upon noting differences in codon usage then claimed “we have now demonstrated that this particular codon usage… is directly responsible for the variable rate of polypeptide chain elongation observed” (Morlon et al. 1983). A more recent study (Boycheva et al. 2003) searched for codon pairs which were overrepresented in lowly expressed and highly expressed genes and denoted them hypothetical attenuating and non-attenuating pairs, respectively, but the authors were unable to
use experimental data to further investigate whether such codon pairs might in fact have any effect on ribosomal speed.

Similarly, quite a few experimental studies presuming to show influence of codon bias on gene expression assume that a lack or reduction in protein product reflects slower translation rates (Sørensen et al. 1989; Goldman et al. 1995; Cannarozzi et al. 2010; Nakamura and Sugiura 2011). However, a heterologous gene transfected into an organism with a different codon usage bias, or a gene engineered to code for the same protein product as the original but with less optimal codons might have unstable mRNA (Stanssens et al. 1986; Hoekema et al. 1987; Petersen 1987) or protein products (Kurland 1991). For instance Coleman et al. (2008) claim that substitutions of underrepresented codon pairs into poliovirus coding sequence cause decreased translation rates when such mRNAs are expressed in HeLa cells. Slowing of translation, however, is not explicitly shown and it is possible that the assays—reduced infectivity or reduced enzymatic activity—could be the result of e.g. structural errors in the proteins which are unrelated to translation speed.

Perhaps more crucially, it is far from clear that changing codon usage bias should greatly change protein titres if translation rate mediated by tRNA abundance is the sole force. After a ribosome has finished processing a transcript for a given gene, the chance that the freed up ribosome will then process a transcript from the same gene is low. The major effect of changing translation speed should thus be changes in cell growth rates not necessarily changes in titre of the protein concerned. More exactly, it has been suggested that changing the translation rate of an mRNA is only likely to directly influence the amount of the focal protein produced if that mRNA can capture a majority of all ribosomes in the cell (Andersson and Kurland 1990). In other words, faster translation of an mRNA is not likely to affect the resulting amount of the focal protein in that cell if there is no ribosome readily available to immediately start translating another copy of the same mRNA (provided translation initiation features allow prompt re-initiation). This proposition is supported by transgene studies by Kudla et al. (Kudla et al. 2009) who showed no correspondence between codon usage bias of upregulated versions of GFP, differing only at synonymous sites, and protein titre.

This group also revealed the importance of controlling for translation initiation features at the 5’ end of a transcript. A number of other studies (Hoekema et al. 1987; Goldman et al. 1995; Irwin et al. 1995; Cannarozzi et al. 2010) have examined the effect of synonymous mutations including those near the beginning of transcripts where it is known mRNA structure can influence the frequency of translation initiation. For example Irwin et al. (1995) focused on the effect of substitutions of codon pairs at the 5’ end, assuming that if they were translated slowly it would
prevent re-initiation of lacZ by another ribosome and hence reduce the amount of beta-galactosidase activity observable. But their test may have rather interfered with mRNA secondary structure important for translation initiation. It should also be noted that Irwin et al. (1995) found that over-represented rare pairs of codons in E. coli could attenuate ribosomes. Their claim however was later disputed by Cheng and Goldman (2001) who could not confirm Irwin’s findings. In another case, Goldman et al. (1995) observed that insertion of 9 consecutive low-usage leucine codons near the 5’ end of a transcript blocked translation, but no similar effects were seen when the 9 consecutive codons were introduced further downstream, suggesting their results may be due to interference with 5’ transcript folding required for initiation.

Even when the experiments are robust, further problems with covariates (i.e. alternative explanations) abound. For example the slowing (as inferred by reduced expression level) thought to be due to consecutive rare AGG or AGA codons in E. coli (Robinson et al. 1984; Misra and Reeves 1985; Varenne and Lazdunski 1986; Bonekamp and Jensen 1988; Spanjaard et al. 1990; Sørensen and Pedersen 1991; Rosenberg et al. 1993; Wang et al. 1994; Hu et al. 1996) may be due to tandem codons resembling the Shine Dalgarno sequence and interacting with the translating ribosome (Ivanov et al. 1992; Wen et al. 2008; Li et al. 2012) or indeed in some cases the positive charge on the incorporated arginine residue may slow the ribosome (Lu and Deutsch 2008; Charneski and Hurst 2013). Similarly, Sørensen et al. (1989) inferred average translation rates from the time required for E. coli to incorporate radioactive methionine into β-galactosidase containing inserts full of either rare or common codons. Their rare-codon insert, however, contained more (and more clustered) codons encoding positive charges, which may account for the slowing of ribosomes during translation of rare codons that they infer. A perfect test is indeed very hard to envisage as any change to codon usage is likely also to affect many aspects of the processing of the RNA, not least the RNA structure, for which we found some evidence of an (albeit marginal) effect on translation rates (Charneski and Hurst 2013).

While claims that changing the codon usage modulates levels of that protein of the modified gene because of changes in translation rate owing to tRNA availability should be treated with considerable caution, some more direct reports lack robust statistics. As an example, Varenne et al. (1984) report that translation rate along mRNA varies with tRNA availability at different codons (although some of the slowing they observe they say cannot be attributed to differential codon usage). They compared the distribution of electrophoretic intermediates to that predicted by assuming that tRNA concentration is the rate-limiting factor in ribosomal translocation, with the aim of investigating how well the prediction matched the observed. However, there are a few problems with the approach. ‘Analogous peaks’ between the observed and predicted were detected not by a stringent methodology but by attempting to locate matching peaks between
noisy curves by eye. Nor was it determined if detected slowing along the ribosome was significant. Additionally although a good correlation between the observed and predicted curves was claimed, a statistical test of a correlation, or any type of statistical test to establish similarity between the two curves, was not performed. We do not wish to assert that the conclusions of Varenne et al. are incorrect, just that they lack normal statistical support. Another group, examining the same ribosomal footprinting dataset as we do in Chapter II, found a correlation of codon usage bias with ribosomal density at 5’ transcript ends and concluded that codon usage is responsible for the excess density observed at transcript starts (Tuller et al. 2010; Tuller et al. 2011). Aside from questions of whether this excess 5’ density is an artefact of the footprinting method used (previously discussed in Ingolia et al. 2011; Charneski and Hurst 2013), we note that the statistical robustness of these analyses is lacking for three main reasons. First, footprints were allowed to map to more than one genomic location, which almost certainly artificially inflates and skews the types of sequences occluded by ribosomal footprints. Second, the correlation was performed on mean values calculated from aligned transcripts, not on a within-transcript basis, allowing for the possibility of emergent patterns which do not reflect an underlying mechanism. Third, neighboring codons were allowed to be occluded by the flanking (i.e. not active site) regions of footprints corresponding to ribosomes translating not that codon but neighboring codons, which means the correlations were done using non-independent data points and are thus statistically invalid.

2. Normal and abnormal conditions and the balance model of codon usage

Above we have suggested that the tendency to suppose a direct link, mediated by codon usage and tRNA abundances, has often led to alternative interpretations not being considered. While the problem of alternative explanations must always be an issue, we don’t wish to suppose that there is no evidence that changes in codon usage bias cannot sometimes affect translation rates. We note, however, that the best of the evidence finds support for an effect under abnormal conditions. For example, rare Arg codons (AGG) can limit protein synthesis in E. coli compared to the same amino acid sequence comprised of non-rare codons (CGT) (Robinson et al. 1984). This effect, however, was only observed under extreme conditions involving multiple consecutive rare codons and transcription at very high levels. Such runs of consecutive rare codons in highly expressed transcripts are unlikely to be observed in endogenous genes.

Similarly, Pedersen (1984) found a less than two-fold difference in the translation rate between rare and common codons upon comparing the speed of translation of ribosomal proteins, but only when they were expressed in high-copy plasmids with an up-promoter mutation, presumably
increasing drain on the tRNA pool. Similarly Misra and Reeves (1985) reported stalling (as inferred by accumulation of an intermediate peptide) at a rare Arg codon which could be rescued by providing tRNAs_{Arg}(AGA), but this stalling effect was observed upon transcribing the gene from a multicopy plasmid and may not reflect *in vivo* conditions. Komar et al. (1999) showed that substitution of 16 rare for frequent synonymous codons in a 21-codon stretch resulted in loss of a protein intermediate as visualized by gel electrophoresis, but the cloned transgene was expressed from the high-expression viral T7 promoter. Kudla et al.’s (Kudla et al. 2009) demonstration that codon usage bias predicts growth rates is also consistent with an effect on translation rates for grossly upregulated genes. Most recently, an experimental technique whereby the delay between two instances of fluorescence-induced energy transfer (FRET), each mediated by ribosome-tRNA interactions, was used to measure the time taken to translate codons in between the two fluorescence events (Ciryam et al. 2013). While a novel approach, the experiment measured the effect due to translating a gene from a very high-expression promoter. Additionally, the experiment was done in vitro using only a single mRNA, meaning the availability of tRNAs would be further skewed by the fact that not only is that single mRNA being translated at very high levels, but that other mRNAs which would normally be present in the cell were not available to mop up other tRNAs in the way that they would normally be demanded in a growing cell.

It is the extreme abnormality of the conditions needed to show an effect that we think may underpin a correspondence between these experimental results and our results. Let us suppose then that we can show that codon usage of a highly upregulated gene affects the translation rate. How can this observation square with the absence of higher ribosome occupancy with transcripts under normal conditions in domains rich in rare codons?

Let us consider again the balance model discussed by Qian et al. (Qian et al. 2012). They note that if highly expressed genes use codons corresponding to the most abundant tRNAs then it doesn’t follow that they will be translated any faster than rare transcripts using rare codons. The key parameter is not the absolute tRNA abundance but the tRNA *availability*. If highly abundant transcripts all require the same tRNA, then this acts as a drain on the availability of that tRNA. The waiting time for a ribosome to find a rare but little in demand tRNA may then be the same (or approximately so) as the waiting time to find a “common” but much in demand tRNA. In one case the pool is small and the demand low (rare codons in lowly expressed transcripts) in the other the tRNA pool is large but the demand also large (a common codon in an abundant transcript). We have reason to expect this may be the case as tRNA abundance and codon usage have been shown to co-vary in highly expressed genes in *E. coli* (Post et al. 1979; Ikemura 1981) and yeast (Ikemura 1982). Such a correspondence has also been shown more globally within silk
worm silk gland and rabbit reticulocytes (Chavancy et al. 1979), yeast (Percudani et al. 1997) and (including at different growth rates) in E. coli (Dong et al. 1996). Most recently, codon usage and tRNA gene frequencies were shown to correlate across hundreds of archaeal, bacterial, and eukaryotic genomes (including human) if two basic tRNA modifications affecting binding propensities are taken into account (Novoa et al. 2012).

In fact the proposition that tRNA levels can modulate codon speeds is remarkably un-novel. Delving back in the literature, we find that in fact early theoretical work, though perhaps later ignored by many stipulating that codon speeds differ dramatically, transparently states that proportional usage between codons and tRNAs means we need not assume codons slow (Chavancy et al. 1979; Gouy and Grantham 1980; Liljenstrom et al. 1985). Other early work showed experimentally that alteration of specific tRNA concentrations can modulate chain elongation rates (Anderson 1969; Anderson and Gilbert 1969; Andersson et al. 1984). However, this fundamental observation that tRNA concentrations can modulate codon elongation rates has often been dissociated from later work which unfortunately directly transferred the findings that codons slow in the artificial settings of in vitro systems to in vivo ones. Such misplaced inference, we suggest, concomitantly bolstered the notion that the vast majority of differences in speed are due to the identity of the codons themselves, outside of any influence of tRNA concentrations.

That the presumption that certain codons slow is confused in its conception is readily apparent from the myriad of different ways in which ‘slow codons’ are determined: many papers cite from the (albeit problematic) experimental evidence that codons slow (discussed in Section 1), and then, satisfied the premise that certain codons slow is justified, jettison the cited experimental evidence of which particular codons may slow and move on to ad hoc definitions of which are the slowest (see e.g. Thanaraj and Argos 1996; Saunders and Deane 2010). Many such definitions revolve solely around codon usage, for example the frequency of codons (most often as they are encoded genomically) or the propensity for certain codons to be used or avoided within highly expressed genes. Although such measures correlate, it is not necessarily the case that any two metrics should incriminate exactly the same codons as being ‘slow’. Alternatively, there have been efforts to use tRNA levels to define the optimality of codons (dos Reis et al. 2004; Higgs and Ran 2008; Zhang et al. 2009), however these works swing to the opposite extreme and consider tRNA concentrations while neglecting codon usage frequencies. More recently, there has been increased interest in addressing the issue of how both tRNA supply and codon demand modulate ribosome velocity (Brackley et al. 2011; Gingold et al. 2012; Qian et al. 2012), including the proposal that demand is better quantified by the transcriptomic, rather than genomic, codon usage (Pechmann and Frydman 2013).
We can then imagine an equilibrium situation in which the ribosome waiting time is the same for all codons as the demand and supply of each are balanced. Thus there is no reason to expect that rare tRNAs necessarily slow significantly (as assumed in e.g. Varenne et al. 1982), as they may be in low demand and therefore not rate-limiting. This also is consistent with our observation that, under normal growth conditions, codon usage doesn’t predict ribosome occupancy. However, the same model can predict that under abnormal conditions, we might see an effect as the situation has been forced far out of equilibrium. Over-express a transcript rich in rarely used codons and the ribosome should now slow as the demand for the rare tRNAs exceeds supply. Indeed expanding the tRNA repertoire of the host genome is one strategy to maximize protein expression in an organism which has been transfected with a heterologous gene to be translated at high levels but which comprises many codons which are normally rare (correspond to rare tRNAs) in the host (Gustafsson et al. 2004). Likewise, we expect that gross modification of tRNA pools should have gross effects on translational speed as the system has been shifted away from the demand-supply equilibrium.

We find it of note that a buffering of translation speed (by a correspondence between global codon usage and tRNA pools) also seems to be recapitulated on an enzyme catalytic level when considering the translation of even a single codon. Curran and Yarus (1989) published experimental findings that the rates for charged tRNA selection at different codons span a 25-fold range. If codon usage is indeed selected for some codons to be translated quickly and others slowly, then we should expect that codons with intrinsically, mechanistically fast rates of aa-tRNA selection are enlisted for the former and codons with intrinsically slow rates of aa-tRNA selection are recruited for the latter. The authors however go on to make the following observation: that most codons whose aa-tRNAs are selected either intrinsically rapidly or slowly by the ribosome have either low or high tRNA concentrations within the cell, respectively. This would suggest that intrinsic differences in the translation speeds of certain codons are not exploited but rather normalized via their supply lines.

In evolutionary terms we expect a move out of equilibrium might occur whenever selection operates on growth rates (Ikemura 1981). Imagine a slow-growing organism comes under selection to grow faster. Under this circumstance the translational apparatus will be under selection to work faster (more ribosomes, more tRNAs). But in addition, the more abundant transcripts will come under selection to shift codon usage towards the most abundant tRNAs (whichever they may be) to free up ribosomes. These features have been observed (Rocha 2004; Higgs and Ran 2008). Once the system returns to a supply-demand equilibrium, however, there is no reason to suppose that rare codons in lowly expressed transcripts will be processed any slower than common codons in abundant transcripts. Thus the supply-demand balance model is
consistent both with our observations and with the finding that codon bias is higher in faster growing organisms that also have more tRNAs. This means the observation that codons are used in proportion to tRNA concentrations need not be cited as evidence that codons can slow (Morlon et al. 1983; Krasheninnikov et al. 1991). Rather this observation may be indicative of the opposite, that they codons do not greatly differ in their translation speeds one to the next.

**Final thoughts**

The tRNA:codon balance theory described above is of course not proof in and of itself that codons do not differ at all in their translation speeds; rather it is a rational argument that we need not presume from the outset that codons do not do so. Given our and recent evidence that codons do not significantly differ in their elongation rates, however, we consider it likely that any speed differences between codons are of an order of magnitude that is small compared to other slowing determinants. It is almost certainly the case that codons do have different translation speeds one to the next to some degree, even if it be due to a stochastic search step for the correct tRNA, or differences in the binding affinities of different nucleotide pairs. The amount of selection which would have to operate on the system for every codon to have an elongation speed the same as the next would be quite extreme indeed and is difficult to imagine is actually at work within cells.

Nor can we deny the possibility that there are other complicating issues in actual translational systems leading to augmented differences in the translational speeds of certain codons, possibly for a restricted subset of codons, and under restricted conditions. The example of ribosome attenuation in bacterial amino acid operons is one such specialist case where the output of the system is clearly directed back on translation in a regulatory loop (Yanofsky 1981). For example, it has been suggested that even if tRNAs are supplied in optimal concentrations, the translation speeds of certain codons may greatly differ if their individual kinetic rate constants are sufficiently different from one another (Lizardi et al. 1979). To this we merely state that we do not find evidence, via analysis of the ribosomal footprinting dataset, that this is the case—certainly not compared to the magnitude of the positive charge effect. Another potentially complicating factor is that changes in tRNA concentrations and/or codon usage throughout the cell cycle may impact the supply:demand equilibrium. However, we note that it has been shown that a correlation between these two factors has indeed been measured at different points throughout the cell cycle in *E. coli* (Dong et al. 1996). This does not mean to say that at specific time points and precise codon locations that codon-induced slowing may not ever occur, simply that it may be unlikely that the bulk of codons at most times substantially differ in their elongation rates.
Similarly tRNAs may be differentially transcribed or modified at different cell cycle points or in different tissue types (e.g., Sharma and Borek 1970; Dittmar et al. 2006). Whether cell-cycle dependent variation in tRNA expression is a gene regulatory mechanism to increase the preferential translation of genes encoded by the corresponding codons (as suggested by Frenkel-Morgenstern et al. 2012) or a means of adapting the tRNA pool to the regulated levels of mRNAs, thereby maintaining tRNA:codon proportionality and not squandering cellular resources transcribing and processing unneeded tRNAs, is unknown. Although it has been shown that cells adjust their aminoacyl-charged tRNA acceptors during amino acid starvation to correspond to the genes most needed under these conditions (Elf et al. 2003; Dittmar et al. 2005), it is unclear whether this occurs to actively regulate gene expression via tRNA levels, or whether it is a built-in response designed to allow the cell to continue to translate protein under tRNA:codon usage equilibrium conditions without wasting energy on the creation of unneeded components of the translational machinery.
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Abstract

In the great majority of genomes, the use of positive charge increases, on average, approaching protein N-termini. Such charged residues slow ribosomes by interacting with the negatively charged exit tunnel. This has been proposed to be selectively advantageous as it provides an elongation speed ramp at translational starts. Positive charges, however, are known to orientate proteins in membranes by the positive-inside rule whereby excess charge lies on the cytoplasmic side of the membrane. Which of these two models better explains the N-terminal loading of positively charged amino acids? We find strong evidence that the tendency for average positive charge use to increase at termini is exclusively due to membrane protein topology: 1) increasing N-terminal positive charge is not found in cytosolic proteins, but in transmembrane ones with cytosolic N-termini, with signal sequences contributing additional charge; 2) positive charge density at N-termini corresponds to the length of cytoplastically exposed transmembrane tails, its usage increasing just up until the membrane; 3) membrane-related patterns are repeated at C-termini, where no ramp is expected; and 4) N-terminal positive charge patterns are no different from those seen internally in proteins in membrane-associated domains. The overall apparent increase in positive charge across all N-termini results from membrane proteins using positive charge adjacent to the cytosolic leaflet, combined with a skewed distribution of where N-termini cross the plasma membrane; 5) while *Escherichia coli* was predicted to have a 5′ ribosomal occupancy ramp of at least 31 codons, in contrast to what is seen in yeast, we find in ribosomal footprinting data no evidence for such a ramp. In sum, we find no need to invoke a translational ramp to explain the rising positive charge densities at N-termini. The membrane orientation model makes a full account of the trend.

Key words: translation ramp, protein topology, positive charge, N-termini.

Introduction

Why are some amino acids, or classes of amino acid, differentially distributed within proteins? Consider, for example, the location of positively charged residues. Enrichment of positive charge nearing protein N-termini has been demonstrated in humans (Berezovsky et al. 1999), *Escherichia coli* (Berezovsky et al. 1999), and Saccharomyces cerevisiae (Berezovsky et al. 1999; Tuller et al. 2011). Note that while the increase in use of positive charge nearing N-termini is true on average in a given genome, it does not follow that all proteins in any given genome have positive charges in this area. A successful model should then be able to explain why some proteins do and some do not contribute to the pattern of increasing positive charge use nearing the N-terminus. Here, we consider two models that might explain this enrichment of positively charged amino acids at the start of proteins.

The first model conjectures the positive charge enrichment is part of a ramp that controls ribosomal flow (Tuller et al. 2011). Positively charged amino acids are thought to be one (Lu et al. 2007; Tuller et al. 2011), possibly the principal (Charneski and Hurst 2013), determinant of ribosome velocity. The interior of the ribosomal exit tunnel is negatively charged (Lu et al. 2007) and positively charged residues within a protein are conjectured to interact with the negative charge in this channel, slowing ribosomal movement along transcripts (Lu and Deutsch 2008). This can explain, for example, why insertion of a long run of positively charged residues into a coding sequence stalls ribosomes (Ito-Harashima et al. 2007; Dimitrova et al. 2009). An excess of ribosomal density at the extreme 5′-ends of transcripts is present in at least one data set, which profiled the location of ribosomes along transcripts (Ingolia et al. 2009; Tuller et al. 2010). As the extent of this enrichment correlates with, among other features, the density of charged amino acids, it has been proposed that the increase in charge at the N-termini of proteins exists as one part of an adaptive speed ramp to control the flow of ribosomes at the start of translation, possibly to somehow prevent downstream traffic jams between them (Tuller et al. 2011). The notion of a ribosomal speed ramp appears to have been independently derived twice (Mitarai et al. 2008; Tuller et al. 2010), but only Tuller et al. (2011) propose a role for positive charges.

Although the translational ramp may seem an attractive explanation for N-terminal positive charge enrichment, other protein-structural origins for the use of positive charges should also be considered: just because positive charges slow ribosomes does not mean that they have been selected to do so. A more architectural hypothesis might alternately...
envisage that the accumulation of positive charge at N-termini reflects some basic structural requirement of certain proteins. In this way of thinking, positive charge is not selected for because of its influence on a short-lived process (translation), but because of its contribution to the integral composition or structure of the protein itself. As positive charges have been well established to play a role in determining the orientation of integral membrane proteins, we here consider their usage as a possible alternative explanation for the N-terminal enrichment of positive charge.

The so-called positive-inside rule, which applies to proteins in both prokaryotes and eukaryotes, both with and without signal sequences, says that proteins orientate so that excess positive charge near hydrophilic membrane-spanning regions lies on the cytoplasmic side of the membrane (von Heijne and Gavel 1988; Sipos and von Heijne 1993). Correspondingly, the experimental addition of positively charged residues to normally periplasmic regions is capable of inverting the topology of a protein, such that the excess of positive charges will lie in the cytosol (Nilsson and von Heijne 1990). The insertion of proteins into membranes is thought to be achieved by a variety of conserved translocases and integrases (such as the well-described Sec translocon) acting both independently and cooperatively (Samuelson et al. 2000; Dalbey et al. 2011; Nishiyama et al. 2012). The addition of positive charges to the N-termini of transmembrane proteins can prevent the translocation of the termini across membranes in both E. coli and eukaryotes (Gafvelin et al. 1997), whether they require the main Sec protein-conducting channel (Li et al. 1988; Yamane and Mizushima 1988) or not (Whitley et al. 1994).

Although the prevalence of the positive-inside rule is recognized, the mechanisms by which positive charges exert their topogenic effects are not well understood. Membrane protein topology may arise, at least in part, from positive charges near hydrophobic stretches stopping the transfer of further stretches of the protein across the membrane, and thus anchoring the hydrophobic region within the bilayer (Kuroiwa et al. 1990). The positively charged residues might electrostatically interact with the negative phospholipid groups of the bilayer, preventing translocation of this portion of the protein through the membrane (Gallusser and Kuhn 1990; van Klompenburg et al. 1997). The proton-motive force leading to the acidification of the periplasm may be required for the translocation of some protein segments, facilitating transfer of negative but not positive residues across the membrane (Whitley et al. 1994; Kiefer et al. 1997; Delgado-Partin and Dalbey 1998). The arrangement of conserved positive and negative charges within the exoplasmic and cytoplasmic portions, respectively, of the Sec translocon itself could additionally contribute to the topogenesis of membrane proteins by interacting with charged residues within the proteins (Goder et al. 2004).

Can the positive-inside rule alone explain the differential location of positively charged amino acids within proteins or do we in addition need to evoke selection on ribosomal velocity? The positive-inside rule makes numerous predictions regarding which proteins and where in the proteins we expect to see positive charge enrichment. We test these predictions and show that the increase in average positive charge usage at the start of proteins is parsimoniously explained in full as a consequence of the need for many proteins to thread themselves through and orientate themselves in lipid bilayers. In both E. coli and S. cerevisiae, we find increasing N-terminal charge among membrane proteins, not cytoplasmic ones. Focusing on E. coli (due to the need for large sample sizes of experimentally supported transmembrane protein annotations), we find positive charge enriched at the point where cytosolically exposed N-termini enter the membrane, in accordance with the positive-inside rule. That similar patterns are repeated at the C-terminus, where no ramping effect on downstream translation is to be expected, suggests the N-terminal positive charge pattern is purely protein-structural in origin. Cleave signal sequences in E. coli tend to be rich in cations (von Heijne 1984) and lend an additional enrichment of positive charge at protein starts. We finally demonstrate that N-terminal positive charge patterns can be entirely explained by patterns of downstream cation usage in proximity to membranes. Thus, the overall increase in positive charge across all N-termini results from the use of positive charge adjacent to the cytosolic leaflet of membranes combined with a skewed distribution of where cytosolic N-termini cross the plasma membrane.

Results
Across All Three Domains of Life, Average Positive Charge Usage Increases Nearing Protein N-Termini

First, we ask about the generality of the N-terminal loading of positively charged amino acids. Although an increase, on the average, at N-termini of the density of positively charged amino acids has been seen in a few species, just how general is it? Upon aligning proteins by their N-terminus and calculating the average usage of positive charge within a given amino acid site, we observe that the average use of positive charge within 622 of 648 organisms (including the vast majority of bacteria and archaea studied) tends to increase nearing the N-terminus (fig. 1; supplementary fig. S1, Supplementary Material online). Given our constraints as regards which coding sequences we will include (see Materials and Methods, Sequences), we were only able to retain a small number of proteins for analysis for some eukaryotes, approximately 1–10% of the total number of genes encoded in the genome (supplementary fig. S1, Supplementary Material online). We consider it a strong possibility that the positive charge pattern is not seen in these organisms (supplementary fig. S1, Supplementary Material online) due to the sequencing quality of these genomes. Indeed, it is only for such low-coverage eukaryotes that we do not observe significantly enriched N-terminal charge, quite possibly because we had to remove (via our sequence filters, see Materials and Methods) the subset of proteins that contribute to this pattern when all proteins are considered within an organism en masse.

This increasing use of positive charge near N-termini in 622 species is consistent with prior observations that mean charge
increases nearing the N-terminus in \textit{S. cerevisiae} and \textit{E. coli} (Tuller et al. 2011). As we are interested in the potential ramifications of positive charge on ribosomal slowing, however, and we previously found no effect of negative charge on translation speed (Charneski and Hurst 2013), we consider only positive, not negative, charge here and in all further analyses.

Increasing N-Terminal Average Positive Charge Is Not Found in Nonmembrane Proteins

Investigating the positive charge pattern among groups of proteins that are differentially sublocalized within \textit{E. coli} and \textit{S. cerevisiae} shows that positive charge does not generally increase nearing N-termini in cytosolic proteins but in proteins that are localized near to or potentially within membranes. In \textit{E. coli}, increasing N-terminal charge is found among proteins generally localizing to the inner and outer membranes as well as periplasm, and in yeast, such a pattern is found in proteins resident near the mitochondrion, endoplasmic reticulum (ER), Golgi, and vacuole (fig. 2; see supplementary fig. S2 [Supplementary Material online] for more yeast subcellular localizations). Hence, the proteomic-scale pattern in \textit{E. coli} and \textit{S. cerevisiae} in figure 1 results from the locations of positive charges in a subset of proteins within the organisms.

The Increased Positive Charge at N-Terminal Is Associated with Both the Topology and Sometimes Signal Sequences of Transmembrane Proteins

What is it about membrane proteins that lead to increasing N-terminal positive charge (fig. 2)? As the orientation of membrane proteins correlates with the density of positive charges on the cytoplasmic side of the membrane (von Heijne and Gavel 1988; Sipos and von Heijne 1993), we wondered whether the rise in positive charge at N-termini may be linked to the orientation of these termini. Indeed, we find that among transmembrane proteins in both \textit{E. coli} and \textit{S. cerevisiae}, cytoplasmically oriented N-termini show a far greater increase in positive charge at the tail than do those in the periplasm (fig. 3). We also note that cleavable signal sequences in \textit{E. coli} tend to be positively charged (fig. 3A), as previously reported (von Heijne 1984). This is in line with findings that such charges in cleavable signal sequences, while not always essential for export, can significantly enhance the rate of translocation (Vlasuk et al. 1983; Puziss et al. 1989). This means that periplasmic proteins in \textit{E. coli} display even more minimal N-terminal charge when proteins with N-terminal signal sequences are excluded (fig. 3A, last panel).

To determine whether the enrichment of positive charge in transmembrane protein N-termini that are cytosolic is significantly different from those that are periplasmic, outside of any additional contribution of signal sequences, the following randomization was performed independently in \textit{E. coli} and yeast. Signal-less proteins with N-termini in the cytosol and periplasm were combined into one group and then randomly sampled without replacement into two groups the same sizes as the observed groups. For each resampling, the average proportion of positive charge at each position in the first 30 amino acids was calculated in each of the two resampled groups. We then summed the differences in the average proportion of positive charge usage between the two sets at each N-terminal amino acid position using a one-tailed approach, as we have a strong prior that the cytoplasmic terminus will display greater positive charge. If linear fits for the randomized N-cytoplasmic and N-periplasmic intersected before 30 amino acids downstream of the N-terminus, we stopped summing...
Fig. 2. Only proteins potentially associated with membranes, not cytosolic proteins, show increasing N-terminal charge. Note that locations in this figure correspond to general subcellular locations of entire proteins, but say nothing specifically about the exact locations of protein termini, which in the case of transmembrane proteins may vary depending on their orientation in the membrane. In addition, proteins classified as “membrane” proteins may for example be only peripherally bound (Han et al. 2011). Filled points show positions of significantly enriched ($P < 0.05$) positive charge (see Materials and Methods). Linear versus quadratic best fits were determined by ANOVA of nested models. Whether $y$ is increasing approaching the end of the protein ($x = 0$), in the quadratic regressions, is determined by the sign of the $x$-term coefficient (see Materials and Methods). (A) Escherichia coli: Cytosol: no increase in charge at N-termini; regression of $y = x$, slope $P = 0.20$. Outer membrane and periplasm: regression of $y \sim x^2 + x$, fitted $x$-term value of $-0.049$ ($P = 5.4 \times 10^{-6}$), $r^2 = 0.76$,-- $0.044$ ($P = 1.15 \times 10^{-10}$), $r^2 = 0.80$, respectively. Inner membrane: regression of $y \sim x^2 + x$, fitted $x$-term value of $-0.00622$ ($P = 0.00017$), $r^2 = 0.68$. (B) Saccharomyces cerevisiae: For all regressions, the point at $x = 0$ was excluded as it is often an outlier (see also supplementary fig. S2 [Supplementary Material online] for more subcellular locations in yeast). Cytosol: no increase in charge at N-termini; regression of $y = x$, slope $P = 0.66$. ER and vacuole: regression of $y \sim x^2 + x$, fitted $x$-term value of $-0.043$ ($P = 0.033$), $r^2 = 0.10$, -- $1.1 \times 0.02$ ($P = 0.0012$), $r^2 = 0.32$, respectively. Golgi, regression of $y \sim x$ linear coefficient $-0.032$, $P = 0.010$, $r^2 = 0.19$. 
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the differences at the point where the fits intersected; otherwise, we summed the differences over all 30 N-terminal amino acid positions. After 10,000 iterations, \( P \) was calculated as \((m + 1)/n + 1\), where \( n \) is the number of iterations and \( m \) is the number of times the randomized “area between the curves” was greater than or equal to that observed. This test indicates the chance of randomly obtaining such a large difference between the two curves in similar sized groups given the transmembrane proteins used to calculate those curves is rather low indeed in both \( E. coli \) (\( P = 0.0001 \)) and yeast (\( P = 0.0001 \)).

Thus, we conclude the difference in positive charge usage between the two groups is highly significantly different, with positive charge loading occurring in the cytosolic N-termini of integral membrane proteins (in agreement with the positive-inside rule). This observation is straightforwardly interpreted in terms of the protein biochemistry/membrane orientation argument. In principle, if one could propose a post hoc rationalization as to why membrane proteins in particular uniquely require the putative ribosomal slowing effects of positively charged residues, then this result can also be considered as not falsifying the positive charge ramp model. We are unaware, however, of any such post hoc rationalization.

**Positive Charge Is Enriched in Cytosolic N-Tails near and Just up to the Point Where the Proteins Enter the Membrane**

In the previous section, we show that increased N-terminal positive charge is associated with an N-cytosolic transmembrane topology. We now look more closely at the configuration of cytoplasmic N-tails in relation to the plasma membrane and investigate where positive charge tends to be used in relation to the point where these tails penetrate the membrane.

Although it would require a more specialized hypothesis to imagine a scenario in which only N-cytosolic membrane proteins require a positive charge driven ramp, we assume for the moment that such a hypothesis is possible for the sake of the argument. If positive charge is enriched in cytosolic N-termini (within the first 30 amino acids) to slow ribosomes, we might expect that within a given protein, positive charge tends to be
used closer to N-termini than to the downstream region where the protein enters the membrane—or, perhaps we might expect no correlation at all between the densest regions of positive charge and their proximity to the membrane. However, if N-termini are enriched in positive charges to orientate proteins in membranes, we expect to see a bias in positive charge usage close to the point where the protein enters the membrane (von Heijne and Gavel 1988), with less positive charge usage upstream, closer to the initiating methionine. We examined the N-cytosolic regions of transmembrane proteins that were 10–30 amino acids in length and compared the density of positive charges in the first five amino acids at the N-terminus (following the first amino acid, normally an uncharged methionine) with the density of positive charges in the five downstream cytosolic amino acids adjacent to the membrane. (The ten amino acid minimum for these protein tails simply gives enough length to allow us to distinguish upstream or N-terminal amino acids from downstream, membrane-adjacent ones.) Not only do we find that 81% of proteins investigated have more positive charge in their membrane-adjacent region than upstream at the N-terminus (binomial test, \( P < 2.2e^{-16} \)) but also we find that the magnitude of positive charge in this membrane-adjacent region is significantly higher than in the upstream N-terminal region within the same protein (paired one-sided Wilcoxon test, \( P < 2.2e^{-16} \)). Thus, positively charged residues are used in proximity to the plasma membrane and not in proximity to the N-terminus per se.

We also find that the last positive charge used in an N-cytosolic segment tends to lie just near the face of the plasma membrane (fig. 4). We however find no such trend for positive charge usage for N-termini that lie on the periplasmic side of the bilayer (fig. 4). These findings are consistent with the above proposition that positive charge use at N-termini is linked to membrane proximity and the positive-inside rule (Heijne 1986).

**The Degree of Positive Charge at the N-Terminus Corresponds to the Length of Transmembrane Peptide Exposed to Cytosol**

That the average increase in positive charge at cytosolic N-termini is actually a function of the point where individual proteins intersect the membrane and is not a feature inherent

---

**Fig. 4.** Among *Escherichia coli* transmembrane proteins, the last positively charged amino acid of cytoplasmic N-termini tends to lie near the inner leaflet of the membrane. The size of the point is proportional to the number of times that point is plotted. The length of the N-terminal fragment must be less than or equal to 30 residues, purely because this is the length of the major phenomenon we are trying to investigate (see fig. 3A, N-cytosolic proteins). In either plot, if the use of positive charge is closely associated with membranes we should expect dense points near the line \( x = y \) which represents the face of the appropriate membrane (the membrane itself will occupy more space above the thin line depicted). We note that the TOPDB protein topologies used in making this figure are supported by experimental evidence and hence the trends we report here are not an artifact of prediction algorithms (see Materials and Methods). N-terminus cytosolic: The point of the next membrane crossing—that is, where the N-terminus exits the membrane into the periplasm—must occur at least 31 residues downstream of the start of the protein, so as to not interfere with the N-terminus-cytosolic leaflet transition we wish to inspect. The diagonal line represents the inner face of the inner membrane and is depicted for visual purposes only. Spearman’s rho between \( x \) and \( y \), 0.67, \( P < 2.2e^{-16} \); the slope of a standardized major axis regression of \( y \sim x \) is not significantly different from 1 (\( P = 0.18 \); slope coefficient 95% CI: 0.97, 1.2). Binomial test that positive charges have a 50/50 chance of being found on either side of the inner leaflet of the inner membrane, \( P < 2.2e^{-16} \) (with 156 out of 194 observations located leading up to and just at the cytosolic side of the membrane). N-terminus periplasmic: Proteins with signal sequences are excluded from the plot as we wish to investigate the remaining interaction of the protein with the membrane once they are cleaved. Similar to above, the point where the N-terminus exits, the membrane into the cytoplasm must occur at least 31 residues downstream of the start of the protein. The diagonal line represents the outer face of the inner membrane and is depicted for visual purposes only. Spearman’s rho between \( x \) and \( y \), 0.47, \( P = < 0.00033 \); the slope of a standardized major axis regression of \( y \sim x \) is significantly different from 1 (\( P = 0.0057 \); slope coefficient 95% CI: 1.1, 1.8). Binomial test that positive charges have a 50/50 chance of being found on either side of the inner leaflet of the inner membrane, \( P = 0.00018 \) (with 41 out of 54 observations on the periplasmic side of the membrane).
to the N-termini specifically is well demonstrated visually. Upon progressively increasing the maximum length of N-cytoplasmic tails to be plotted, we see that the area of the N-terminus over which average positive charge increases is a function of the length of the exposed cytosolic tail (fig. 5A). This is in line with our finding that positive charges are used in the cytosolic portion of the protein before contacting the membrane. However, when we consider independent ranges of N-cytoplasmic lengths, it becomes apparent that positive charge is in fact not used more heavily in all proteins near the very beginning of proteins but at the point where the protein meets the membrane (fig. 5B). Thus, the positive charge curve for all N-cytoplasmic proteins (fig. 3) appears to increase because the distribution of tail lengths is weighted toward the shorter end, with the majority of N-cytoplasmic tails being quite small (supplementary fig. S3, Supplementary Material online). When combined with a tendency for higher positive charge usage in proximity to membranes, this length distribution creates the monotonic curve seen in figure 3 (see fig. 6 for a graphical representation of this concept). This finding strongly argues for the protein orientation argument and against the ramp argument, as the ramp would propose (we presume) that all proteins should have the positive charges either randomly scattered or in approximately the same place.

Positive Charge Usage Is Also Tied to Transmembrane Protein Architecture at the C-Terminus

We consider that if similar trends in positive charge use exist at C-termini, there would be no ramping effect on downstream translation should be expected, this would be strong evidence that N-terminal positive charge usage is a consequence of protein biochemistry rather than translational regulation. Indeed, we find that increasing positive charge usage nearing membrane protein C-termini is strong among those that lie in the cytosol and remarkably minimal in those that are periplasmic (supplementary fig. S4, Supplementary Material online). Among the transmembrane proteins that have between 10 and 30 amino acids in the cytosol at the C-terminus, more positive charge is found within the five amino acids closest to the membrane than within the cytoplasmic portion. The average density in that window position relative to the membrane was recorded, and the reconstructed positive charge for that protein was incremented in each possible window in each eligible protein, allowing us to eventually calculate the number of positive charges present in each window in each eligible protein, allowing us to eventually calculate the average density of positive charge in each downstream window position relative to the membrane. These average densities were then used to "reconstruct" the upstream (first 30 amino acids) N-terminal positive charge. For every protein that went into making figure 3 (N-cytosolic proteins panel), the point at which the N-terminus hits the membrane was recorded, and the reconstructed positive charge for that protein was incremented in each possible 5-amino acid window surrounding that point by the observed average density in that window position relative to the membrane. The observed N-terminal average positive charge pattern (fig. 3, N-terminus cytosolic) is not significantly different from this reconstructed N-terminal positive charge resulting from patterns of downstream positive charge usage patterns combined with the locations of where N-termini cross from the cytoplasm into membranes (fig. 7). Thus, we infer that membrane protein topology alone is responsible for the increase in positive charge at the N-terminus. Our ability to reconstruct the increasing positive charge pattern in the.
Fig. 5. The degree of positive charge at the N-terminus corresponds to the length of transmembrane peptide exposed to the cytosol. All data are from *Escherichia coli*, and all proteins considered in plots are transmembrane. Higher-order best fits were determined by ANOVA of nested models. The first panels in rows A and B are the same. (A) Proteins with a maximal length of the N-terminus within the cytosol are considered hence, all subsequent plots encompass data from the previous plots within this row. The solid shaded region on each plot represents the possible range of locations wherein all the N-cytoplasmic proteins considered in that plot must cross into the plasma membrane. In other words, all the cytosolic portions in these plots reside within the solid-shaded regions, but the shaded regions may also contain noncytosolic residues if the protein crosses into the inner membrane before the shaded region ends. Average positive charge usage is well predicted by the propensity for the N-terminus to be cytosolic, as shown by a regression of point of inflection on x axis where positive charge usage is lowest ~ no. cytosolic N-terminal residues: slope = 0.79, slope $P = 0.002$, $r^2 = 0.96$. (B) Each plot considers a range of residue lengths that are exposed to the cytoplasm at the N-terminus, that is, the plots in this row consider mutually exclusive sets of proteins. The solid shaded region, as in row A, represents the range of locations where the N-cytoplasmic protein transitions into a membrane. The region with striped, lighter shading represents the range of residues which can be guaranteed to reside within the cytosol. When considered this way, it becomes apparent that positive charge is used, on average, more and more just up to the point where the protein meets the inner face of the (negatively charged) phospholipid bilayer: regression of point of maximal positive charge usage along x axis ~ minimum no. of cytosolic N-terminal residues: slope = 0.75, slope $P = 0.006$, $r^2 = 0.93$. 
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Do Membrane Proteins Have More Ribosomes on the N-Termini?

The hypothesis that we were testing provided evidence that positive charges at N-termini correlate with increased ribosomal occupancy in transmembrane regions adjacent to the cytosolic leaflet in conjunction with a bias for short N-terminal lengths (fig. 6).

"average protein" is an additional demonstration that such a pattern can and does indeed result from positive charge use at the N-terminus within the "average protein."

Discussion

We find that the increasing use of positive charge nearing N-termini, seen when averaging over all proteins in a proteome, is due to transmembrane protein topology in both E. coli and S. cerevisiae (see fig. 6 for illustration). Such a finding is in accordence with positive charges being used to orientate N-tails in the cytosol as opposed to periplasm. The hypothesis that positive charge use at N-termini is due to membrane protein orientation makes correct predictions about which proteins have positively charged N-termini and where in proteins enrichment of positive charge is seen. Although, on average, positive charge use increases approaching N-termini (figs. 1–3), in fact positive charge is used closer to membrane intersection point than to the N-terminus proper (figs. 4 and 5). Hence, the overall increasing average positive
charge pattern at protein starts is created by the length distribution of N-cytosolic tails of transmembrane proteins (fig. 5). That similar phenomena contribute to increasing average positive charge near C-termini strongly suggests that N-terminal charge patterns are simply a consequence of the structural needs of proteins, namely to orientate themselves in membranes in accordance with the positive-inside rule. That N-terminal average positive charge patterns can be entirely reconstituted from downstream positive charge usage patterns near membranes (fig. 7), where no selection on either ramping or other potential reasons for charge selection which might be particular to the N-terminus, further confirms the protein-structural basis for this positive charge pattern. Importantly, we find no need to invoke a translational ramp to explain N-terminal positive charge densities.

Our results do not preclude that positive charges may be selected at termini for other physicochemical reasons. For example, cytoplasmically located proteins, while not displaying increasing charge near N-termini, do not show an absence of positive charge either (fig. 2). It is possible that within a subset of proteins (either transmembrane or cytosolic) an exposed tail may need positive charges to, among other things, bind other groups, including negative charges in nucleic acids (Moarefi et al. 2000), or that positive charge may be selected for the exposed termini residues to enhance protein solubility (Islam et al. 2012).

Our results, moreover, should not be overinterpreted. Our analysis is not designed to ask whether the ramp (as observed in yeast) is real or whether the ramp is adaptive. We simply wish to know whether the increase in average positive charge near N-termini, which we have shown to be a widespread, if not phylogenetically universal pattern, is best explained as part of a mechanism to stall ribosomes. We cannot on the basis of our results conclude that there is no ramp in any organism or that any potential ramp is necessarily not adaptive. We note, rather, that the loading of positive charges at N-termini is not evidence that such stalling is adaptive or that positive charges are selected at N-termini for gene regulatory purposes, especially as we find a more parsimonious explanation for the presence of these charges. Consistent with positive charge being better explained by a factor other than a regulatory ramp, we find no evidence for a 5' ribosomal ramp of the predicted dimensions (at least 31 codons) in any class of protein upon examination of ribosomal footprinting data in E. coli (fig. 8). This is a surprising result as 5' aberrations in codon usage (Eyre-Walker and Bulmer 1993), encoded positive charge (Berezovsky et al. 1999), mRNA folding (McCarthy and Bokelmann 1988; de Smit and van Duin 1990), or a combination of the three were predicted to cause a 5' increase ribosomal densities along a transcript (Tuller et al. 2011).

Taken together with other recent results, however, our findings add a little to the literature questioning the validity of the adaptive ramp hypothesis. Some have questioned, as we did, whether features of the ramp are better explained in other terms. The hypothesized ramp is posited to be, in addition to a consequence of charge, caused by two other properties of 5'-ends of mRNAs: nonoptimal codon usage and strong RNA folding (Mitarai et al. 2008; Tuller et al. 2010). Leaving aside the problem that analysis of ribosome protection data failed to find evidence that nonoptimal codons slow ribosomes under normal conditions (Qian et al. 2012; Charneski and Hurst 2013), there is an alternative and more parsimonious interpretation of the enrichment of rare codons at 5'-ends, in terms of reducing (not increasing) RNA folding stability to enable translation initiation (Bentele et al. 2013). Combined with our analysis, the inference that rare codons and positive charges are enriched at 5'-ends/N-termini to enable ribosome slowing now seems an unparsimonious model.

An immediate problem for the ramp hypothesis is our observation that any excess ribosomal occupancy is seen only at the very start of transcripts in E. coli. Why might this be? The ramp is defined as a net increase in mean ribosomal occupancy as one moves toward the 5'-end of transcripts. Recently, it has been suggested that high initiation rates on shorter transcripts will give a higher mean occupancy at 5'-ends when averaged over multiple transcripts of all lengths, but need not necessarily be seen in any given transcript (Shah et al. 2013). In principle, if initiation rates are not biased toward small transcripts in E. coli, such a statistical artifact could explain the apparent species differences (fig. 8). However, our analysis is normalized by mean transcript occupancy before averaging across genes. As we see on average a downward trend in yeast (fig. 8), a factor other than, or in addition to, short transcripts undergoing more frequent...
initiation may be required to explain all of the observed 5’-end ribosomal densities in this organism.

A further issue for the ramp hypothesis is whether the high ribosomal occupancy seen in both Escherichia coli and yeast in close proximity to the start codon (~4 codons in E. coli, ~6 in yeast; fig. 8) need reflect elongating ribosomes, as the ramp model presumes. In both eukaryotes and prokaryotes, it is possible for small subunits that have not yet bound a large subunit or completed initiation to bind the start site (Kozak 1999). It may be possible that such noninitiated small subunits are detected by general endonuclease footprinting protocols. Indeed, similar to our results (fig. 8), other footprinting data sets in E. coli (Oh et al. 2011) and a human embryonic kidney cell line (Reid and Nicchitta 2012) also profiled short spikes in ribosomal density over only a few codons at the most 5’-ends of transcripts. These short occluded distances at the extreme 5’-ends are roughly consistent with the 16–17 nt, which are occluded at the start of the coding sequence by a small subunit at the start codon in yeast (Anthony and Merrick 1992). We suggest that the differences in elevated average relative ribosomal densities (along the first few codons at least) in all plotted protein subgroups may to some extent simply reflect differences in translation initiation rates.

The above interpretation may be consistent with apparently different results, dependent on method (Ingolia et al. 2011). For example, addition of the nonhydrolyzable guanosine triphosphate (GTP) analog Guanylyl imidodiphosphate (GMP-PNP) prevents full (GTP-dependent) ribosome initiation complex formation, leading to an accumulation of small ribosomal subunits positioned at start codons which occlude about 16–17 nt of the start of the coding sequence (Anthony and Merrick 1992). The use of an initiation inhibitor in making the E. coli data set under consideration (Li et al. 2012) could then potentially exacerbate the problem of enriched footprints in this region that in fact correspond to nonelongating ribosomes. Additionally, the 5’ charge density may also arise from the fact that GMP-PNP should not have an effect on already-formed initiation complexes that are ready to immediately start translating. Such preformed complexes might be able to translate a couple of codons before the elongation inhibitor chloramphenicol (Li et al. 2012) or cyclohexamide (Ingolia et al. 2009) are able to act. Such a mechanism is consistent with the slight upswing in ribosomal density in the 1–2 codons in E. coli or 4 codons in S. cerevisiae after the translational start (fig. 8). It is also consistent with the wider initial ribosomal excess (over ~6 codons) in yeast compared with E. coli, which might result from fewer codons being strictly stalled over the start codon by the initiation inhibitor.

We must emphasize that we do not wish to claim it is necessarily the case that at least some of the increased ribosomal density at 5’ transcript ends is an artifact of the method used to suppress translation, merely that it is a possibility. There might be true taxon-specific differences in initiation or elongation that cause the observed differences in 5’

**Fig. 8.** Relative ribosomal occupancy at the beginning of transcripts. Average within-transcript relative ribosomal occupancies were calculated for different subsets of genes as described in Materials and Methods, “Ribosomal footprint data.” In short, the y axis represents the changes in ribosomal occupancy from one codon position to the next relative to the occupancy average per site of that transcript, these relative values then being averaged over aligned transcripts. The line at y = 1 represents the point at which the ribosomal occupancy in a given position is equal to the average ribosomal occupancy per site of that gene. In all plots, the most increased ribosomal occupancy is seen at the start (approximately the first 4–6 codons or 12–18 nucleotides) of transcripts. *Escherichia coli*: Excess occupancy is seen in all categories, but particularly among transmembrane proteins, but strictly only for the first ~4 codons of a transcript. That the relative ribosomal densities return to the ribosomal occupancy average (y = 1) after just a few codons, for all protein categories, strongly suggests this initial ribosomal excess is an initiation artifact (see also Discussion). For the rest of the gene (x > 4), standardized major axis regression test that y ~ x slope is not different from 0 from 4 > x < 30, P < 2.2e−16 with positive (i.e., increasing approaching x ~ 30) slopes given for all plotted categories, contradicting the downward slope that a ramp would predict. *Saccharomyces cerevisiae*: Excess occupancy is, somewhat similarly to *E. coli*, particularly enriched in all categories at the extreme 5’-end (up to about x = 6) but even after this, occupancy is visibly enriched above the gene average and continues to decrease along the length of the plot.
ribosomal densities in either *E. coli* or yeast, or both. Nor has the potentially confounding issue of ribosomal drop off yet been addressed. Understanding to what extent a S’ excess of ribosomes is a result of true taxonomic differences versus a methodological and/or statistical artifact must be a high priority. It remains to be discovered whether positive charges have been under selection to modulate ribosome velocity.

**Materials and Methods**

**Sequences**

The June 2008 release of *Saccharomyces* Genome Database gene sequences was obtained from the eukaryotic University of California Santa Cruz (UCSC) Table Browser (Karolchik et al. 2004) at [http://genome.ucsc.edu/](http://genome.ucsc.edu/) (last accessed October 16, 2013) and most other eukaryotic sequences were obtained from [http://genome.ucsc.edu/](http://genome.ucsc.edu/) (last accessed October 16, 2013) on 6 April 2013. However, to facilitate analysis of ribosomal footprinting data by Ingolia et al., annotations of the *S. cerevisiae* S288C genome as available on 22 June 2008 (the build used by Ingolia et al. 2009) were obtained separately from the *S. cerevisiae* Genome Database ([www.yeastgenome.org](http://www.yeastgenome.org), last accessed October 16, 2013); only protein-coding sequences of nondubious classification were considered. Archael RefSeq (and the bacterial Refseq used for making fig. 1) nucleotide sequences coding for protein were downloaded from the microbial UCSC table browser via [http://microsbes.ucsc.edu/](http://microsbes.ucsc.edu/) (last accessed October 16, 2013) on 26 March 2011. For bacterial genomes, we considered the latest release of the European Molecular Biology Laboratory (EMBL) bacterial genome set ([http://www.ebi.ac.uk/genomes/bacteria.txt](http://www.ebi.ac.uk/genomes/bacteria.txt), last accessed October 16, 2013), downloading each genome from the European Bioinformatics Institute (EBI) using a purpose written web crawler. We then considered one genome from each bacterial genus.

For all organisms, any sequences containing nonsense codons or which were not multiples of three were excluded. The sequences were further filtered to only allow the standard or alternative start codons indicated in the appropriate NCBI genetic code table from [http://www.ncbi.nlm.nih.gov/Taxonomy/Utils/wprintgc.cgi](http://www.ncbi.nlm.nih.gov/Taxonomy/Utils/wprintgc.cgi) (last accessed October 16, 2013). Table 1 was used for eukaryotes, table 4 for mycoplasmas, and table 11 for other bacteria as well as archaea. The remaining nucleic acid sequences were translated into protein according to these tables.

**Protein Localizations**

*Escherichia coli* cytoplasmic (and other) proteins for figure 2 were obtained from supplementary table SS of Han et al. (2011). Only those proteins that had all forms of evidence supporting their localization were considered. Although another attempt to sublocalize *E. coli* proteins has been made (Lopez-Campistrrous et al. 2005), this data set is much smaller, and there is little overlap in the Swissprot annotations to which the authors compare their localizations, with only 42 proteins agreed to be in the cytosol by both sources. For these reasons, we use the larger data set (Han et al. 2011).

*Saccharomyces cerevisiae* localizations experimentally determined using a green fluorescent protein reporter construct ([Huh et al. 2003](http://www.yeastgenome.org)) were downloaded from [http://yeastgfp.yeastgenome.org](http://yeastgfp.yeastgenome.org) (last accessed October 16, 2013). Proteins were allowed to localize to more than one location.

**Protein Topology**

The current release of TOPDB, a membrane protein topology database, which is based on experimental structural and topological information (Tusnady et al. 2008), was downloaded in xml format from [http://toppdb.enzim.hu](http://toppdb.enzim.hu) (last accessed October 16, 2013) on 25 March 2013. We limit our analyses using information from this database to *E. coli* due to need of a sufficient sample size of transmembrane proteins within an organism. N-Periplasmic peptide signals were taken from the relevant TOPDB annotations.

Membrane protein topologies based on experimental protein fusions for *S. cerevisiae* were taken from supplementary table S2 of Kim et al. (2006). All C-termini in this table were incorporated in our analysis as they all have direct experimental evidence supporting their topology. Those N-termini with topologies supported by both hidden Markov models (HMMs) were considered in the main text. Yeast proteins with signal peptides were downloaded from the Ensembl Biomart data set EF4 at [http://www.ensembl.org/biomart/martview](http://www.ensembl.org/biomart/martview) (last accessed October 16, 2013).

**Calculating the Average Proportion of Positive Charge in a Given Site across Proteins**

To calculate the tendency for positive charge to be used at a certain distance from the N- or C-terminus within a given species, the set of proteins under consideration were aligned by their N- or C-, as appropriate, termini. The amino acids arginine, lysine, and histidine were assigned a charge of 1 and all other amino acids were assigned as 0 (not positively charged). The average proportion of positive charge was then calculated in aligned positions. In all analyses, the first amino acid at the N-terminus is ignored because it is always uncharged. If a protein is less than 60 amino acids in length, only half of the residues within that protein were considered to prevent interference of selection on charge at the opposite terminus. All plots consider the protein terminus (C- or N-, as appropriate) to be at x = 0.

**Determination of Increasing Average Positive Charge at N-Termini**

Some plots of the average proportion of positive charge along the aligned 30 most N-terminal amino acids are best fitted by higher-order equations (as determined by analysis of variance [ANOVA] of nested models). To provide a statistic for whether average positive charge usage increases nearing N-termini in these cases, we note that for an equation of the form \( y = \alpha x^n + bx + c \), the slope at any point on the curve is given by \( dy/dx = nx^{n-1} + b \). Thus, at the extreme (\( x = 0 \)), regardless of the order of the regression, \( dy/dx = b \). This means if the linear term coefficient \( b \) is negative, we infer the use of positive charge increases approaching the...
N-terminus, and the strength of the increase is reflected in the magnitude of b. Linear models and other statistical analyses generally were done in R (R Development Core Team 2010).

Robustness of Increasing or Decreasing Positive Charge Patterns at Termini to Topology Annotation

Our inference that the positive charge usage at N-termini results from the cytosolic orientation of the N-terminus relies upon the presumption that the TOPDB database we use does not rely on the use of positive charge to assign topologies. To this we note the annotations in the TOPDB database are based on experimental evidence, both structural and topological (Tusnady et al. 2008). In combination with this information, the database uses an HMM algorithm (Tusnady and Simon 1998) trained on an experimentally determined, well-defined set of topologies to help predict unknown topologies. Although the HMM considers that different structural parts of a protein (e.g., transmembrane segments, loops) are likely to show an amino acid composition which is divergent compared with the amino acid usage of the protein as a whole, it makes no stipulations about what those amino acid compositions must be. That is, the HMM does not assign membrane topologies by enforcing predetermined rules governing the usage of positive charge, or any other physiochemical property of amino acids, on either side of a transmembrane region. Nonetheless, we wanted to ensure that the increasing positive charge pattern we detect at cytosolic N-termini is not the result of positive charges in the N-termini of the training set being propagated (or erroneously propagated) through to the topology prediction of N-termini. We find that our results in E. coli are indeed robust to using topology annotations supported by increasing levels of experimental evidence, including experimental evidence gathered at the N-terminus specifically (supplementary fig. S7, Supplementary Material online).

We also note that all the HMM-predicted N-termini topologies in yeast (Kim et al. 2006) are constrained by experimental information regarding the topology of the C-terminus that the authors produced in the same article. One of the HMMs used to predict the N-terminal topologies, prodTMHMM, relies on a similar method to the one used by TOPDB, and does not explicitly use positive charge to infer the most likely membrane orientation (Viklund and Elofsson 2004). The other HMM employed by Kim et al., TMHMM, does incorporate (among other factors) charge bias in its determinations of membrane protein topology (Krogh et al. 2001). In the main text, we use those proteins whose topologies are supported by both of these two independent methods. For completeness and transparency, we have also examined the increase in positive charge use among those proteins topologies predicted by each HMM separately. We can report that these additional analyses give similar results to those presented in the main text, namely that increasing N-terminal positive charge is observed only among those membrane proteins whose N-termini reside in the cytosol (and in the absence of signal sequences) (supplementary fig. S8, Supplementary Material online).

Determination of Positions of Significant Average Positive Charge Enrichment at N-Termini

Within a group of proteins for which we perform a regression of positive charge usage on distance from N-terminus, we determined the location(s) of significantly increased average positive charge by 1,000 iterations of the following method. The sequences of all proteins within the considered group were shuffled, and the proportion of positive charge within the randomized sequences was calculated in each of the first 30 positions near the N-terminus. For each iteration, if the proportion of randomized positive charge in a given position is greater than or equal to the proportion of positive charge observed in that position within the considered group, m is incremented in that position. P for each position is then calculated as (m + 1)/(n + 1), where n is the number of iterations performed.

Determination of the Point of Maximal or Minimal Positive Charge Usage

For second-order equations and higher, the point of maximal or minimal charge usage corresponds to the point where the slope of the tangent is zero. This point was determined by setting the derivative of each linear model equal to zero and solving the equations in MATLAB (2010).

Reconstruction of N-Terminal Positive Charge According to Trends in Charge Usage near Transmembrane Regions

If proteins transitioning from the cytosol into membranes can indeed account for the increasing positive charge usage at the N-terminus, we should be able to reproduce the observed pattern of increasing average positive charge approaching cytosolic N-termini given solely the locations of where these cytosol-to-membrane transitions occur. To measure trends in positive charge usage near membranes outside of any possible additional selection on positive charge within the first 30 amino acids, we consider in this analysis only those transmembrane regions within proteins where the cytosolic N-terminus transitions into the membrane at least 45 amino acids downstream of the start of the protein. For each protein with such a region, we recorded the number of positive charges used in each of six consecutive windows, each five amino acids in length, directly surrounding the cytosolic face of the membrane such that the first three windows cover cytosolic amino acids and the latter three windows cover amino acids situated in the membrane. The average number of positive charges in each window (defined by its location relative to the membrane) was then calculated across all suitable proteins.

We then returned to the distribution of locations where cytoplasmic N-termini come into contact with membranes within the first 30 amino acids at the N-terminus. The positive charge at each of (up to) 30 amino acid positions surrounding the N-terminal point of transition into the membrane was
incremented by the density of positive charges within the analogous observed window as calculated above. The average number of positive charges, as reconstructed, at each position was then calculated.

Ribosomal Footprint Data

Ribosomal densities derived from two replicates of ribosomally protected fragments along the transcriptome of E. coli (Li et al. 2012) were downloaded from GSM872393 and GSM872394 at http://www.ncbi.nlm.nih.gov/geo/ (last accessed October 16, 2013). Positions in each replicate that had no footprint counts available were given a footprint count of zero. The ribosomal footprint counts at each position along the transcriptome were averaged between the two replicates.

Sequenced ribosomally protected fragments for S. cerevisiae grown in rich media, data set GSE13750 (Inoglia et al. 2009) were downloaded from the NCBI Gene Expression Omnibus at www.ncbi.nlm.nih.gov/projects/geo (last accessed October 16, 2013). Only one mismatch between the sequenced fragment and reference genome sequence was allowed. The chromosomal location and coordinates of the sequenced fragments given in the original data set were used in combination with the start and stop coordinates from the gene annotations (see Materials and Methods, sequences) to map footprints to transcripts. All fragment counts were taken as the average value of the two experimental replicates and only footprints that mapped uniquely to one location in the reference genome were considered. In line with Inoglia et al., we assigned footprints to genes if the first base of the footprint mapped to 16 nt before the first base or 14 nt before the last base of the gene, to take account of which area of the footprint is likely in the ribosomal active site.

We consider that whether ribosomal occupancy is, on average, enriched at transcript starts is best addressed by normalizing the ribosomal density at the start of a given transcript relative to the average ribosomal occupancy of the same transcript. This has the advantage of treating footprints as increases or decreases in density within the context of a single transcript (a ribosome travels only along a single mRNA at a time) and sidesteps the ambiguity in deciphering emergent patterns that might result from raw footprint counts being averaged across different transcripts. To this end, we calculated relative ribosomal occupancies for the first 30 codons (1 ≥ x ≤ 30) in each E. coli transcript by dividing the ribosomal density at position x by the average ribosomal occupancy of the entire gene. Transcripts were then aligned by their 5′-ends and the mean relative ribosomal occupancy in each position was calculated to create figure 8.

Supplementary Material

Supplementary figures S1–S8 are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals.org/).
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Abstract

The second parity rule states that, if there is no bias in mutation or selection, then within each strand of DNA complementary bases are present at approximately equal frequencies. In bacteria, however, there is commonly an excess of G (over C) and, to a lesser extent, T (over A) in the replicatory leading strand. The low G+C Firmicutes, such as Staphylococcus aureus, are unusual in displaying an excess of A over T on the leading strand. The extensive A of the major force in the generation of such skews across various bacterial taxa, this anomaly has been assumed to reflect unusual mutational biases in Firmicute genomes. Here we show that this does not explain the atypical AT skew seen in S. aureus. First, recently arisen intergenic SNPs predict the classical replication-derived equilibrium enrichment of T relative to A, contrary to what is observed. Second, sites predicted to be under weak purifying selection display only weak AT skew. Third, AT skew is primarily associated with largely non-synonymous second and third codon sites and is seen with respect to their sense direction, not which replicating strand they lie on. The atypical AT skew we show to be a consequence of the strong bias for genes to be co-oriented with the replicating fork, coupled with the selective avoidance of both stop codons and costly amino acids, which tend to have T-rich codons. That intergenic sequence has more A than T, while at mutational equilibrium a preponderance of T is expected, points to a possible further unresolved selective source of skew.

Introduction

Skews in nucleotide usage (compositional asymmetries) are of interest as they provide a window into fundamental processes operating within genomes. Under conditions of equal mutation bias and random gene orientation, the two complementary strands of a bacterial chromosome should be subject to the same sets of substitutions, and hence each should contain approximately equal amounts of a given base and its complement [1]. This condition, where A=T and C=G within a given strand, is known as the second parity rule and represents a null expectation of sequence evolution. The division of the replication fork into leading and lagging strands, however, has shaped bacterial sequence evolution contrary to this null, as each strand generally possesses an excess of one nucleotide over its complementary base (called GC and AT skews). Within bacterial genomes, nucleotide skews normally manifest as a richness of G over C and (with a lesser magnitude) T over A on the replicatory leading strand [2–5].

These genomic skews indicate some force, be it mutation or selection, in biasing substitutions between the two replicating strands. While it is acknowledged that, in theory, selection for genes to reside in the leading strand coupled with preferences for particular amino acids could result in chromosome-wide skews [2,5–8], such a role for selection in generating large-scale compositional bias remains largely hypothetical and undescribed. Instead mutational biases between the two replicating strands are generally invoked as the cause of nucleotide skew [3,8,9].

Mutational differences between transcribed and non-transcribed strands have also been considered [10,11], and these explanations incorporate a selective element as they require asymmetrically distributed genes between the replicating strands.

It has been argued that strand-specific mutation biases might result from different amounts of time spent by each strand exposed in the single-stranded state during continuous or discontinuous DNA replication. While cytosine deamination (C→T) in particular was long suspected to play a major role in creating the excess of G and T in the leading strand, it has been shown that similar compositional skews can result from a variety of mutational scenarios [12]. The observation that GC skews tend to be stronger than AT skews also points to contributions from multiple mutation types. As would be expected if they are primarily mutational in origin, detected skews are generally higher in nearly neutral sites such as intergenic regions and fourfold degenerate sites [2,3,10].
Author Summary

When considering a single strand of DNA, it is not necessarily the case that the frequency of each base should equal its complementary partner, such that A=T and G≡C. For the leading strand, it is typically the case that Gs are more common than Cs, and Ts more common than As. This bias is widely thought to arise due to different mutational biases during replication. The Firmicutes exhibit an asymmetrical preference for A over T on the leading strand, and here we show that selection, rather than mutation, can explain this exception. For those bases within coding regions, selection acts to inflate the frequency of A over T in order to avoid stop codons and maintain optimal codon usage. Because genes are not oriented randomly, this manifests as an overall enrichment of A on the leading strand. Furthermore, a direct examination of mutational patterns is inconsistent with the observed enrichment of As. Curiously, our data also point to an unresolved source of selection on synonymous and intergenic sites, which are widely assumed to be neutral.

Staphylococcus aureus is an unusual case in that, like other Firmicutes, it displays an excess of A over T in the leading strand, or positive AT skew given as (A–T)/(A+T) [15]. Why does this AT skew run counter to that observed in most bacteria? One possibility is that unique selective processes might be avoiding T for A in the leading strand. Genes predominately lie in the leading strand of S. aureus, a feature of bacterial chromosomes posited to result from selection to minimize impacts between DNA and RNA polymerases [14] (although the relevance of this mechanism remains unclear). Any pressure to underuse codons rich in T could then result in AT skews simply due to the differential coding content of these two strands. Gene orientation bias is particularly enhanced in low G+C Firmicutes, potentially on account of the replication fork asymmetry induced by the possession of separate subunits for synthesis of the leading and lagging strands [15,16]. Alternatively, S. aureus might display a mutational bias which produces AT skew opposite that of most other bacteria, pushing up A over T in the leading strand. Indeed, it was recently suggested that the DNA polymerase-α subunit that replicates the leading strand also determines the direction of AT skew [16]. However, this finding was not repeated in a subsequent study and a direct mutational effect on AT skew resulting from α-subunit possession was called into question [11].

Here we investigate whether mutation or selection best explains the unusual AT skew in S. aureus. Dividing the chromosome into coding and non-coding positions allowed us to assess whether skew is strongest in those sites which should be under weaker purifying selection, such as intergenic and fourfold degenerate sites, or whether skew is most prevalent in non-synonymous sites which are constrained by the need to code for amino acids. Moreover, we make use of newly described, high resolution genome-wide SNP data representing a single widespread clone of methicillin-resistant Staphylococcus aureus (MRSA) [17]. As these isolates have diverged from a very recent common ancestor, over a period of 4–5 decades, the data provide an opportunity to infer mutational patterns in S. aureus and contrast AT skews expected under mutational equilibrium to the AT skews observed. Importantly, the false positive rate of SNP calling in these genomes is benchmarked to be less than 1 SNP per genome [Julian Parkhill, personal communication], making these an unprecedentedly high quality resource.

Results

AT skew in S. aureus is unusual

As some of our results focus on coding sites within a single DNA molecule, the published strand, whereas others utilize coding sites in the sense direction on either the leading or lagging strands, we have provided a schematic to illustrate which sites are being considered in different types of analyses (Figure 1). A plot of AT skew on the published strand in non-overlapping windows confirms that AT skew in S. aureus is unlike that of most bacteria as it is positive in the first half of the published strand (Figure 2), as previously described [15]. Considering only the core (vertically transmitted) without non-core (laterally transferred) regions eliminates irregularities in the AT skew which may arise from the importation of sequences which previously resided on an oppositely-skewed strand (Figure 2). For this reason the core genome only was considered in the rest of our analysis.

AT skew in S. aureus is not primarily mutational

Three lines of evidence argue against mutation as the cause of AT skew in S. aureus:

1) Evidence from comparison of weakly and more strongly selected sites. If skew were primarily mutational, we should expect to see the strongest skew associated with sites which are under comparatively weak selective constraint. Separating the genomic skew into different sites relative to the published strand reveals there is, at best, only a small mutagenic contribution to AT skew evident in weakly-selected intergenic regions and fourfold degenerate sites, where mutations are synonymous (Figure 3, Table 1). Instead the greatest AT skew, by an order of magnitude, is seen in first and second codon positions (Figure 3, Table 1), sites which are largely non-synonymous and should be more buffered against the effects of mutational biases. That fourfold degenerate sites show only a small contribution to overall AT bias provides no evidence for transcription-associated mutation as the prime cause of skew. Even in the case that codon usage bias is acting to alter the transcriptional effects on AT skew in fourfold sites, we still observe that intra-operonic intergenic regions, which are putatively transcribed, display a very weak AT skew similar to that seen in ex-operonic intergenic regions and fourfold sites (Table 1). We thus conclude that if there is a transcriptional mutation bias effecting AT skew, it is rather slight. Indeed, if anything, the lower intra-operonic leading-strand AT skew values relative to ex-operonic leading-strand AT skew is consistent with a transcriptional pressure towards T (over A).

Additionally, if transcriptional mutation were the cause of atypical AT skew, we should expect to observe a decrease in skew with increasing distance from gene boundaries. This effect would due to the transcription of UTRs of varying lengths by RNA polymerase, with transcription-induced skew decreasing away from gene boundaries as the contribution of increasingly longer UTRs to intergenic regions declines. We would also expect to observe increased AT skew in intra-operonic intergenic sites, which should be more prone to transcriptional effects. Figure 4 shows the patterns of AT skew with increasing distance from 5′ (upstream) and 3′ (downstream) gene boundaries in intra-operonic and ex-operonic sites. Although we note striking deviations in AT skew at both boundaries [see also 18,19], these patterns are not monotonic and therefore cannot be explained by transcriptional effects. Instead, we consider it likely that these deviations correspond to translational initiation and termination signals, and similar effects are observed in other species (Figure S1).

Furthermore, the patterns are very similar for intra-operonic and
ex-operonic intergenic regions, the increased scatter in the former sites reflecting a smaller sample size (Figure 4). On account of these deviations in skew at the boundaries of intergenic regions, 60 bp were removed from each end of intergenic regions for all subsequent analyses.

2) Evidence from rare SNPs. From examination of rare and putatively weakly-selected SNPs, which should better reflect mutational pressures, we can infer the mutational profile in \textit{S. aureus} and the corresponding nucleotide frequencies expected at mutational equilibrium (Table 2). We considered that not only might selection on codon usage be biasing observed SNPs in fourfold degenerate sites, but that fourfold sites are biased in terms of the possible nucleotides that may precede them in the second codon position and thus may give a distorted representation of mutational processes due to over- or under-represented dinucleotide effects. Instead we consider that the mutational profile in intergenic regions would best reflect the AT skew expected to result from replication-associated mutation. Under the premise that intra-operonic intergenic regions are more likely to be subject to
transcriptional pressures (e.g. for regulation of translational coupling [20]), we limited our analysis of replication-associated mutation to ex-operonic intergenic regions, intergenic being defined as more than 60 bp from either end of a gene and with a 500 bp maximum length cutoff.

Importantly, ex-operonic intergenic SNPs indicate that single base mutations acting alone would lead to a strong excess of T over A in the intergenic leading strand at compositional equilibrium (Table 2). Bootstrapping the *S. aureus* data (see Methods) supports the view that the expected compositional equilibrium is negative (Table 2). Additionally, the intergenic equilibrium AT skew expected for a second Gram positive Firmicute which also displays an unusual (positive) AT skew in the leading strand, *Bacillus anthracis*, is negative (Table S1). In this case the appropriateness of the SNPs for this sort of analysis is not so easily demonstrated as the sequencing was performed by multiple groups and in several instances we cannot find statements of the quality of the sequencing. However, in a further non-Firmicute for which high quality recent SNPs are available, the Gram negative *Salmonella enterica str. typhi*, we again find that the SNP profile predicts the typical (negative) leading AT skew (Table S1), suggesting the predicted neutral equilibrium T over A bias in the leading strand of *S. aureus* is not unusual. In the case of both *B. anthracis* and *S. typhi*, as the sample size of recent SNPs is relatively small, less confidence can be given to the equilibrium values than in the case of *S. aureus* (Table S1).

In addition, if selection were operating on intergenic SNPs we should expect that older SNPs will predict an equilibrium skew closer to that observed, as selection will have had longer to operate on older SNPs, potentially removing the weakly deleterious ones. To test this we examine 54 SNPs that were found in two, three or four *S. aureus* isolates. We find that the predicted equilibrium AT skew obtained from the 54 ex-operonic SNPs present in multiple isolates (equilibrium AT skew = 0.4757, 95% bootstrap interval: 0.0763, 0.8087) is of completely different sign than that obtained using 140 ex-operonic singletons (-0.4176, 95% bootstrap interval: -0.6792, -0.1522). A randomization was used to put a significance level on whether these values are significantly different. The

### Table 1. A quantification of *S. aureus* AT skews.

<table>
<thead>
<tr>
<th>Site</th>
<th>Leading AT skew</th>
<th>Lagging AT skew</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st positions</td>
<td>0.2403</td>
<td>0.2081</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>2nd positions</td>
<td>0.0717</td>
<td>0.0245</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>4-fold degenerate sites</td>
<td>0.0199</td>
<td>-0.0033</td>
<td>&lt;0.00001</td>
</tr>
<tr>
<td>Intergenic (intra-operonic)</td>
<td>0.0021</td>
<td>-0.0193</td>
<td>0.280</td>
</tr>
<tr>
<td>Intergenic (ex-operonic)</td>
<td>0.0276</td>
<td>-0.0276</td>
<td>&lt;0.00001</td>
</tr>
</tbody>
</table>

AT skew values in coding positions in this table are given with respect to the protein-coding sense direction of a gene and are differentiated into whether they lie on the leading or lagging strand (see Figure 1). While ex-operonic skews are calculated from all available ex-operonic sequence, intra-operonic skews are calculated only for the strand on which the surrounding genes are transcribed. P was calculated as $(r+1)/(n+1)$, where $r$ is the number of simulated genomes resulting in a difference in AT skew values between the leading and lagging strands equal to or greater in magnitude than that observed in the reference (TW20) genome, and $n$ is the total number of simulations performed (10,000). doi:10.1371/journal.pgen.10002283.t001
singleton SNPs and those SNPs present in 2, 3, or 4 isolates were combined into one large group. From this group SNPs were sampled with replacement and randomly allocated to either the singleton SNP group (140 SNPs) or the 2, 3, or 4 isolate group (54 SNPs). These singleton and 2, 3, 4 strain groups were randomly simulated 2000 times, and for each simulation the equilibrium AT skew was calculated for the two random groups and the difference between the two equilibria determined. P was calculated as \((r+1)/(n+1)\) where \(r\) is the number of simulations which produced a difference between the singleton and 2, 3, 4 group greater than or equal to the observed difference. Figure 4. AT skew displays local abnormalities at intergene boundaries but grows neither A nor T rich at increasingly distant positions from gene starts and ends. AT skew at each position was calculated from the nucleotide content measured across all intra- or ex-operonic intergenic regions at that position relative to the gene start or end as appropriate. All intergenic regions were considered in the direction of transcription of the relevant gene, and similar results are obtained when only UTRs of leading strand genes are considered (latter not shown). The effects on AT skew are similar between ex-operonic and intra-operonic intergenic regions for regions both 5’ and 3’ of genes, with more noise apparent at further distances in the intra-operonic regions due to increasingly smaller sample sizes. 5’ of genes. With increasing distance 5’ of gene starts, AT skew first increases before it decreases. 3’ of genes. Starting at gene ends, AT skew becomes more positive before it decreases again, becoming briefly negative before levelling out.

doi:10.1371/journal.pgen.1002283.g004

Table 2. Relative mutation rates of nucleotide i to j per site for ex-operonic intergenic sites were calculated from singleton SNPs for the two replicatory strands.

<table>
<thead>
<tr>
<th>Leading to A</th>
<th>T</th>
<th>C</th>
<th>G</th>
<th>Equilibrium frequency</th>
<th>Equilibrium AT skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.34002E-04</td>
<td>6.38189E-05</td>
<td>6.59462E-04</td>
<td>-1.7996E-04</td>
<td>4.37222E-04</td>
<td>6.39046E-04</td>
</tr>
<tr>
<td>-</td>
<td>6.38189E-05</td>
<td>6.59462E-04</td>
<td>1.17158E-03</td>
<td>4.37222E-04</td>
<td>6.39046E-04</td>
</tr>
</tbody>
</table>

Relative rates were derived from the following leading strand ex-operonic SNP counts, where XY represents a change from nucleotide X to Y: AG 31 GA 12 CG 0 GC 1 GT 22 TA 8 TC 21 TG 2 AC 3 CA 6 AT 11 CT 23. Nucleotide frequencies at compositional equilibrium were derived from the relative mutation rates. Leading and lagging equilibrium AT skews were calculated from equilibrium A and T frequencies. 95% bootstrap intervals are shown in parentheses.

doi:10.1371/journal.pgen.1002283.t002
equal in magnitude to that observed and \( n \) is the number of randomizations performed. This test indicates these two groups of SNPs are different as regards the expected AT skew \((P=0.0005)\). The assumption that older SNPs are more prone to selection is supported by analysis of \( dN/dS \) ratios for SNPs in genes: the average \( dN/dS \) over all pairwise genomic comparisons is 0.09, but that for genomes diverged by fewer than 10 SNPs approaches 1 [21], indicating that recent SNPs have not yet had time to be purged [22] and better reflect the mutational profile.

The above results support the view that the AT skew cannot be explained by mutation bias, but also have broader implications for inferring mutational patterns. The striking difference in the mutational profiles inferred from singleton SNPs and from those SNPs present in multiple isolates points to a class of mutation which, though non-lethal (and therefore observable), is sufficiently deleterious to be purged very rapidly by selection. Thus, in order to make the most reliable inferences of mutational profiles (and hence predicted equilibria) it is necessary to consider extremely recently-emerged singleton SNPs between very closely related genomes, with the caveat that the low number of SNPs per clone be offset by large samples of genomes.

The reliability of sequence data is of the utmost importance when using singletons, and such SNPs have been avoided in the past owing to the possibility of sequencing errors [23–27]. However, we are confident that false positive SNPs cannot account for our results. With a remarkable benchmarked false-positive rate of no more than 1 per genome [Julian Parkhill, personal communication], the maximum number of false positive ex-operonic SNPs in our analysis is \( (\text{the fraction of intergenic sequence which is ex-operonic}) \times (\text{the error rate of 1 base per genome}) \times (\text{the number of genomes used}) = (125042/3043210) \times 10^{-2} = 0.042, \) or about 5. We used randomizations to assess the effect that these potential miscalled SNPs would have on our AT skew calculations. For each simulation, 3 (hypothetical false positives) of the 140 ex-operonic SNPs were removed at random and the equilibrium AT skew resulting from the remaining SNPs was calculated, with 1,000 simulations performed in total. All of the resulting leading strand equilibrium AT skew values are negative and fall between \(-0.3530\) and \(-0.4910\), indicating false positives are not affecting our inference of the sign of the equilibrium AT skew. For these reasons we contend that an analysis of very recent singletons is the best reflection of the true mutational profile. To the best of our knowledge the data set we analyzed is the best reflection of the mutational equilibrium and the observed composition would only be expected to oppositely impact the magnitude of skew in the leading and lagging segments of a single DNA molecule.

These results indicate that the strong AT skew seen on the leading strand is dominantly owing to a strong strand bias, with the great majority of genes co-oriented with the replicatory fork (the leading strand contains 78% of the core coding content in \( S. aureus \)) and an abundance of A over T in coding sequence.

### Avoidance of stop codons leads to AT skew at first codon positions

Having established that mutation is not the primary cause of the observed AT strand bias, we sought to determine what selective forces might be responsible. The principle challenge appears to be to explain why AT skew is so profound at first sites in codons, even when compared with codon second sites. As stop codons start with T and cannot feature within the coding sequence, their avoidance provides a potential component of the unusual first site AT skew.

While we are able to make an a priori argument regarding stop codon usage (since, by definition, they cannot be included within the body of a gene), we have no prior expectation concerning amino acid usage. It was therefore necessary to measure the AT skew resulting from biased gene distribution in \( S. aureus \) in the absence of selection on amino acid-encoding codons. To this end we simulated coding sequences preserving the discrepancy in coding content between the two replicating strands of \( S. aureus \). For each simulation, the same number of codons as seen in a given replicatory strand were reconstructed based on the intergenic nucleotide frequencies within that strand, but with the caveat that stop codons were not permitted. Intergenic base frequencies were used to derive codons in order to control for any effects of the baseline nucleotide content as well as any mutational contribution to coding content within the chromosome. AT skew was then calculated in first and second sites for each of the 10,000 randomized coding sequences. These simulations quantified the AT skew expected to result purely from the avoidance of stop codons, indicating that randomized coding sequences display significant AT skew in first positions (Table 3). Thus, we would expect a lack of stop codons to contribute significant AT skew in first positions given such a discrepancy in coding content between the two replicating strands, even with a complete lack of selection on amino acid content. However, the magnitude of the effect owing to stop codon avoidance is unable to explain the full magnitude of the skew that we observe.

### Selective pressure for cost-effective amino acids leads to AT skew

To explain the residual AT skew at first sites and all of the AT skew at second sites left unexplained by the avoidance of stop codons in reading frames, we investigated the possibility of further selection within codon sequences to decrease T. The mean codon usage in the randomized coding sequences (where codons are drawn randomly in proportion to the intergenic nucleotide frequencies within the same replicating strand) represents a null expectation of codon usage in the absence of any selection on amino acid content. Comparing this null with the observed codon usage in the TW20 chromosome allows for direct quantification of the over- or under-usage of a given codon (see Methods). A positive \( Z \) score for a given amino acid indicates that amino acid is more commonly used within the \( S. aureus \) genome than would be expected according to our null model of codon usage, while a negative \( Z \) indicates that amino acid is under-used. Such an approach reveals that T-rich codons are in fact highly under-represented in the \( S. aureus \) chromosome, with an enhanced avoidance of T in the gene-rich leading strand (Figure 6). What selective force could account for such a paucity of T in first and, to a lesser extent, second sites? We hypothesize that it might reflect unusual features of the amino acids that start with T.
Figure 5. AT skew is similar along the entire length of genome for all noncomplementary genes (gray), while all complementary genes (black) display a similar AT skew. Genic AT skew was calculated with respect to the published strand, using overlapping windows of 300 kb and 1 kb steps where a data point was plotted if the number of bases in protein-coding genes in a window reached at least 30,000. Thus the skew shown for the noncomplementary genes (gray) corresponds to their coding sense direction whereas the skew shown for complementary genes (black) corresponds to their coding antisense direction. Skews were plotted this way to visually distinguish between different segments of the replicatory strands. If AT skew were primarily induced by replication, leading strand genes (the first half of the gray strand and the second half of the black strand) should show similar skews, and lagging strand genes should show roughly uniform skews opposite in sign to the leading strand genic skews. However this is not the case and S. aureus genes show AT skew corresponding to the direction in which they are transcribed, or the direction in which their amino acids are encoded.

doi:10.1371/journal.pgen.1002283.g005

Table 3. Simulated AT skew (that which can be accounted for by avoidance of stops in coding frames) in first and second codon positions contrasted with skews observed in S. aureus among all protein-coding genes.

<table>
<thead>
<tr>
<th>Strand</th>
<th>Sites</th>
<th>Observed AT skew (TW20)</th>
<th>Mean simulated AT skew</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leading</td>
<td>1st positions</td>
<td>0.2403</td>
<td>0.1767 ± 0.0016</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>2nd positions</td>
<td>0.0717</td>
<td>-0.0711 ± 0.0016</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>Lagging</td>
<td>1st positions</td>
<td>0.2081</td>
<td>0.0650 ± 0.0030</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td></td>
<td>2nd positions</td>
<td>0.0245</td>
<td>-0.1250 ± 0.0029</td>
<td>&lt; 0.0001</td>
</tr>
</tbody>
</table>

Both simulated and observed skews are given in the sense direction.

doi:10.1371/journal.pgen.1002283.t003
T-starting amino acids mostly belong to the shikimate pathway and are thought to have been those most recently added to the genetic code [28]. As late-added amino acids tend to be expensive to manufacture [29] and shikimates in particular tend to have complex chemical structures, might it be that T avoidance reflects nothing more than selection against the use of costly amino acids? We find that there is a significant negative correlation between $Z$ and amino acid cost as given in Akashi and Gojobori 2002 [30] (Figure 6), indicating that expensive amino acids are indeed under-used, thus accounting for some of the paucity of T. We have repeated this analysis using alternative cost measures [31] and obtained similar results for six out of eight cost schemas (Figures S2, S3, S4, S5, S6, S7, S8, and Table S2). The two measures ($R_{glucose}$ and molecular weight) that do not provide significant correlations between $Z$ and amino acid cost are perhaps expected to be less revealing: $R_{glucose}$ correlates neither with previous cost measures nor with amino acid substitution rate, while molecular weight does not take into account metabolic networks relating to amino acid production [31].

High gene strand bias can also account for atypical AT skew in other Firmicutes

We have shown that a lack of stop codons and avoidance of costly amino acids in asymmetrically distributed open reading frames can in large part account for the positive AT skew in *S. aureus*. Could similar mechanisms produce the unusual AT skews seen across other Firmicutes? Using phylogenetically independent contrasts (see Methods), we note that, among Firmicutes, an increase in the degree of gene strandedness from one species to another also results in a proportional increase in the extent of positive AT skew (Figure 7). It is therefore likely that the high degree of gene strand bias similarly explains the atypical patterns of AT skew in other Firmicutes.
As a contrast to the Firmicutes, we performed a similar analysis on phylogenies (Tables S3, S4, S5, S6, S7, S8) of the Gram negative Alpha-proteobacteria [32], Delta-proteobacteria [33], Epsilon-proteobacteria [34], Gamma-proteobacteria [35], as well as the Gram positive Actinobacteria [36]. Although the species sampled from these phyla tend to display typical (negative) genomic AT skews, it is possible that the degree of strand bias within these genomes nevertheless modulates the magnitude of these AT skews due to either avoidance of stop codons or selection on amino acid cost. The additional lineages do not however reveal any pattern of regression of ΔATskew on Δgespi, the latter indicating changes in gene strand bias (Figure 7). This is not unexpected since lack of large values of strand bias between terminal node pairs of the non-Firmicute phyla (resulting in lack of large differences in strand bias) means that the points all scatter around 0.

**Discussion**

Recently an interest has emerged in whether certain sites in bacterial chromosomes commonly thought to be nearly neutral are in fact under selection as regards their nucleotide content. Two studies [23,24] both used SNP profiles to estimate the GC content in possibly neutral sites at mutational equilibrium and showed the observed GC:AT bias greatly differs from that expected under the influence of mutation alone, consistent with previous reports of mutational pressure towards AT in *E. coli* [37]. What these studies were unable to explain, however, was what selective forces might be biasing nucleotide content at third codon and intergenic sites, leaving open the possibility that biased gene conversion and not selection might be acting. Here we also investigate a feature of bacterial chromosomes commonly presumed to be mutational, AT skew, and test whether mutation or selection is responsible for generating the unusual AT skews in *S. aureus*. Not only do we show that the atypical AT skew pattern in *S. aureus* is not due to mutational bias, but we are able to delineate to some degree what mode of selection is occurring (at least in terms of coding sequence), and to what end, in order to explain the observed skew pattern.

We find the mutational effect on AT skew in *S. aureus* (and in another Firmicute, *B. anthracis*), as derived from intergenic SNPs some distance away from coding sequence, to be inconsistent with, and poorly explanatory of, the observed base composition. Fourfold degenerate sites and intergenic regions display little skew, and intergenic SNP profiles do not support a replication-induced mutational origin of AT skew. In addition to fourfold sites, intra-operonic intergenic regions also display very weak AT skews, and hence any transcriptional effect is likely to be weak. Instead our results support a selectionist basis for compositional bias in *S. aureus* in which AT skew, the majority of which is observable at

---

**Figure 7. Gene strand bias predicts the extent of positive AT skew in the Firmicutes.** Among Firmicutes, an increase in the degree of strand bias (positive Δgespi) between terminal node species results in an increase in genomic AT skew, measured with respect to the leading strand (regression slope P < 0.001, r² = 0.65; a one-sided binomial test for association between positive Δgespi and positive Δgenomic AT skew is also significant at P < 0.01). Consistent with our model that strand bias dictates the extent of positive AT skew, and therefore no change in gespi should not result in a change in AT skew, we cannot reject that the y-intercept goes through 0 (intercept P = 0.628). There is no detectable significant relationship between changes in strand bias and genomic AT skew among members the following phyla (regression slope P values given in parentheses): the Alpha-proteobacteria (P = 0.196), Delta-proteobacteria (P = 0.984), Epsilon-proteobacteria (P = 0.185), Gamma-proteobacteria (P = 0.654), and Actinobacteria (P = 0.87). doi:10.1371/journal.pgen.1002283.g007
first and second positions in the sense direction, results from selection at both the translational level and on gene position. The avoidance of stop codons and codons encoding costly amino acids accounts for a substantial proportion of the skew in first and second codon positions because the majority of genes are on the leading strand. However, we are unable to accurately quantify the contribution of the avoidance of costly amino-acids, because the cost estimates used [31] are only approximate. Nevertheless, we can describe a relationship between the intensity of selection against costly amino acids and the magnitude of skews (Figures S9, S10, and Table S9). Codons encoding more costly amino acids tend to be AT-rich [29] and we observe that, on average, AT-rich genomes encode more costly amino acids (Figure S9A). However, the average cost of amino acids in AT rich genomes while high, is not as high as expected given the AT pressure (Figure S9B). This we interpret as evidence for more efficient selection against costly amino acids in GC-poor strains, which in turn contributes to a higher AT skew (Figure S10).

We further show a phylogenetically controlled positive association between the extent of gene strand bias and positive genomic AT skew across the Firmicutes, indicating that strand bias is likely responsible in part for the atypical AT skews seen across this phylum. Our failure to detect such a relationship in non-Firmicute phyla may in part be due to a lack of genomes in these phyla with very high strand bias, leaving only increases in strand bias of smaller magnitude to investigate and thus much noisier data sets (Figure 7). The pattern of Acepsi versus AT skew observed for the Firmicutes is similar to the patterns observed in other phyla when considering the region 0-250 bp (Figure 7), meaning large differences in strand bias between terminal node pairs are required to be able to detect a relationship between the two quantities. This may be why we only see an effect in the Firmicutes, where strand bias is high enough to leave a clear impact upon the magnitudes of genomic AT skews. We conclude that if there is a relationship between gene strand bias in non-Firmicute, our method is not sensitive enough to detect it.

Our results leave several mysteries. First, why do species differ in the degree of strand bias and why is it so high in many Firmicutes? These issues remain enigmatic. A simple model supposes that in fast replicating species the chance of DNA and RNA polymerases colliding must be higher than in slow replicating species. There is, however, no correlation between growth rate and gene strand bias [39]. Rather the higher biases are typically found in chromosomes containing two different (possibly strand-dedicated) DNA 2-subunits at the replication fork which may render them more vulnerable to polymerase collisions [15]. It has also been suggested that strand bias reflects gene essentiality rather than the level of expression [39] although, again, this does not explain the unusually high level of strand bias in Firmicute chromosomes. Further, while both the observed AT skew in non-coding sites and the pattern of SNPs in intergenic sequence cannot explain the skew seen across the leading strands as a whole, the two approaches are also inconsistent with each other. The relative mutation rates calculated from intergenic SNPs indicate that mutation is acting to bias T over A in intergenic sites, which is the typical direction that AT skew takes in most (e.g. many non-Firmicute) bacteria, suggesting less variable skew-related mutational profiles among bacteria than is commonly assumed. However, intergenic sites on the leading strand have a weak bias in the opposite direction. Such a leading strand bias is consistent with leading strand coding sites also showing slightly higher bias than lagging strand coding sites (Table 1).

What could account for the discrepancy between mutational biases and observed base frequencies at putatively neutral sites? One possibility is that these sites are not yet at mutational equilibrium. This could occur if, for example, there were until recently some unannotated small protein coding genes in the “intergene” spacer. These new pseudogenes would take an appreciable time to reach equilibrium and could well leave a trace of A>T skew if they tended to be on the leading strand. However, in this case it is curious that intergenic skew, intra-operonic skew and skew at four-fold degenerate sites all show a weak A>T bias. An alternative is that the weakly positive intergenic AT skews could reflect ongoing selection. One possibility is that there exists unannotated coding sequence, which, if enriched on the leading strand, would contribute a net A>T skew. Neither missing gene model can explain why skew at four fold degenerate sites is of the same magnitude as in putative intergenic spacer. In addition, if mutation alone dictated intergenic AT skews, leading intergenic spacers should skew to roughly -0.4 (Table 2) according to our estimates of mutational equilibrium. Given that the average leading AT skew in S. aureus coding sequence is approximately 0.1 across all three codon positions (Table 1), the vast majority of intergenic spacers would need to be unannotated protein-coding sequence in order for missing genes to be able to explain the observed leading intergenic AT skew of 0.0276 (Table 1), a highly untenable scenario. Removal of the few regions with outlier AT skew values does not substantially impact the intergenic AT skew (Figure S11), suggesting that even if we are missing some genes their contribution to skew cannot explain the overall bias. What exactly is generating weakly positive AT skews in leading intergenic regions remains a mystery, but this analysis adds weight to the growing evidence [see e.g. 19,23,24,37,40] that “neutral” sites in bacterial chromosomes may not be quite so neutral after all.

Methods

Sequence

The complete annotated genome of S. aureus subsp. aureus TW20, accession number FN433596 [41] was downloaded from the EMBL Nucleotide Sequence Database (http://www.ebi.ac.uk/embl/). Data analysis was carried out using Perl and statistical analyses were done in R 2.9.0 [42]. Core and non-core regions were delineated as in Harris et al 2010 [17]. Coding sequences labeled as gene remnants or pseudogenes were excluded and both known and annotated genes were considered. As we considered intergenic regions to be indicative of mutational pressures, all intergenic regions were subject to a length restriction of 500 bp to decrease the possibility of unannotated genes, and 60 bp were trimmed from each end of all intergenic regions, as these regions display distinct AT skew patterns deviating from that induced by replication alone (see Results and Figure 4). This is most likely explained by ATG initiation context definition (at the 5’ end) and termination sequences (at the 3’ end).

Defining operons

Distinguishing which intergenic regions lie within operons should help reveal the contribution of transcriptionally-induced mutation to AT skew as such regions should be more likely to be transcribed. The operon structure of S. aureus strain MSSA476 [43] was used to deduce operons within strain TW20. Operon protein-coding and RNA genes in MSSA476 were extracted from NCBI RefSeq NC_002953 [http://www.ncbi.nlm.nih.gov] and were matched via BLAST 2.2.24 against all TW20 protein sequences and gene-encoded RNA sequences respectively. Orthologous operonic genes in TW20 were taken to be those with at least 90 percent identity and an e-value of less than 0.0001. Due to
the close evolutionary relationship between the two strains most matches were unambiguous. Matches to pseudogenes and genes in the TW20 non-core chromosome were excluded. TW20 operons were then deduced from these orthology with the additional caveat that genes within a putative operon be adjacent and transcribed in the same direction. In several cases a gene not contained in an MS8A76 operon was detected inserted into the intra-operonic TW20 intergenic sequence but on the strand opposite to the operon genes. In these cases the operon was included.

SNP analysis

To determine whether the observed AT skew deviates from that expected under mutation alone, we require an estimation of nucleotide content, and the resulting AT skew, at mutational equilibrium. 140 singleton SNPs from core ex-operonic intergenic sites at least 60 bp away from a gene boundary were isolated from what is currently the SNP dataset for any bacterial species, that comprising 63 S. aureus ST239 isolates [17]. In order to check for the possibility that some of these SNPs were called erroneously, we went back to the original read data for each of these 140 SNPs individually. These data revealed an average of 20-fold coverage, a maximum of 46-fold coverage, and a minimum (in 4 SNPs) of 12-fold coverage (Table S10). Furthermore, in 126/140 (90%) of cases, the assigned SNP was consistent in all mapped reads. Of the 14 remaining SNPs, a single inconsistent read was noted in 13 cases, and two inconsistent reads noted in one case. Given a sequencing error rate of 0.5% per sequencing reaction, the maximum probability that any SNP has been assigned by error under-unused in relation to the above null is reflected in the Z score observed usage of aa

Sequential patterns of amino acid usage may, depending on the nucleotide frequencies of the codons involved, also shape AT skew. Determination of whether individual amino acids are over- or under-used in relation to the above null is reflected in the Z score for each amino acid (aa):

$$Z_{aa} = \frac{\text{Observed} - \text{expected usage of aa}}{\text{SD}_{aa}}$$

where f(i) is the frequency of site i and \( r_{ij} \) is the rate of change from i to j per site i as measured in the exact sequence. The above equilibrium equations were solved simultaneously using Maxima 5.21.1 [44] to yield equilibrium nucleotide frequencies. These equilibrium frequencies were used to calculate the AT skew in ex-operonic intergenic sites expected to result purely from replicational mutation at compositional equilibrium.

Similar mutational equilibrium analyses were performed on polymorphism data from B. anthracis and S. typhi. Intergenic singleton SNPs were extracted from alignments of 18 fully and partially sequenced B. anthracis strains [23] and from the intra-haplotype or haplotype-specific age groups for S. typhi SNP data [45]. For both organisms, only intergenic regions under 500 bp were considered and singletons were only called when sequence data was available for all strains and the SNP at least 60 bp away from a gene. Observed intergenic nucleotide content and AT skew were calculated using NCBI RefSeq NC_003997 and NC_003981.

To obtain an approximate measure of the robustness the sign of the equilibrium AT skew indicated by the singleton SNP populations, the intergenic (ex-operonic in the case of S. aureus) SNPs were bootstrapped. For each species, the intergenic SNPs used to compute the mutational equilibrium were resampled with replacement 1000 times, and the equilibrium state recalculated as above after each resampling, to yield 95% bootstrap intervals for the equilibrium AT skew estimate.

Randomizations

Selection against stop codons within asymmetrically distributed genes could necessarily impose some amount of AT skew as T might be under-represented relative to A within first codon sites. We wished to measure the AT skew which results in S. aureus from selection on gene position alone while preventing any selection on amino acid content, which might further increase or decrease the amount of T relative to A within genes in S. aureus, from biasing this measurement. Randomized coding sequences provide a means of estimating the AT skew that would result from the biased gene orientation seen in S. aureus even under a complete lack of selection for amino-acid usage. As both GC content and replication-associated mutational biases can modulate the amino acid content of proteins [46,47], the baseline nucleotide frequencies of the leading and lagging strands of the TW20 chromosome could favor the presence of certain codons while disfavoring others. A null was devised in which nucleotides were sampled in proportion to their frequency in intergenic regions, which should be neutral or weakly selected, thus controlling for the baseline nucleotide content of the genome as well as any mutational effect on skew. 10,000 protein-coding sequences containing the same number of amino acid-encoding codons as in the leading and lagging strands of the TW20 chromosome were simulated using codons derived from the intergenic nucleotide frequencies in the relevant strand of the TW20 chromosome. Stop and start codons were excluded from randomized sequences. Amino acids with six codons were considered as two separate amino acids—a +block and a -2-block since the frequency of individual nucleotides could differentially influence the usage of these two codon blocks. The resulting AT skew in randomized chromosomes was calculated in first and second sites as (A-T)/(A+T) with respect to the sense direction.

Selective patterns of amino acid usage may, depending on the nucleotide frequencies of the codons involved, also shape AT skew. Determination of whether individual amino acids are over- or under-used in relation to the above null is reflected in the Z score for each amino acid (aa):
where the expected usage is the mean usage of that amino acid amongst the 10000 simulated coding regions, the observed usage is that seen in the TW20 chromosome and the standard deviation is that observed through the randomizations. This normalizes for variance seen due to amino acids occupying differing amounts of codon space, controls for the effect that genomic GC content may have on individual codon usage, and allows for comparison of over- or under-usage across different amino acids.

Gene strandedness and genomic AT skew across Firmicutes

If gene strand bias is responsible for positive AT skews not just within *S. aureus* but across the Firmicutes, we expect a positive association between gene strandedness and genomic AT skew across the phylum. A simple test for correlation between these two quantities across a wide sampling of Firmicute species might, however, falsely infer a relationship between the two due to over-representation of sequence information in closely related genomes. We therefore investigated the relationship between strand bias and genomic AT skew using phylogenetically independent contrasts. Differences in strand bias and leading genomic AT skew were calculated for phylogenetically independent pairs of terminal node species in a phylogeny of Firmicutes [48] (Table S3) with the calculated genomic AT skew using phylogenetically independent contrasts. We therefore investigated the relationship between strand bias and genomic AT skew using phylogenetically independent contrasts. Differences in strand bias and leading genomic AT skew were calculated for phylogenetically independent pairs of terminal node species in a phylogeny of Firmicutes [48] (Table S3) with the expectation that if strand bias does dictate the extent of positive AT skew, an increase in strand bias between species should also result in an increase in AT skew. *Gespi* values, calculated according to de Carvalho & Ferreira 2007 [49], were used as indicators of the degree of strand bias among these species, with a higher *gespi* indicating a greater degree of strandedness. As a counterpoint to the Firmicutes, similar analyses were performed on phylogenies of the Gram negative Alpha-proteobacteria [32], Delta-proteobacteria [33], Epipole-proteobacteria [34], Gamma-proteobacteria [35], and a phylogeny of the Gram positive Actinobacteria [36] (Tables S4, S5, S6, S7, S8).

Supporting Information

**Figure S1** *B. anthracis* and *S. typhi* both show fluctuations in AT skew in intergenic regions at gene boundaries. AT skew at each position was calculated from the nucleotide content measured across all intergenic regions at that position relative to the gene start or end as appropriate. All intergenic regions were considered in the direction of transcription of the relevant gene.

**Figure S2** *Z* versus amino acid cost using alternative cost measure *A*<sub>pos</sub>. A positive *Z* represents over-usage, a negative *Z* under-usage. Correlation between *Z* and amino acid cost, Spearman’s rho: leading strand, -0.376, one-sided *P* = 0.038, lagging strand rho, -0.399, *P* = 0.031. (DOC)

**Figure S3** *Z* versus amino acid cost using alternative cost measure *A*<sub>nega</sub>. A positive *Z* represents over-usage, a negative *Z* under-usage. Correlation between *Z* and amino acid cost, Spearman’s rho: leading strand, one-sided *P* = 0.533, lagging strand, *P* = 0.533. (DOC)

**Figure S4** *Z* versus amino acid cost using the alternative cost measure of Craig and Weber energy. A positive *Z* represents over-usage, a negative *Z* under-usage. Correlation between *Z* and amino acid cost, Spearman’s rho: leading strand, -0.578, one-sided *P* = 0.002, lagging strand rho, -0.566, *P* = 0.002. (DOC)

**Figure S5** *Z* versus amino acid cost using the alternative cost measure of Craig and Weber steps. A positive *Z* represents over-usage, a negative *Z* under-usage. Correlation between *Z* and amino acid cost, Spearman’s rho, leading strand, -0.450, *P* = 0.016, lagging strand rho, -0.484, *P* = 0.009. (DOC)

**Figure S6** *Z* versus amino acid cost using the alternative cost measure of Wagner fermentative costs. A positive *Z* represents over-usage, a negative *Z* under-usage. Correlation between *Z* and amino acid cost, Spearman’s rho, leading strand, -0.373, *P* = 0.040, lagging strand rho, -0.411, *P* = 0.026. (DOC)

**Figure S7** *Z* versus amino acid cost using the alternative cost measure of Wagner respiratory costs. A positive *Z* represents over-usage, a negative *Z* under-usage. Correlation between *Z* and amino acid cost, Spearman’s rho, leading strand, -0.384, *P* = 0.002, lagging strand rho, -0.546, *P* = 0.003. (DOC)

**Figure S8** *Z* versus amino acid cost using alternative cost measure of molecular weight. A positive *Z* represents over-usage, a negative *Z* under-usage. Correlation between *Z* and amino acid cost, Spearman’s rho, leading strand, *P* = 0.119, lagging strand, *P* = 0.079. (DOC)

**Figure S9** The observed cost of amino acids encoded in GC-poor genomes is lower than expected, suggesting more efficient cost selection in AT-rich bacteria. Coding sequences were simulated taking into account the GC contents of individual codon positions in the given strain and stop codon avoidance, with the number and length of simulated sequences based on observed values, assuming no GC or AT skew. (A) Box plot for 105 genomes, light blue: median simulated, dark blue: median observed. Akashi and Gojobori [29] biosynthetic cost of amino acids encoded in genes, the lower and upper quartiles are shown in gray. (B) The factor by which the mean observed amino acid cost values are lower than expected correlates with genomic GC content. Orange: Firmicutes, Spearman’s rho = -0.840, *P* < 2.2 × 10<sup>-16</sup>; black: non-Firmicutes, Spearman’s rho = -0.768, *P* < 2.2 × 10<sup>-16</sup>. Firmicutes and non-Firmicutes together: Spearman’s rho = -0.871, *P*-value < 2.2 × 10<sup>-16</sup>. (DOC)

**Figure S10** AT skews correlate with the intensity of selection against costly amino acids. The ordinate shows the mean of AT skews calculated for individual protein coding genes in their sense direction in a given genome, for which the cost ratio was calculated as in Figure S9. Orange: Firmicutes, black: non-Firmicutes; see Table S2 for statistical data. (DOC)

**Figure S11** Outlier AT skew values are not responsible for the positive AT skews seen in exoperonic intergenic regions. For each AT content observed in such an intergenic region in the TW20 genome, 1000 randomized sequences were created by shuffling the total nucleotide content in exoperonic intergenic sequences 1000 times, and each time the shuffled sequence was repartitioned into intergenic regions containing the same AT contents as in the observed genome. The 95% confidence interval (black points) was calculated from these simulated sequences to determine which observed exoperonic intergenic AT skew values (green points) were outliers (green filled points falling outside the 95% confidence interval). The leading AT skew in exoperonic intergenic
sequences with outliers removed (0.0257) is very similar to the same calculation inclusive of outliers (0.0276).

**Table S1**  a. Relative mutation rates of nucleotide i to j per site i for intergenic sites were calculated from singleton SNPs for *B. anthracis* (gray rows) and *S. typhi* (white rows). All rates are shown with respect to the leading strand and derived from the following leading strand SNP counts, where XY indicates a change from nucleotide XY: *B. anthracis* SNPs, AG 9 GA 11 GC 1 CG 1 GT 4 TA 2 TC 20 TG 2 CA 3 AC 3 AT 3 CT 15. *S. typhi* SNPs, AG 6 GA 15 GC 0 GG 0 GT 3 TA 0 TC 4 TG 0 AC 0 CA 1 AT 0 CT 14. b. Current observed intergenic AT skew contrasted with SNP-derived intergenic equilibrium AT skews for *B. anthracis* and *S. typhi*. All skews are given with respect to the leading strand. 95% bootstrap intervals are shown in parentheses. That *B. anthracis* does not display a consistently negative bootstrap interval is a consequence of at least two factors. Firstly, the sample size (76 SNPs) used to derived the mutational equilibrium is small compared to that used for *S. aureus* (140 SNPs). Secondly, the alignments used to derive the *B. anthracis* SNPs come from several independent sequencing efforts and we are unable to verify the sequence quality. As for *S. typhi*, the even smaller sample size of 43 SNPs leaves many mutational categories unrepresented and leads to inflated bootstrap intervals.

**Table S2** Spearman rank correlations between ζ and amino acid cost using alternative cost measures.

**Table S3** Terminal node comparisons taken from a phylogeny of Firmicutes [48] used to calculate the difference in gespi and leading strand genomic AT skew (where more than one species is listed in a field, the average of those genomes was taken).

**Table S4** Terminal node comparisons taken from a phylogeny of Alpha-proteobacteria [32] used to calculate the difference in gespi and leading strand genomic AT skew.

**Table S5** Terminal node comparisons taken from a phylogeny of Gamma-proteobacteria [35] used to calculate the difference in gespi and leading strand genomic AT skew.

**Table S6** Terminal node comparisons taken from a phylogeny of Delta-proteobacteria [33] used to calculate the difference in gespi and leading strand genomic AT skew.

**Table S7** Terminal node comparisons taken from a phylogeny of Epsilon-proteobacteria [34] used to calculate the difference in gespi and leading strand genomic AT skew.

**Table S8** Terminal node comparisons taken from a phylogeny of Gamma-proteobacteria [35] used to calculate the difference in gespi and leading strand genomic AT skew (where more than one species is listed in a field, the average of those genomes was taken).

**Table S9** Relationships between mean CDS AT skews and cost ratios calculated for eight different amino acid cost measures. C&W: Craig and Weber, Wagner ferm.: Wagner fermentative costs, Wagner resp.: Wagner respiratory costs. Amino acid cost ratios were calculated as in Figure S9.

**Table S10** Coverage data for the 140 singleton ex-operonic intergenic SNPs used in this analysis. 126/140 (90%) of the SNPs were consistent called in all mapped reads (marked with a *). The minimum of consistent mapped reads was 12 (in four SNPs), and there was one SNP with 12 consistent reads and one inconsistent. For the 14 SNPs with inconsistent reads, all showed only a single inconsistent read bar one (which had 2 inconsistent reads). Given a sequence error rate of 0.5%, a high level of coverage and high consistency between reads, the probability that any of these SNPs are errors is negligible.
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VI. Discussion

Interrogating whether a variety of encoded sequence features are under selection to enhance the efficiency of translation-related processes, I find that one type of selection for translational efficiency results from the need to balance energetic expenses. That is, the need for metabolically cheap to manufacture amino acids coupled with heavy loading of coding content onto the leading strand results in the anomalous AT skews in the Firmicutes. But is it just Firmicutes that are under selection for energetically cheap to manufacture coding sequences? The richer in AT content a genome is, the more metabolically expensive random coding sequences drawn out of the observed genomic nucleotide frequencies, with concomitantly greater deviation from expected costs observed in real genomes (Chapter V, Figure S9). We thus infer that there may be greater pressure in AT-rich genomes to optimize the metabolic efficiency of coding sequences.

Note that selection for metabolically cheap amino acids need not however result in genome-wide skews. We simply see such skews in the case of the Firmicutes as the strong gene strand bias causes asymmetric distribution of the A>T pressure in non-synonymous sites to the leading strand. But what are the reasons for this augmented gene strand bias? One possibility is that loading of genes onto the leading strand allows for replication fork maintenance. Both co-directional and head-on collisions between DNA and RNA polymerases have been shown to cause replication restart, although head-on collisions are more severe in that they also cause a significant slowing of replication (Merrikh et al. 2011). However, the need to grow fast cannot by itself explain loading of coding content on the leading strand, as no correlation between gene strand bias and growth rate is observed (Rocha 2008). Another possibility is that polymerase collisions might have an even greater detrimental fitness consequence if they compromise the production of essential genes, which might explain the preferential localization of such genes to the leading strand (Rocha and Danchin 2003). However, as all organisms have essential genes, this observation still leaves unanswered why gene orientation bias is stronger in some organisms (including Firmicutes) than others. Rather, what is perhaps the most comprehensive explanation for gene strand bias has to do with the physical components of the replication fork. It has been noted that while most bacteria use the DnaE gene product to synthesize both the leading and lagging strands, many low G+C Firmicutes (which also show high strand bias) synthesize only the lagging strand with DnaE and utilize PolC for replication of the leading strand (Rocha 2002). Thus the subunit encoded by PolC may introduce instability in the replication fork, and gene strand bias might enhanced to minimize head-on collisions if they are more deleterious to genome integrity than usual in PolC-utilizing organisms. Indeed, engineered inversions in Bacillus subtilis which alter the normal co-orientation of replication and translation lead to a stress response including activation of DNA repair mechanisms; nevertheless, disruption of genome
integrity and cell death are also observed (Srivatsan et al. 2010). Whether the fitness consequences of such inversions would be less deleterious in a non-Firmicute species remains to be seen.

The potentially deleterious role of collisions is also seen in the case of the ramp, where selection on ribosome-slowing positive charges at N-termini is postulated to serve as a kind of speed bump to prevent traffic jams between ribosomes (Tuller et al. 2011). The prevention of ribosomal traffic jams is hypothesized to enhance the efficiency of translation both locally, along the individual transcript, by preventing translation arrest (and the associated production of potentially toxic partial peptides) as well as globally by reducing the number of stalled ribosomes, freeing them up to translate other transcripts (Andersson and Kurland 1990; Gingold and Pilpel 2011). 5’ traffic jams however have only been postulated to both exist, as well as to lead to ribosomal stalling. If there are only a few ribosomes per transcript at any point in time on most transcripts then the beneficial consequences of an elongatory ‘ramp’ would be hard to imagine, regardless of the mechanistic consequences of two ribosomes colliding. Further, that slowing of ribosomes followed by relative speeding will prevent traffic jams has also never been shown, only modelled (Mitarai et al. 2008; Tuller et al. 2010). This is important because it is unclear what the mechanistic consequences of collisions between two normally translating ribosomes actually are. Previous studies of ribosomal stalling during translation elongation have centred around stalling induced by other causes, such as conserved ribosomal stalling sequences (Sunohara et al. 2004) or tRNA depletion (Li et al. 2006), rather than by ribosomal collisions per se. Exactly how one ribosome responds to bumping into another ribosome, and the frequency with which this occurs on transcripts, are open questions. In addition, the fitness effects of such collisions might perhaps also be dependent on factors such as the rates at which the ribosomes are traveling and how densely they are packed. Indeed one study found that in bacteria, which undergo cotranscriptional translation, ribosomes which run into RNA polymerase can stimulate the latter’s activity (Proshkin et al. 2010). Analogously, might one ribosome colliding into the next also promote translation rather than hinder it? Or perhaps ribosomal collisions result in minor slowing of translation, rather than its abortion? These types of mechanistic questions should ideally be addressed in any future hypotheses of translational traffic regulation.

Additionally, it has been suggested that ribosomal occlusion of transcript sequence can prevent mRNA degradation by altering stability and/or access to endonucleases (Deana and Belasco 2005). One study for example found greater amounts of protein produced from an enzyme loaded with naturally occurring rare codons at the 5’ ends (and overexpressed from a strong plasmid) is consistent slow-travelling ribosomes preventing mRNA decay, thereby increasing the number of transcripts available to be translated compared to the coding sequence of a highly related isozyme whose most 5’ codons are optimal (Kolmsee and Hengge 2011). Apart from
begging the question of whether spacing of ribosomes might be under selection to prevent mRNA degradation rather than collisions, this study also underscores a fundamental problem in interpreting experimental results. If the authors had not tested the action of endonucleases, the rise in protein production resulting in the slow construct may have been found to be instead consistent with a model where increased translational efficiency was a function of selection on rare codons to prevent ribosomal stalling, as per the ramp hypothesis (Mitarai et al. 2008; Tuller et al. 2010). Thus it remains difficult to unequivocally interpret the results of experiments where alteration of one feature, for example codon usage, in turn alters other linked properties such as RNA folding, decay rates, initiation rates (particularly due to transcript features at the 5’ end), and so on. The myriad of possible side effects due to changes in these linked, sequence-derived features when making substitutions to coding sequences advises particular caution against over-interpreting the results of any single experiment. Drawing conclusions across experiments done in different species, moreover, may also be unwise if codon frequency and nucleotide content vary across species, as different binding energies and hence mRNA stabilities may emerge from the use of rare codons in different species.

The above discussion touches upon doubts concerning the mechanistic functioning of a translational, gene regulatory ramp. On a broader level, we can also question whether the ramp as conceived is an effective solution to the presumed problem at hand. It is not immediately apparent why an organism which can experience relatively strong levels of selection (e.g. yeast) could end up initiating translation more quickly than it is capable of undertaking. The ramp hypothesis presumes that such recurrent initiation results in a fitness defect severe enough that it must be selected against; however, curiously, in the proposed scheme the cell opts not for more intermittent translation initiation which might be made possible by a few changes in the transcript folding energy at 5’ ends (e.g. Kudla et al. 2009), and/or possibly by decreasing the mRNA:protein ratio. Rather, according to the ramp hypothesis, the cell opts to select, across multiple functional levels of coding sequence (codons, folding, and amino acid charge) for supposed slowing features that will compensate for the maintained rates of initiation which are kept too rapid. If ribosomal jamming is indeed a problem impeding the translational efficiency of varied transcripts, the ramp seems an inefficient and roundabout solution.

As a final remark regarding the ramp, I reported that average positive charge use does not increase nearing N-termini in cytosolic (non-transmembrane) proteins. Yet it is still the case that positive charge is indeed used in a number of these cytoplasmic proteins, and a subset of which may in fact be front-loaded with more positive charges than are found on average in the cytosolic N-terminus of a membrane protein. In other words, it is theoretically possible that some non-membrane proteins might have 5, 10, 15 positive charges in their N-termini, so while there is no
increasing pattern when averaging across these globular proteins, this subset may even have more of a 'ramp' than any single random transmembrane protein. Whether we find evidence for such a ramp in yeast will need to be investigated, however it seems unlikely that such proteins will display a ramp in *E. coli* given that we detected no real ramp (i.e. 5' ribosomal excess) at all beyond a very short, initial excess likely more indicative of initiation than elongation. I would also note that the original study (Tuller et al. 2011) that claimed a role for positive charges in preventing ribosomal collisions did not consider such proteins independently as I have proposed. Rather, the evidence cited to support the claim that positive charges are selected to modulate ribosomal velocity was presented in the form of a correlation between average ribosomal density (calculated from all transcripts) and average positive charge use. It is exactly this average positive charge use which is shown in Chapter IV to be due to the orientation of membrane proteins rather than a gene regulatory ramp. Thus, it so far remains to be shown that any protein-level feature, such as positive charge, has been under selection for translational efficiency.

What about transcript-level features—are they under selection for efficiency of translation? The contribution of mRNA folding, on average, to slowing appears to be minimal, and I find no evidence that rare codons (i.e. both genomically rare and corresponding to rare tRNAs) cause significant slowing. Thus the possibility that such codons might be selected e.g. at the beginning of transcripts to regulate gene expression via modulation of the local translation rate (as proposed by e.g. Mitarai et al. 2008; Parmley and Huynen 2009; Clarke and Clark 2010; Tuller et al. 2010; Tuller et al. 2011) seems correspondingly unlikely. Rather, that aberrant codon usage is observed at 5' ends might be better explained in terms of selection on transcript structure which may be related to translation initiation (Eyre-Walker and Bulmer 1993; Kudla et al. 2009; Bentele et al. 2013). The analysis presented here does of course pertain to yeast cells, and it is possible different results regarding variation in codon speeds may be achieved in different organisms, particularly ones in which small population sizes may constrain the efficacy of selection. It is also possible that tRNA:codon proportionality varies throughout the cell cycle, thus possibly altering the supply of tRNAs to different codons and changing their elongation rates. Although models have been put forward to suggest that differential codon usage at varying points throughout the cell cycle is responsible for fluctuations in protein product levels (Frenkel-Morgenstern et al. 2012), it is still hard to envision that codon usage could limit the amount of expression of certain proteins if a) codons do not drastically differ in their elongation rates in vivo and b) initiation is normally rate-limiting in vivo (Laursen et al. 2005; Shah et al. 2013).

The result that codons do not differ markedly in their elongation rates is not necessarily inconsistent, however with a global efficiency hypothesis. A global efficiency argument need not require that different codons are translated at significantly different rates; it simply requires that
the codons used in highly expressed genes are provided in higher amounts so they do not become rate-limiting in protein production. In other words, selection on tRNA supply and codon demand might occur to allow cells to maximize their growth, especially at fast rates (Andersson and Kurland 1990). As Ikemura noted (1981), global optimization of codon usage is evolutionarily possible if a slow-growing organism comes under selection to grow faster, with tRNA and codon usage co-adapting in highly expressed genes. However, once at equilibrium, the fitness effect of any small mutation—such as a point mutation in a codon—is expected to be rather small. Thus cells may hover around a codon usage optimum, with the fitness effect of any particular synonymous substitution being negligible (overlooking intertwined factors such as mRNA folding) as long as the total cellular codon:tRNA proportionality is roughly maintained. Rather than selection to exacerbate rate differences between codons, selection for tRNA:codon proportionality in this case may act to ensure that no codon significantly limits elongation, particularly in highly expressed genes or at fast growth rates where the cell is presumably actively transcribing and translating at high levels. That codon speeds might be equalized via selection on their supply lines (tRNA levels) raises an important point which I wish to emphasize here: that codons do not significantly differ in elongation speeds one to the next does not necessarily mean lack of speed selection on codons.

Yet the claim presented in this thesis that codons do not differ in their translation speeds should not be over-interpreted. It would be ridiculous to argue that rates of different codons are 100.0% equal. Such a scenario would require improbable levels of selection, especially given that stochasticity in supply and demand that may arise depending on what codons exactly are being translated at any given point in time. Some amount of variation in codon speeds may, perhaps, be even more likely given reports of population-level heterogeneity in microorganism gene expression profiles from one cell to the next (Taniguchi et al. 2010). These differences in gene expression relative to the population-constant tRNA supply could potentially give rise to slightly different translation speeds for a single given codon depending on which particular cell is being considered. Rather than asking if codon speeds differ, the question is perhaps better phrased as whether this magnitude of slowing difference from codon to codon is significant, not just statistically (in that they might account for a significant proportion of the total variation in ribosomal movement along transcripts) but, ultimately, biologically. The analyses presented here show that the contribution of codon usage to variations in translation speed along a transcript must be rather small compared to that of positive charge.

There are other limits to the current analysis. My investigations into the ribosomal slowing induced by sequence-level features also leave open the question of what the magnitude (or rate) of any such slowing is. All rates of translation inferred in Chapter II are relative to the ribosomal
coverage observed along a specific transcript prior to the encoded slowing feature. What the area under the curve analysis (Chapter II) means as regards the speed per unit time at which different codons are translated is not known. Further, the ribosomal coverage just prior to the encoded focal feature will on average be dependent on expression level. Could the maximum possible ratio \( \frac{r_{pos}}{r_{prec30}} \) of slowing vary with expression level (proteins produced per mRNA)? For example, in some instances the speed of crowded ribosomes along a transcript might be constrained more by the movement of closely-packed neighboring ribosomes than by encoded slowing features. Such a question is a reminder of the difficulties in inferring what static footprints mean for the activity of ribosomes in a living cell.

Other mechanisms of slowing also remain to be investigated. The hypothesis investigated in Chapter II is whether a ribosome, positioned over a codon awaiting a tRNA, will wait for longer the rarer the tRNA is. An alternative slowing hypothesis revolves around the wobble mechanism. It is known that at least in simple cases where one tRNA recognizes two codons, one via a wobble base-pairing, the non-wobble base pair codon tends to be preferred on the average within a genome (Sharp et al. 2005; Higgs and Ran 2008). However the consequences of this finding in terms of elongation rate are unclear. Although it is sometimes presumed that the wobble pairing is the faster of the two (see e.g. Higgs and Ran 2008), the non-wobble pairing has been found to sometimes be faster, sometimes not differ, and sometimes be slower than the wobble pairing, depending on the identities of the codon, tRNA, and whether the tRNA anticodon has been modified to an alternative base such as queuosine or inosine (Curran and Yarus 1989). And although the non-wobble binding tends to be preferred, this is by no means a guarantee that the preferred non-wobble codon is common when considered amongst the group of all possible codons, or conversely that the unpreferred i.e. wobble codon is globally rare. In other words, we should not expect that the results of an investigation into whether wobble mechanisms slow necessarily correlate with the findings presented in Chapter II regarding rare codons. Could a wobble mechanism then account for appreciable slowing? If so, what proportion of the variance in translation speeds along all transcripts a wobble mechanism could explain will need to be examined.

Does the finding that codons do not slow elongation have any practical impact? Codon usage is widely held to be important in gene design, as changes in synonymous coding content can have a great effect on the ultimate titres of functional protein (e.g. Levy et al. 1996). Why should this be so if we find no variation in elongation speed between codons? Several possible explanations exist. Changes to mRNA structure and may alter transcript half-lives and hence the transcript levels of engineered constructs in the cell relative to their wild type counterparts (Stanssens et al. 1986; Hoekema et al. 1987; Petersen 1987). In such a scenario, changes in protein levels which
appear consistent with altered translational efficiency of the transcript may in fact be due to changes in transcript levels or, possibly, translation initiation rates (Kudla et al. 2009). Alternatively, the abnormality of the transgene systems involved may again offer an explanation. Could for example elongation stall so much under altered (high codon demand, low tRNA supply) conditions that elongation could indeed become the rate-limiting step in protein production, at least on certain transcripts? The answer to this is currently unknown. As a start, it has been suggested that under abnormally high levels of protein production, such as often occurs in engineered cells, the translational system may be maxed out to the point that the most efficient codons for translation become those whose tRNAs are predicted to be more rapidly charged under amino acid starvation conditions (Elf et al. 2003; Welch et al. 2009), although this has not been directly shown.

Nor is the picture so simple as presented thus far. Codon usage bias is also postulated to be a function of translational accuracy, with preferred codons selected for to reduce the rates of missense and nonsense errors. Nonsense errors may result in not just a lack of the needed protein, but also production of potentially toxic partial peptides. Missense errors on the other hand can lead to loss of protein function, protein misfolding and aggregation, which in turn may drain cellular sources by sinking energy into the production of useless proteins along with the energy required for the cell to activate a stress response (Drummond and Wilke 2009). The major evidence for the accuracy hypothesis stems from the observation that codon usage bias is often strongest in sites which are evolutionarily conserved and hence likely structurally and functionally important (Akashi 1994; Stoletzki and Eyre-Walker 2007; Drummond and Wilke 2008). By what mechanism might codon usage affect accuracy? A ribosome paused awaiting a rare tRNA may be more likely to incorporate the wrong amino acid into the protein as non-cognate tRNAs will have more opportunities to enter the ribosomal A-site, and discrimination and proofreading of correct tRNAs is not perfect. In line with this, experimental alterations of tRNA concentrations can affect accuracy (Kramer and Farabaugh 2007) and in E. coli, the frequency of missense errors is diminished by nine-fold if an amino acid is translated by a codon that corresponds to an abundant tRNA rather than a low-abundance one (Precup and Parker 1987).

Thus efficiency and accuracy hypotheses are not necessarily mutually exclusive, and indeed a trade-off is thought to occur between the two (Dong and Kurland 1995; Johansson et al. 2012) such that it is likely impossible to maximize both at the same time. We presume then that a compromise state has evolved between these two parameters to enable ‘normal’ cell growth. However, the reasons for such co-adaptation are not clear. Understanding the role codons play in translational efficiency versus accuracy is an outstanding issue, and most work, including the analysis presented herein, addresses just one or the other of these hypotheses. Further work...
should help delineate to what extent codon usage participates in both efficiency and accuracy. For example, what happens to these two quantities when the normal tRNA:codon proportionality is disturbed, as in transgenic cells? Which one is costlier—or are they both—and why? Does, for example, decreased translational efficiency impede translation of protein products or cause mRNA degradation? Or is initiation always rate-limiting, even under highly stressed experimental conditions where overexpression of a transcript causes an abnormally disproportionate requirement for a rare tRNA, and instead a great majority of fitness defects occur to changes in translational accuracy? Conversely, are cells translationally robust against most mutations if near-cognate tRNAs are likely to have physiochemically similar amino acids?

Thus a number of difficult questions regarding translational selection remain to be answered. However, they are worth asking, as an eventual understanding why tRNA content and codon usage are under co-selection will be relevant both practically and academically. Firstly, most studies on codon usage bias are done under systemically altered in vitro conditions and results then applied to in vivo organisms, but as we have seen this approach may not always be correct. Understanding how stresses to this co-adaption alter experimental results should aid experimental design and interpretation. Secondly, understanding how changes in tRNA concentration effect translation is of practical importance in disease. Both HIV and the host, for example, fight to control changes in tRNA concentrations to skew the tRNA pools toward the codon usage of their respective genes (van Weringh et al. 2011; Li et al. 2012), and tRNA concentrations can be dysregulated in favor of cancer-causing gene expression (Pavon-Eternod et al. 2009). Translational selection also occurs within viruses, many bacteriophages having been shown to evolve towards the codon usage bias and tRNA pools of their host (Sharp et al. 1984; Carbone 2008; Lucks et al. 2008) and some viral genomes have been shown to code for tRNA genes despite the immense selective pressure for them to streamline their genomes (Gingold and Pilpel 2011). Why does such co-adaptation happen? Are disease-causing genes selecting primarily for translational efficiency or accuracy? Additionally, the role tRNAs play in translational efficiency and accuracy will likely be important in understanding the impact of transgenes on cells for either gene therapy or pharmaceutical production, and what tRNA/codon systems to use when engineering novel bacteria.
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