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Abstract

The work in this thesis is to understand, through theory and simulation, a guidance mechanism due to the weak interaction of modes in photonic crystal fibres (PCFs). Firstly, two common kinds of PCFs, that guide light by total internal reflection and by photonic bandgaps, are reviewed. Several typical PCF structures for which light propagation is governed by weak mode interaction are then discussed and particularly compared with bandgap-guiding PCFs.

Two independent methods are developed to model a set of related rectangular hollow-core PCF structures. The boundary element method is derived for a general PCF configuration and applied to our model structures. This method numerically provides some basic features about the guided modes, such as the propagation constant and field profile. The calculations show an ideal confinement in our model structure by considering a scalar wave equation and a high dielectric constant at the glass intersections. However, in realistic guidance, both confinement loss and the field of the guided modes indicate a raised leakage due to mode interactions.

The analytic methodology starts by solving the ideal case considered in boundary element calculations and leads to analytic solutions for the perfectly guided modes. A perturbation method corresponding to the realistic guidance is then applied to these analytic solutions. This method can provide insight into understanding the formation of leakage through an analysis of mode interactions. An approximate analytic method for obtaining the attenuation of guided modes from the perturbation interaction is demonstrated. Attenuations calculated in this way give good agreement with boundary element results in magnitude and trends in variation. The influences of frequency and fibre parameters on features of the attenuation are also investigated.

An overall interpretation of this guidance mechanism and suggestions for fibre optimisation are made in the final chapter, where further development of this work is also proposed.
Chapter 1

Introduction

1.1 Photonic crystals

Photonic crystals are a significant and promising domain in physics and material science. The definition of a ‘photonic crystal’ was brought out by Yablonovitch and John from publications in 1987 [1, 2]. An electromagnetic bandgap for the three dimensional periodic lattice was presented by both authors. The characteristics of inhibited spontaneous emission with respect to the photonic bandgap were also investigated.

Photonic crystals are materials constituted by periodic dielectric structures. The photonic bandgap, which is analogous to the electronic bandgap, therefore forms due to this regular alternation of high and low dielectric regions. Wave propagation will be allowed or forbidden in terms of the location of the photonic bandgap. The periodicity can be created in one, two or three dimensional structures. These different dimensions of photonic crystals offer great opportunities in application such as optical fibres, photonic crystal laser [3–5], light-emitting diodes [6–8], and photonic integrated circuits [9, 10].

1.2 Photonic bandgap

The formation of photonic bandgap can be understood through an analogy with the electronic bandgap, but the theoretical description is based on Maxwell’s
equations. The equation which describes wave propagation of magnetic fields in a three-dimensional photonic crystal can be expressed as [11]

\[
\nabla \times \left( \frac{1}{\varepsilon(\mathbf{r})} \nabla \right) \times \mathbf{H} = \frac{\omega^2}{c^2} \mathbf{H},
\]

(1.1)

where \(\varepsilon(\mathbf{r})\) and \(\mathbf{H}\) are the dielectric function and magnetic field respectively and \(\omega\) is the frequency. The dielectric constant in a photonic crystal is periodic and can therefore be written as \(\varepsilon(\mathbf{r}) = \varepsilon(\mathbf{r} + \mathbf{R})\), where \(\mathbf{R}\) is a set of lattice vectors. To describe wave propagation in such periodic structures, Bloch’s theorem can be applied. For a photonic crystal this takes the form [11]

\[
\mathbf{H}(\mathbf{r}) = e^{i\mathbf{k} \cdot \mathbf{r}} \mathbf{H}_{n,k}(\mathbf{r}),
\]

(1.2)

where \(\mathbf{k}\) is the Bloch wavevector and \(\mathbf{H}_{n,k}\) is a periodic function. The labelled \(n\) represents the different bands or modes that exist for the Bloch wavevector \(\mathbf{k}\). Based on Bloch’s theorem, the modes at \(\mathbf{k}\) and \(\mathbf{k} + \mathbf{G}\) are identical, where \(\mathbf{G}\) represents a reciprocal lattice vector and satisfies \(\mathbf{G} \cdot \mathbf{R} = 2m\pi\). Thus by considering only the wavevectors \(\mathbf{k}\) in the first Brillouin zone we can map out all of the frequencies that are solutions of Eq.(1.1).

The eigenvalues of Eq.(1.1) can be written as \(\omega_n^2(\mathbf{k})\) and for all real values of \(\mathbf{k}\) they determine the frequencies that can propagate within the photonic crystal. The photonic bandgap is defined as a range of frequencies for which no propagating solutions exist. However, when complex values of \(\mathbf{k}\) are considered, then solutions for \(\omega\) can be found within the bandgap. The imaginary part of \(\mathbf{k}\) indicates that the wave has an exponentially growing or decaying amplitude. In such photonic bandgap materials, if a defect is fabricated, light can then be trapped or guided along the defect for frequencies within the bandgap of the surrounding material. The bandgap prevents propagation into the surroundings and the trapped mode has an exponentially decaying amplitude away from the defect.

### 1.3 Photonic crystal fibres

One of the most promising applications of photonic crystals is the photonic crystal fibre (PCF). These have a two-dimensional variation of the dielectric constant in the transverse plane perpendicular to the direction of light propagation. Photonic crystal fibres were first demonstrated in 1996 [12] (as shown by A(1) in Fig.1.1).
In this structure the solid central defect is surrounded by a periodic arrangement of air holes in the form of a triangular lattice. Light propagation is confined by total internal reflection (TIR) in the transverse plane but is free to propagate along the length of the fibre. The guidance mechanism in this case is the same as that for a conventional optical fibre.

The first bandgap-guiding PCF was reported in 1999 [13] (as shown by A(2) in Fig.1.1). This hollow-core fibre consisted of a central air hole (i.e. a ‘defect’), surrounded by a periodic structure of air holes in glass. The central core has a low refractive index, and therefore the fibre must guide light by a different physical mechanism compared to conventional fibres and solid-core PCFs. Because of the periodic dielectric structure of the cladding, a photonic bandgap is created which prohibits light propagation into the cladding in the transverse plane. Light launched into the central defect is guided and travels along the fibre.

Figure 1.1: SEM micrographs A(1-3) and schematic diagrams B(1-3) of typical PCF structures in the cross-sectional plane. The left figures, A(1) and B(1), show an index-guiding PCF, which has a pure silica core surrounded by a lower-index cladding. The middle figures, A(2) and B(2), show a hollow-core PCF, in which the central defect is an air hole. The right figures, A(3) and B(3), shows an all-solid PCF, where the cladding has raised-index materials. In the schematic diagrams, the grey area represents silica glass (refractive index \(n\approx1.5\)), the white area represents air \((n=1.0)\), and the red area represents doped silica glass. Figures taken from those given in [12–15].

Compared with conventional fibres and PCFs with a solid central defect, hollow-core PCFs have several advantages. They can guide light with lower nonlinear
effects [16, 17] and with a higher damage threshold [18, 19]. The optical nonlinearities are about 1,000 times lower than those in conventional fibres with solid cores [17]. Because the guidance mechanism depends on the photonic bandgap in the cladding rather than the refractive index of the core, they open the potential application to fill the central air hole with a gas or liquid. Hollow-core PCF filled with Xenon gas can support megawatt optical solitons due to the very small nonlinearity and the broad transmission band with anomalous dispersion [17]. On the other hand, the efficient laser-gas nonlinear interaction can also be achieved. For example, a stimulated Raman scattering in hydrogen-filled hollow-core PCFs was reported, and the threshold is two orders of magnitude lower than previous results [20].

Although the main focus of this thesis is on a novel guidance mechanism existing in hollow-core PCFs, it is useful to realise the significance of PCFs by introducing some typical index-guiding PCFs.

### 1.3.1 Endlessly single mode

Fibres which only allow the fundamental mode to travel for a given wavelength are called ‘single mode fibres’. The number of guided modes in conventional fibres is determined by the parameter [21]

\[ V = \frac{(2\pi \rho / \lambda)(n_{co}^2 - n_{cl}^2)^{\frac{1}{2}}}{}, \]

where \( \rho \) is the core radius, and \( n_{co} \) and \( n_{cl} \) are refractive indices of the core and cladding, respectively. For single-mode propagation in conventional fibres, \( V \) should be less than 2.405. Because of the inverse relationship between \( V \) and \( \lambda \), single-mode conventional fibres will become multi-mode if the wavelength \( \lambda \) is small enough. Thus it is impossible for the conventional fibres to guide a single mode over a large range of wavelengths.

In contrast to conventional fibres, the equivalent parameter for index-guiding PCFs is [22]

\[ V = \frac{(2\pi \Lambda / \lambda)(n_{co}^2 - n_{eff}^2)^{\frac{1}{2}}}{}, \]

where \( \Lambda \) is the pitch between the nearest centres of the air-holes and \( n_{eff} \) represents the effective index for the cladding. The refractive index of the core is constant and same as that for conventional fibres, but the cladding effective index
\( n_{\text{eff}} \) is variable and is determined by the ratio \( d/\Lambda \), where \( d \) is the diameter of the holes. A large \( n_{\text{eff}} \) value (i.e. small air-filling fraction) can reduce \( V \) for a short wavelength \( \lambda \); this property allows for single mode propagation over a broad range of wavelengths, i.e. endlessly single mode fibres.

### 1.3.2 Large mode area

For conventional fibres, the number of guided modes is determined by the ratio of the core radius to wavelength, i.e. Eq.\((1.3)\). If the core radius is increased, the number of modes increases and therefore single mode guidance and large mode area are incompatible. However, in single mode PCFs, the number of modes depends on the dimensionless ratio of the hole diameter to the distance between the centres of the neighbouring holes [22, 23]. This enables single mode PCFs to be fabricated with a large mode area.

Because the intensity of optical power is reduced by a large guidance area, this type of fibre therefore has a weaker nonlinear effect and a higher damage threshold. The PCF’s combined properties of ‘endlessly single mode’ and ‘large mode area’ play an important role in the fabrication of high power fibre lasers and amplifiers. Single mode PCFs with a large mode area have been fabricated with a core diameter about 20\( \mu \)m [23, 24].

### 1.3.3 High numerical aperture

Numerical aperture is an important factor which determines the light capture for optical fibres. A fibre with a high numerical aperture can have many promising applications such as in high-power fibre lasers [25, 26]. The normal definition of numerical aperture (NA) is

\[
NA = \sqrt{n_{\text{co}}^2 - n_{\text{cl}}^2}. \tag{1.5}
\]

where \( n_{\text{co}} \) and \( n_{\text{cl}} \) are the refractive indices of the core and cladding respectively. Because of the large contrast between the core and the cladding, PCFs can provide very large numerical aperture. The numerical apertures in PCFs approaches about 0.9 [27], a much higher value than that for conventional fibres. The fibres with a high NA value can guide a larger number of modes and decrease the bend loss.
1.3.4 High birefringence

PCFs can be made into high modal birefringence fibres. The birefringence is defined by using polarisation beat length $L_B$ and given as $[28]$  

$$L_B = \frac{2\pi}{\beta_x - \beta_y} = \frac{\lambda}{n_x - n_y},$$  

(1.6)

where $\beta_x$ and $\beta_y$ are the propagation constants of two modes, $n_x$ and $n_y$ are the effective refractive indices for each mode, and $\lambda$ is the wavelength. A small $L_B$ value represents a large difference between the propagation constants, and therefore a high birefringence.

Compared with conventional fibres, PCFs can exhibit a strong birefringence. Both for index-guiding $[28–30]$ and for bandgap-guiding $[31]$ PCFs, a strong birefringence of the order $\Delta n = 10^{-3}$ can be achieved.

1.4 Thesis outline

The thesis is organised as follows. Chapter 2 describes the governing equations in PCFs. From Maxwell’s equations, the vector wave equations for PCFs are derived. Particularly, the scalar approximation is also discussed. The importance of the scalar approximation is that it can serve as an important step in modelling and analysing the guidance of PCFs. In most current modelling of PCFs, a direct step is taken from the vector governing equations to the propagation constant and field solutions. The results are useful, but it is difficult to gain an understanding of the details of the guidance (such as the mode interactions). By employing both scalar and vector equations, the modelling can be divided into several parts, which are important in the analysis and design of PCFs. This point of view is developed here, and will be demonstrated in detail in the following chapters by using the boundary element method and perturbation methods. In the end of this chapter, we briefly review several of the most widely used theoretical methods.

Chapter 3 concerns the guidance mechanism in PCFs, which is fundamental in the modelling and analysis. The two guidance types in PCFs are explained and contrasted with the guidance for conventional fibres. Furthermore, the photonic band structure and density of states are introduced as a means to examine the type of guidance.
Chapter 4 focuses on the guidance mechanism operating in hollow-core PCFs. We first review the fibre structure and corresponding guidance properties in hollow-core bandgap-guiding PCFs. Two recently reported new types of PCFs are then compared with bandgap-guiding PCFs in terms of both structural and optical characteristics. The unique performance and novel guidance mechanism they display are discussed. Our model PCF structure is introduced; this will form the basis of the analysis in the thesis. The outline of the methods we use to understand and model this new type of guidance is also introduced.

Chapter 5 presents the derivation of the boundary element method for solving Maxwell’s equations in PCFs. This method provides a powerful tool to support the modelling of our PCF structures. Both vector and scalar cases are discussed. Matrix expressions, from which the propagation constants and fields can be obtained, are presented.

Chapter 6 presents boundary element calculations for rectangular hollow-core PCFs based on the derivation in Chapter 5. The modelling methods are described and exemplified through a model calculation. The convergence and efficiency of the boundary element method are tested in solving for our PCF structures. Calculations are performed for a set of different model PCF structures, and we compare the difference between the ideal and realistic structures, and the dependence of the thickness of the cladding on the guidance.

In Chapter 7 we derive an analytic method to analyse guidance in an idealised rectangular hollow-core PCF structure. By employing the scalar governing equation and assuming the existence of high-index intersections of the glass strips, the transverse field is separated into two orthogonal directions. A transfer matrix method is described to solve for the modes of the perfect cladding, a structure with a defect and a supercell geometry. Within the supercell geometry, a method is presented to construct a full set of modes, which are used in a perturbation analysis in later chapters.

Chapter 8 presents results based on the analytic method derived in Chapter 7. The guidance mechanism for rectangular hollow-core PCFs is discussed by investigating the distribution of photonic bandgaps and the occurrence of guided modes. For a given frequency, both air-guided and glass-guided modes are found within a supercell geometry. The characteristics of the fields are analysed and
discussed.

In Chapter 9 we extend the analysis of Chapters 7 and 8 by including the elements of real PCF structures that are neglected in the analytic calculations. A perturbation approach is described and matrix expressions for the vector governing equations in the realistic structure are obtained. Expressions for the imaginary part of the propagation constant of the fundamental guided mode are derived by introducing the photonic density of states and Green’s functions.

Chapter 10 gives the results of the perturbation calculation for the modes of the supercell geometry derived in Chapter 8, based on the theory developed in Chapter 9. The general interaction of the modes is discussed by analysing the perturbation matrix. The perturbed modes are investigated with respect to the propagation constant and field profile. We also demonstrate how to calculate the attenuation through perturbation methods.

In Chapter 11 we investigate the dependence of attenuation on the frequency and fibre parameters in rectangular hollow-core PCFs by using the perturbation calculation developed in Chapter 10. The results are compared with the boundary element calculations developed in Chapters 5 and 6 and experimental results.

Chapter 12 is the conclusion of this thesis. The guidance mechanism due to the weak interaction of guided modes in PCFs is explained. Suggestions for fibre optimisation and the further development of our work are also discussed.
Chapter 2

The governing equations

In this chapter we discuss the equations which govern the propagation of light in PCFs. A variety of methods have been developed in recent years to solve these equations. These methods are also briefly reviewed.

2.1 Maxwell’s equations

Maxwell’s equations provide the fundamental description of electromagnetism, which includes the propagation of light in PCFs. The differential formulation is given by [21]

\[
\nabla \cdot \mathbf{B} = 0 \\
\n\nabla \cdot \mathbf{D} = \rho \\
\n\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \\
\n\n\nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t},
\]

where \( \mathbf{E} \) and \( \mathbf{H} \) are electric and magnetic fields, \( \mathbf{D} \) and \( \mathbf{B} \) are the electric displacement field and the magnetic flux density; and \( \rho \) and \( \mathbf{J} \) are the electric charge density and the electric current density. PCFs are source-free regions for light propagation, thus we have \( \rho = 0 \) and \( \mathbf{J} = 0 \).
For a linear, isotropic medium, the relationship between $\mathbf{D}$ and $\mathbf{E}$ is

$$\mathbf{D} = \varepsilon_r \varepsilon_0 \mathbf{E}, \quad (2.5)$$

where $\varepsilon_0$ is the permittivity of free space and $\varepsilon_r$ is the dielectric constant, which is related to the refractive index $n$ by $\varepsilon_r = n^2$ at optical frequencies. The relationship between $\mathbf{B}$ and $\mathbf{H}$ for a non-magnetic material is given by

$$\mathbf{B} = \mu_0 \mathbf{H}. \quad (2.6)$$

The time dependence of the electric and magnetic fields can be expressed as

$$\mathbf{E}(\mathbf{r}, t) = \mathbf{E}(\mathbf{r}) e^{-i\omega t} \quad (2.7)$$

$$\mathbf{H}(\mathbf{r}, t) = \mathbf{H}(\mathbf{r}) e^{-i\omega t}. \quad (2.8)$$

In Cartesian coordinates, we assume that the light is guided along the fibre in the $z$ direction. The fibre is assumed to be uniform in this direction, and so the dielectric constant varies only in the transverse $(x, y)$ plane. The fields in Eqs.(2.7) and (2.8) can be written in a separable form

$$\mathbf{E}(\mathbf{r}) = \mathbf{E}(x, y, z) = \mathbf{e}(x, y) e^{i\beta z} \quad (2.9)$$

$$\mathbf{H}(\mathbf{r}) = \mathbf{H}(x, y, z) = \mathbf{h}(x, y) e^{i\beta z}, \quad (2.10)$$

where $\beta$ is defined as the propagation constant.

The field expressions in Eqs.(2.9) and (2.10) are now substituted into Maxwell’s equations, Eqs.(2.1) to (2.4), to give following expressions

$$(\nabla_t^2 + n^2 k_0^2 - \beta^2) \mathbf{e} = -[(\nabla_t + i\beta \mathbf{\hat{z}}) \cdot \nabla_t \ln n^2] \quad (2.11)$$

$$(\nabla_t^2 + n^2 k_0^2 - \beta^2) \mathbf{h} = [(\nabla_t + i\beta \mathbf{\hat{z}}) \times \nabla_t \ln n^2], \quad (2.12)$$

where $k_0 = 2\pi/\lambda$ and $\lambda$ is the vacuum wavevector, $\nabla_t$ represents the transverse components of $\nabla$, so $\nabla_t^2$ has the form $\partial^2/\partial x^2 + \partial^2/\partial y^2$. The logarithmic derivative of the dielectric function, $\nabla_t \ln n^2$, arises from $\nabla_t (\varepsilon_r^{-1})$, which is produced by the combination of the time-independent expressions of Eqs.(2.3) and (2.4). If the refractive index consists of piecewise constant terms, for example, glass and air regions, then this term acts only at the boundaries. The transverse part of
Eqs.(2.11) and (2.12) in the \((x, y)\) plane then can be written as

\[
(\nabla_t^2 + n^2 k_0^2 - \beta^2) e_t = -\nabla_t (e_t \cdot \nabla_t \ln n^2) \tag{2.13}
\]

\[
(\nabla_t^2 + n^2 k_0^2 - \beta^2) h_t = (\nabla_t \times h_t) \times \nabla_t \ln n^2. \tag{2.14}
\]

Eqs.(2.13) and (2.14) are the wave equations for the transverse electric and magnetic fields in PCFs. It is conventional to solve Eq.(2.14) rather than Eq.(2.13). The reason is that, in the transverse plane, the magnetic fields match directly at the boundaries of regions with different refractive indices, whereas the electric field is discontinuous. We therefore treat Eq.(2.14) as being the fundamental equation for light propagation in PCFs.

Once \(h_t\) has been calculated, all the other field components can be obtained from the following relations [21]

\[
h_z = \frac{i}{\beta} \nabla_t \cdot h_t \tag{2.15}
\]

\[
e_z = i \left( \frac{\mu_0}{\varepsilon_0} \right)^{\cdot \cdot} \frac{1}{k_0 n^2} \hat{z} \cdot \nabla_t \times h_t \tag{2.16}
\]

\[
e_t = - \left( \frac{\mu_0}{\varepsilon_0} \right)^{\cdot \cdot} \frac{1}{k_0 n^2} \hat{z} \times \{ \beta h_t + i \nabla_t h_z \}. \tag{2.17}
\]

### 2.2 Scalar approximation

The scalar approximation simplifies the vector governing equations Eqs.(2.13) and (2.14) into Helmholtz equations

\[
(\nabla_t^2 + n^2 k_0^2 - \beta^2) e_t = 0 \tag{2.18}
\]

\[
(\nabla_t^2 + n^2 k_0^2 - \beta^2) h_t = 0. \tag{2.19}
\]

When applied to low-index cladding PCFs (i.e. the refractive index of the core is larger than the average of the cladding), this method can be used to introduce an effective index of the cladding with respect to the value of the refractive indices and their fractional areas [22]. After this treatment, the cladding can be viewed
as a uniform medium. The effective cladding index can be defined by [22]

$$n_{\text{eff}} = \frac{\beta_{FSM}}{k_0},$$

(2.20)

where $\beta_{FSM}$ is the maximum propagation constant in the cladding (FSM refers to the fundamental space filling mode). These cladding modes can be found by the boundary condition that the normal derivative at the boundary of the unit cell is zero, where a ‘unit cell’ is the smallest unit repeating at regular intervals in the formation of the cladding structure [22, 32]. This method for analysing index-guiding PCFs is called the ‘effective index approach’ in some reviews [32, 33]. The scalar approximation is also useful for the analysis of bandgap-guiding PCFs because it makes analysis easier and improves the efficiency of calculations. It is accurate when the index contrast is low, but it also shows the correct qualitative behaviour for a wide range of PCF structures [34].

This point will be developed in greater depth later in this thesis. In our analysis of rectangular hollow-core PCFs we will show that the scalar approximation allows for an analytic solution that shows for certain PCF structures localised guided modes can exist without the need for a bandgap in the cladding. The vector terms presented in Eq.(2.14) can then be treated as a perturbation on the scalar solutions. As we will show, this can provide an insight into the guidance mechanism that could not be provided just with numerical solutions of Eq.(2.14).

2.3 Modelling of PCFs

In the previous section, the governing equations for PCFs have been described. In this section, we introduce a number of methods used in PCF simulations. PCF modelling plays a critical role in the analysis and design of fibres. Modelling work is economical and efficient in contrast to experimental work in finding optimised structures for guidance. It can provide important information on the properties of PCFs (such as the location of photonic bandgaps), which can lead to an improved understanding of the guidance mechanism. Another important point is that, without the restriction of experimentally realistic conditions, novel guidance structures can be designed and these can drive the development of fabrication in new directions. This point will be discussed future in our analysis of Kagome PCFs in Chapter 4.
2.3.1 Plane wave method

The plane wave method provides an accurate method to calculate the properties of PCF structures. In this application, the dielectric constant and field are expanded as sums of plane waves [35]

\[ n^2(r) = \sum_G n_G^2 e^{iG \cdot r} \]  \hspace{1cm} (2.21)

\[ h^i(r) = \sum_G h_{k,G}^i e^{i(k+G) \cdot r}, \]  \hspace{1cm} (2.22)

where \( \mathbf{k} \) and \( \mathbf{G} \) are the Bloch wavevector and reciprocal lattice vector in the transverse plane respectively, and \( i \) represents \( x \) and \( y \) field labels. These forms contain plane waves \( e^{iG \cdot r} \), where \( \mathbf{G} \) is a set of reciprocal lattice vectors. By using these expressions, the vector governing equation Eq.(2.14) can be formulated as a matrix eigenvalue problem.

In order to solve this eigenvalue problem, the matrix can be diagonalised, but this is time consuming because of the large number of elements in the matrix expression. Iterative methods are more effective than diagonalisation in the calculation of the eigenvalues, which correspond to the required guided modes in the analysis of PCFs [35–37]. These iterative methods can be used both for a fixed-frequency [35,36] and for a fixed-wavevector [37].

Plane wave methods require that the dielectric function should be periodic. This is a good approximation for the cladding of a PCF, but real fibres have a central defect. To deal with this, a supercell structure is constructed in the cross-sectional plane. Each supercell contains a central defect together with the cladding. These supercells are repeated in the transverse plane to form the periodic structure required in the application of the plane wave method. Although the supercell method is efficient in calculations of guided modes, it does not allow for the calculation of confinement loss.

2.3.2 Localised function method

Guided modes in PCFs are localised in the vicinity of the core. Based on this property, the fields can be expanded in terms of a set of orthogonal Hermite-
Gaussian functions, which have the form \[38, 39\]

\[ \phi_{m,n}(x, y) = \exp[-(x^2 + y^2)/2\Lambda^2]H_m(x/\Lambda)H_n(y/\Lambda), \] (2.23)

where \( m, n \) are the orders, \( \Lambda \) is the pitch of the cladding lattice, and \( H_{m/n} \) is the Hermite polynomial. The governing equation for the magnetic field Eq.(2.14) can be expressed as \[38, 39\]

\[ \sum_{k,l} L_{k,l}^{m,n} h_{k,l} = \beta^2 h_{m,n}, \] (2.24)

where \( h_{m,n}^{i} \) is the transverse field in the Hermite-Gaussian expansion, and \( L_{k,l}^{m,n} \) is the matrix element corresponding to the terms in Eq.(2.14). Expressions for the matrix elements can be found analytically by expanding the refractive index into Fourier series \[39\], and further reduced by considering the the parity property of the field symmetry \[40\]. Finally, by solving this eigenvalue system, the propagation constant and corresponding field profiles can be found for the scalar \[38, 40\] and vector cases \[39, 41\].

In the application of localised function methods, the selection and number of the basis functions, and the geometry of the transverse structure are important points that affect the final results. In general, these methods are not efficient or as widely applicable as the plane wave method.

### 2.3.3 Multipole method

The multipole method can be applied only to PCF geometries based on cylindrical structures, but for these structures they are highly efficient. The electromagnetic field at each circular scatterer is written in terms of cylindrical harmonic functions \[42–45\]. The longitudinal electric field component \( e_z \) for the neighborhood of each scatterer has the form of a Fourier Bessel series \[42, 43\]

\[ e_z = \sum_{m=-\infty}^{\infty} \left[ A_m J_m(k^e r_l) + B_m H^{(1)}_m(k^e r_l) \right] \exp(i m \phi_l), \] (2.25)

where \( A_m \) and \( B_m \) are coefficients, \((r_l, \theta_l)\) is a pair of local polar coordinates for the \( l^{th} \) cylinder, \( J_m \) and \( H^{(1)}_m \) are Bessel and Hankel functions of \( m^{th} \) order respectively, and \( k^e = \sqrt{k_0^2 n_e^2 - \beta^2} \) represents the transverse wave vector in a
region of refractive index $n_r$. Inside the scatterer, Eq.(2.25) reduces to

$$e_z = \sum_{m=-\infty}^{\infty} \left[ C_m J_m(k_M^s r_I) \right] e^{i m \phi_I}$$

(2.26)

where $k_M^s = \sqrt{k_0^2 n_r^2 - \beta^2}$ and $n_s$ is the refractive index for the scatterer. The magnetic field $h_z$ can also be written using similar expressions.

Boundary conditions for the electric and magnetic fields at the edge of the scatterers and the calculation domain are then used to relate the coefficients $A_m$, $B_m$ and $C_m$ in Eqs.(2.25) and (2.26). These coefficients are determined by the fact that, in the vicinity of the cylinder $l$, the incident part (i.e. $J_m$) of the field must be due to the outgoing parts (i.e. $H_m^{(1)}$) from all the other cylinders [46]. A limited number of orders $m$ makes the calculation well converged [44], so that the propagation constant can be obtained by solving a matrix with a relative small number of elements.

### 2.3.4 Finite Element method

The finite element method is a numerical tool widely used in the analysis of electromagnetic fields and has been applied to a variety of PCF structures [47]. The cross-sectional plane of a PCF is divided into elementary elements (such as triangles or quadrilaterals) and a simple form for the fields is assumed in each element. The division into elements, especially near to the centre of the fibres, should be fine enough for an accurate simulation [48,49].

The magnetic governing equation, Eq.(2.12) is expressed in a matrix form [50]

$$([A] - n_{eff}^2 [B]) \{h\} = 0,$$

(2.27)

where the eigenvalue $n_{eff} = \beta/k_0$ and eigenvector $\{h\}$ represent the effective index and the magnetic field at the vertices of the element. $[A]$ and $[B]$ are sparse finite element matrices and are expressed in terms of the derivatives of the properties of the edges and nodes of the elements. The propagation constant and the corresponding fields are calculated by solving Eq.(2.27) and taking into account the relevant boundary conditions.
2.3.5 Boundary Element method

The boundary element method can be applied to PCFs that consist of a finite number of regions with different refractive indices [51–54]. In the first step, the Helmholtz equations in each region and their Green’s functions are combined to give expressions for the fields. Secondly, Green’s second identity is employed to describe the fields using only expressions on the boundaries between regions. In the third step, the boundaries are divided into a number of elements, and the fields are matched at each boundary element, leading to a matrix equation for \( \beta \). Finally, the propagation constants can be obtained by searching for zero values of the determinant of the matrix. The corresponding magnetic and electric fields can then be found for each value of the propagation constant.

The boundary element method can be applied to a wide variety of PCF structures both for the scalar and vector wave equations. As for the multipole method and finite element method, the domain of the calculation is bounded, so confinement losses can be calculated. Unlike the multipole method, there is no restriction on the shapes of the scatterers. A detailed derivation and application of the boundary element method will be introduced in Chapters 5 and 6 of this thesis.

2.4 Summary

The vector governing equations accurately describe the propagation of light in PCFs, but the complicated format makes it difficult to obtain analytic solutions. The approximate scalar equation can make calculations efficient, but it is not suitable to obtain the high precision. The comparison of vector and scalar methods will be useful in understanding the guidance of PCFs.

The PCF equations can be solved by several methods. The multipole method is straightforward and efficient, but it requires a particular geometry of the fibre. The plane wave method is efficient and accurate, but it only deals with the supercell boundary condition. The finite element method is versatile, but many elements are required to proved an accurate representation of the two-dimensional space occupied by the PCF structures. By comparison, the boundary element method gives the complex propagation constant by calculating only with elements on the boundaries between the materials; it can be widely used for arbitrary fibre configurations.
Chapter 3

Light guidance in PCFs

To guide light along the PCFs’ axis, light must be confined within the central defect. This light confinement can be understood by two different physical mechanisms: index guidance and photonic bandgap guidance. These two guidance principles will be discussed in this chapter. A comparison between the guidance of conventional fibres and PCFs is also described.

3.1 Index guidance

The typical index-guiding PCF structure consists of a silica core surrounded by air holes (as shown by B(1) in Fig.1.1), which form a periodic array in the transverse plane. Because the diameter of the air holes is much smaller than the transverse wavelength of light, the air holes in the silica background can be viewed as a homogeneous medium by introducing the effective refractive index. If the refractive index in the core is higher than the effective refractive index of the cladding, light can be guided by the principle of total internal reflection; this is very similar to the guidance mechanism of conventional fibres.

This fundamental mechanism of light reflection and refraction at the interface of two optical materials is shown in Fig.3.1. Light propagation from one medium to another is governed by Snell’s law

\[ n_1 \sin \theta_1 = n_2 \sin \theta_2, \]  

(3.1)
where \( n_1 \) and \( n_2 \) represent the refractive indices of the two materials.

![Diagram of light propagation in a conventional optical fibre](image)

**Figure 3.1:** Propagation of light in a conventional optical fibre. The left figure shows the reflection and refraction at the interface, the right gives the definition of \( \beta \) in the fibre. \( n \) is the refractive index for the corresponding material, and \( k_0 \) is the free-space wavevector.

The quantity \( \beta = nk_0 \sin \theta \) is conserved within both of the media, where \( k_0 = 2\pi/\lambda \) is the free-space wavevector. This conserved quantity is defined as the ‘propagation constant’; it is the component of the total wavevector parallel to the direction of propagation. The propagation constant can be used as the criterion for the wave propagation in the materials. The maximum value allowed in a medium with refractive index \( n \) is \( \beta = nk_0 \), and for a given \( \beta \) light can propagate in media where \( n > \beta/k_0 \).

In order to provide a comprehensive analysis for guidance in a fibre, the media both inside and outside the fibre are included. A comparison of the guidance characteristics of conventional fibres and PCFs is shown in Fig.3.2. For the conventional fibre (the upper part of Fig.3.2), there are four regions corresponding to the ratio of normalised frequency \( k_0 \Lambda \) (i.e. \( \omega \Lambda/c \) in Fig.3.2) and normalised propagation constant \( \beta \Lambda \). For an optical material with refractive index \( n \), light can propagate when \( n > \beta/k_0 \). In region 1 (\( \beta/k_0 < 1.0 \)), light can propagate in air (\( n = 1.0 \)), pure silica (\( n = 1.45 \)) and germanium-doped silica (\( n = 1.47 \)). This case indicates that light can escape outside the fibre. In region 2 (\( 1.0 < \beta/k_0 < 1.45 \)), light will propagate in both pure silica and germanium-doped silica. This case has light confined within the fibre, but extending through the core and cladding. In region 3 (\( 1.45 < \beta/k_0 < 1.47 \)), the only allowed propagation is in germanium-doped silica. Thus for this region light is confined within the core of the fibre. The point \( R \) in region 3 indicates an example of propagation in a real...
Figure 3.2: Light propagation in a conventional optical fibre (upper figure) and PCFs (lower figure), where the scales are normalised with the pitch \( \Lambda \). In conventional fibres, the core and cladding are made from germanium-doped silica and pure silica, and their refractive indices are about 1.47 and 1.45 respectively. In the example PCF, the core and cladding are pure silica and there is a triangular array of air holes in the cladding (with 45% air-filling proportion). Points \( R, Q, P \) are located at the guidance regions for conventional fibres, index-guiding PCFs and bandgap-guiding PCFs respectively. The different colours in both figures represent the allowed light propagation regions for the optical materials. Figure taken from that given in [55].
application of a conventional fibre. In region 4 ($\beta/k_0 > 1.47$), light propagation is forbidden in all of the materials.

Light propagation in PCFs is presented in the lower part of Fig.3.2. It contains separate regions for the allowed light propagation, which are similar to the diagram for conventional fibres. However, there are two apparent differences between them. The first is that the shape of region 3 in the two figures are different. The second are the ‘fingers’ that appear and extend to region 1; these are the bandgaps caused by the periodic array of air holes in the PCF cladding, where light propagation is not allowed.

Neglecting for the moment the ‘fingers’, the analysis of index-guiding PCFs is similar to that of conventional fibres. In region 1 ($\beta/k_0 < 1.0$), light propagates inside and outside of the fibres. In region 2 ($1.0 < \beta/k_0 < n_{\text{eff}}$), where $n_{\text{eff}}$ has been defined in Eq.(2.20) and represents an effective index for the cladding, light is confined in the fibre but propagates both in the core and in the cladding. In region 3 ($n_{\text{eff}} < \beta/k_0 < 1.45$), light can propagate in the silica core but is forbidden in the cladding because the average effective index of cladding is less than 1.45. The point $Q$ in this region denotes a typical propagation constant for index-guiding PCFs. In region 4, no propagation is allowed for any of the materials.

For the index-guiding PCFs, the common feature is a ‘low-index cladding’, which means that the refractive index in the core is larger than that in the cladding. In contrast to the conventional fibres, index-guiding PCFs have a dependence of the effective refractive index on the diameter and spacing of the air holes. This enables index-guiding PCFs to have different properties than conventional fibres, such as endless single mode behaviour and a large mode area, as discussed in Chapter 1.

\subsection{3.2 Bandgap guidance}

In contrast to index-guiding PCFs, bandgap-guiding PCFs have a low-index core. The central defect can be made from different optical materials. One type are hollow-core PCFs (as shown by B(2) in Fig.1.1), where the cladding is a regular array of air holes separated by thin silica struts, and the central defect is formed by a large air hole. Another type are bandgap-guiding all-solid PCFs (as shown
by B(3) in Fig.1.1), where the cladding consists of an array of raised-index rods and the central defect is made from relatively low-index materials [14,56].

The key feature in understanding bandgap guidance is the ‘finger’ zones (i.e. photonic bandgaps) shown in the lower part of Fig.3.2. The appearance of a photonic bandgap forbids light at certain values of $\beta$ to propagate into the cladding region. If the central defect is a large air hole, then for a specific wavevector (as shown by point $P$), the launched light will be confined in the core but is free to propagate along the fibre axis. This is the bandgap guidance mechanism.

In order to illustrate this confinement in the transverse plane, we simplify the governing equation into a scalar, one-dimensional case, which is governed by

$$\frac{\partial^2}{\partial x^2} + n^2(x)k_0^2 h(x) = \beta^2 h(x). \quad (3.2)$$

The variation of the dielectric constant $n^2(x)$ and field profile $h(x)$ are illustrated in the schematic diagram shown in Fig.3.3. Based on this figure, we can explain the effect of the fibre structure on the fields and propagation constant. From Bloch’s theorem (as discussed in Chapter 1) the solution of Eq.(3.2) has the form

$$h(x + l) = e^{ikl} h(x), \quad (3.3)$$

where $l$ is one-dimensional lattice vector. In the case where there is bandgap guidance, the wavevector $k$ is a complex number in the cladding and can be expressed as $k = k_R + i k_I$. Placing this expression into Eq.(3.3), we have

$$h(x + l) = e^{ik_R l} e^{-k_I l} h(x). \quad (3.4)$$

In an infinitely periodic structure, the complex wave vector does not exist because the wave function will also approach infinity (i.e. $e^{-k_I l} \to +\infty$). However, the existence of the central defect means that these exponentially decaying solutions can exist when there is a photonic bandgap. For some frequencies, there are guided modes with a real $\beta$ that are localised in the central defect and which decay exponentially when entering the periodic structure of the cladding. This exponential dependence shows that the fields do exist in the cladding, but they are small.

The cross section (including both the central defect and the cladding) of PCFs
is also limited in practice, the guided modes will leak outside the boundaries of the PCF. This confinement loss gives rise to a small imaginary part of $\beta$ in the real fibres [57, 58].

Figs. 3.2 and 3.3 give a schematic picture of how bandgap-guiding PCF works. However to analysis a specific PCF structure it is important to go beyond a schematic diagram to determine exactly where bandgaps arise and how the design of the central defect affects the guidance of light. The photonic band structure and photonic density of states (PDOS) are important quantities for understanding the details of guidance in particular PCF structures. They are properties of the periodic cladding structure of the PCF, and they provide the means to describe features such as the existence of bandgaps, and their depth and width. Both are based on Bloch’s theorem and depend on the solutions $\beta_n(k)$ of Eq.(2.14) as a function of the Bloch wavevector $k$.

In band structure plots, the $\beta$ calculation is performed for a given frequency of light along a specific line around the irreducible wedge of the first Brillouin zone. The bandwidth is shown by the range between the maximum and minimum of $\beta$ along the line, and a bandgap will exist if no wavevector $k$ can be found to give a particular $\beta$ value. The photonic density of states is a way to represent the bandstructure for a range of frequencies. To calculate the PDOS for a particular cladding structure, a set of Bloch wavevectors $k$ is produced by evenly dividing the irreducible zone of the first Brillouin zone into a fine grid. For a given frequency, the $\beta$ values are calculated for all of these $k$. The PDOS is defined as the number
of states within a small variation of $\beta$ and can be expressed as [59]

$$\rho(k_0\Lambda, \beta\Lambda) = \sum_k w_k \sum_i \delta(\beta\Lambda - \beta_{ik}\Lambda),$$

(3.5)

where $i$ labels the different $\beta$ values for the wavevector $k$, $w_k$ is the normalisation weight satisfying $\sum_k w_k = 1$, and $\delta$ is the Dirac delta function. If $\rho$ is plotted for a range of $\beta$ and $k_0$, the existence of bandgaps becomes very clear; examples are given in references [59–62]. Both band structure [63, 64] and PDOS are widely investigated in PCF research.

3.3 Summary

In this chapter the two guidance mechanisms in PCFs, index guidance and bandgap guidance, have been presented. The comparison of the average refractive indices of the core and cladding plays an important role to differentiate the type of guidance. To characterise bandgap-guiding PCFs, it is useful to examine the photonic band structure or density of states. Guided modes can exist within the bandgap zone, where the photonic density of states is zero.
Chapter 4

Weak interaction guidance

As discussed in the previous chapter, the properties of index-guiding and bandgap-guiding PCFs are now well understood. Recently, a new type of PCF structure, called ‘Kagome fibre’, has been reported [65,66]. This exhibits remarkable and distinct optical properties compared to previous PCFs. The Kagome PCF (named after its cladding structure) has a low-index core. Experimentally, they are found to guide light well over a wide range of frequencies, but neither index guidance nor bandgap guidance can explain the mechanism. A novel physical mechanism, which is called ‘weak interaction guidance’ in this thesis, is required to explain the observed guidance properties. In the remainder of this chapter, hollow-core bandgap-guiding PCFs will be discussed in terms of the exact fibre structures and guidance characteristics. Then two members belonging to the ‘weak interaction guidance’ family, Kagome and square-lattice hollow-core PCFs, are introduced and their particular structures and guidance properties are discussed. Our model structures, rectangular hollow-core PCFs, are also presented; their fibre structures are formed in a more ideal way compared to reported square-lattice hollow-core PCFs.

4.1 Hollow-core bandgap-guiding PCFs

The basic principle for hollow-core bandgap-guiding PCFs is that the photonic bandgap of the periodic structure of the cladding is used to trap light within the central air defect. But the particular fibre structure significantly affects the
guidance properties. In this section, the fibre configurations and corresponding
guidance characteristics will be discussed in detail, so that they can be compared
with Kagome PCFs later in the chapter.

4.1.1 Fibre structure

For hollow-core bandgap-guiding PCFs, there are several important properties
of the fibre structure that affect the guidance performance, such as core radius,
thickness of the core wall, cladding geometry, and thickness of the cladding struts.
These parameters can be scaled with respect to the wavelength, therefore they
can generally describe the guidance of PCFs for different frequencies [67]. A
combination of these quantities leads to the ratio between the air and high-index
areas in the cladding, which is called the ‘air-filling factor’ or ‘air-filling fraction’.
For example, if the cladding structure consists of a triangular lattice of circular
holes of diameter $D$, the air-filling fraction is $(\sqrt{3}\pi/6)(D/\Lambda)^2$ [68], where $\Lambda$ is
the pitch. For circular air holes in a high-index background, the maximum of the
air-filling fraction is 0.907, where the hole diameter is same as the pitch. But
such an ideal design is impossible to fabricate because the thickness of the glass
struts goes to zero. To achieve a higher air-filling fraction, the cladding can be
made from rounded hexagons so that the air holes cover the larger area of the
unit cell than a circle [68–70].

The central defect of a hollow-core PCF is created by removing a number of unit
cell areas, as shown in Fig.4.1. It should be noted that the number of removed
cells is not the only criterion to determine the core diameter, and a refined core
wall can also vary the core size. The configuration of the core together with
the thickness of the core wall is an important factor that affects the guidance of
PCFs, as discussed below.

4.1.2 Guidance properties

The photonic bandgap provides the fundamental mechanism in the guidance and
is determined by the pattern of the cladding structure. The dependence of the
photonic bandgap on the parameters of the cladding structure has been widely
investigated [59,68–71]. For air-silica structures it has been found that the pho-
tonic bandgap becomes wider with an increase of the air-filling factor [68,69].
Figure 4.1: The transverse planes of bandgap-guiding hollow-core and Kagome PCFs. The left figures are schematics of the central defect for hollow-core (upper left) and Kagome (lower left) PCFs. The areas enclosed by blue, red and yellow lines show 1-cell, 7-cell and 19-cell central defects. The right figures are a series of Kagome PCFs with different sizes of the central air hole. Figures (A) to (C) are SEM images of 1-cell, 7-cell and 19-cell Kagome PCFs. Figures (D) to (F) are their corresponding light transmission images. The right figures are taken from Ref. [66].
For higher refractive index glasses with $n > 2.0$, Pottage et al. found that a new bandgap develops for structures with an air-filling fraction of about 0.6 [59]. However, in this work we will be interested only in structures made from silica glass.

An effect of the air core on the guidance comes from the surface modes that reside near the boundary between the air core and the cladding [72]. These surface modes are bounded modes and are located in the photonic bandgap. They have their intensity localised in the glass struts and decay exponentially both into the core area and the cladding structure [73]. The propagation constant for surface modes can closely approach that of the fundamental air-guided mode and therefore a strong coupling can exist between the two for a narrow range of frequencies [74]. This is referred to as a surface crossing. The attenuation of the surface modes is quite high because of their high energy density in the air-dielectric boundary [75]. These two facts lead to a considerable loss for the fundamental air-guided modes when surface crossings occur.

Based on these considerations, the properties of bandgap-guiding PCFs can be varied by selecting the core radius [73–76], or by designing what is referred to as an antiresonant core surrounding. The thickness of the glass layer closest to the central defect is adjusted to minimise the amplitude of the fundamental guided mode at the air-glass boundary [77–82]. Moreover, for the strength of the bandgap, the optimum hollow-core bandgap-guiding PCF has a high air-filling fraction (usually larger than 0.90) and a thin core wall. For example, recent progress shows a hollow-core PCF with a 7-cell central defect, a pitch of $\Lambda = 6.7\mu m$, and an air-filling fraction of 0.96, which can guide light within a bandgap of approximately $350 - 400nm$ at central wavelength of $1550nm$ and with a low attenuation of about $10dB/km$ [83].

### 4.2 Kagome PCFs

#### 4.2.1 Kagome PCF structure

The Kagome PCF has a low index air hole in a periodic cladding structure and can be identified as a hollow-core PCF. The cladding is formed from silica struts in an air medium. These interlaced struts run parallel along three different directions
at 120° degrees to each other, and each crossing point has four points in close vicinity (as shown in Fig.4.1). Although the struts can be reduced to 290nm [65], the occurrence of small air-hole subspaces makes the air-filling fraction of Kagome PCFs a little lower than most hollow-core bandgap-guiding PCFs. The cladding typically has a large pitch of about 12μm [66] but also can be made with a small pitch of about 6 – 7μm [20]. By comparison, the pitch for typical hollow-core bandgap-guiding PCFs varies between 4μm and 7μm. The central defect in Kagome PCFs is an air hole, which can be fabricated at different sizes. County et al. report 1-cell, 7-cell and 19-cell Kagome fibres, where the pitch is 11.8μm, 11.5μm and 10.9μm respectively and the air-filling fractions are 0.82, 0.83 and 0.85 [66].

4.2.2 Guidance of Kagome PCFs

As a hollow-core PCF, it is obvious that the guidance in Kagome PCF is not dependent on TIR. The investigation of the PDOS therefore becomes crucial to check whether or not it guides light in a photonic bandgap. Fig.4.2 shows a comparison of the PDOS for a representative bandgap-guiding hollow-core PCF (the upper part of Fig.4.2) and a Kagome PCF (the lower part of Fig.4.2).

The plot of the PDOS for a typical hollow-core PCF shows the existence of a photonic bandgap and therefore a guided mode appears within the restricted frequency range of the bandgap zone. However for the Kagome PCF, there is no bandgap over a broad range of normalised frequency. Nevertheless, both experiment and computer simulations show that light can be trapped in the central defect of the Kagome PCF even when there is no photonic bandgap; the bandgap guidance mechanism can not be applied to explain this type of PCF.

By looking at the guidance properties of Kagome PCFs, it has been found that the attenuation characteristics are different from those of bandgap-guiding PCFs. For a 19-cell defect (upper right in Fig.4.3) the two high transmission regions extend about 250nm and 700nm, and two similar regions also appear for the one-cell defect case (lower right in Fig.4.3) [66]. By comparison, the high transmission region for a typical low-loss hollow-core PCF is less than 400nm. The low loss area is also located at a higher normalised frequency than that for standard bandgap-guiding hollow-core PCFs. The key characteristic of Kagome PCFs is that they can guide over a broader transmission band than other types of PCFs. The
Figure 4.2: Comparison of the PDOS and mode locations between bandgap-guiding (a) and Kagome (c) PCFs together with their transverse structures (inset figures of (a) and (c)). The axes are effective index $\beta/k_0$ and normalised frequency $k_0\Lambda$. For a given normalised frequency, all the allowed propagation constants for the central defect and cladding are shown by a light colour (intensity from red (low) to white (high)). The black area represents photonic bandgaps with zero PDOS for the cladding. Figures (a) and (c) show that a photonic bandgap exists in hollow-core PCFs, but there is no photonic bandgap for Kagome PCFs over a large range of frequency. Selected normalised frequencies for hollow-core and Kagome PCFs are shown in (b) and (d) respectively, where modes near to the air-line and their field profiles are plotted. For the hollow-core PCF (b), guided modes exist within the photonic bandgap (i.e. the black area), while cladding modes are located at the edges of the bandgap. For the Kagome PCF (d), the guided modes are located within the photonic bands but they still are well confined within the central air core. Figure taken from Ref. [84].
bandgap in standard hollow-core PCF is centred at about $k_0\Lambda = 20$ (see Fig.4.2), while the guidance in Kagome PCFs can extend to $k_0\Lambda \approx 100$. Although the average attenuation of Kagome PCFs is relatively higher than for current hollow-core bandgap-guiding PCFs, the bandwidth of guidance is several times larger. This unique characteristic makes Kagome PCFs excellent candidates for advances in nonlinear optical effects in gases.

![Graph showing attenuation and transmission](image)

Figure 4.3: Comparison of the experimentally measured attenuation in typical hollow-core and Kagome PCFs. The left figure shows the attenuation in a hollow-core bandgap-guiding PCF [17], for which the diameter of the central defect and the pitch of nearest air holes are 12.7μm and 4.7μm respectively. The right two figures are the transmission (black line) and attenuation (grey line) for Kagome PCFs [66]. The upper right is for a 19-cell Kagome PCF, and the lower right is for a 1-cell Kagome PCF.

### 4.2.3 Nonlinear optics in gases

Raman scattering is an inelastic scattering phenomenon of photons by matter. Vibrational energy is transferred to or from a primary pump laser via an intermediate state, which is dipole coupled to the initial and final states [85]. The photons emitted at a higher or lower frequency compared to the pump are called anti-Stokes or Stokes respectively [85]. Spontaneous Raman scattering is a weak process, but stimulated Raman scattering (SRS) is much stronger, and it is possible to transfer 10% or more of the pump energy to the Stokes frequency [86]. By using stimulated Raman scattering (SRS), broadband Raman amplifiers and tunable Raman lasers can be fabricated based on optical fibres [87].

By filling the core of a hollow-core PCF with a gas, the interaction between the
guided light and the gas can be substantially enhanced. This leads to a large reduction in the laser power required to observe SRS. Both bandgap-guiding and Kagome hollow-core PCFs have been used in SRS experiments on hydrogen [65,88]. The advantage of the enhanced bandwidth of Kagome PCFs can be seen in the 45 Stokes and anti-Stokes lines observed in Ref. [65], with wavelengths spanning from 325\,nm to 2300\,nm. It is believed that all these lines are coherent, which allows the possibility of ultrashort pulse generation.

4.2.4 Weak interaction mechanism

The novel guidance mechanism existing in Kagome PCFs is described as the ‘weak interaction mechanism’ because of the weak coupling between the fundamental guided mode and the cladding modes [65]. The fast phase oscillation of the cladding modes and the slow spatial variation of the fundamental mode suppresses the interaction between them in the transverse plane and therefore leads to the confinement of light in the centre of the fibres [65].

In Ref. [89], Argyros et al. discuss this effect in terms of the mismatch of the propagation constants $\Delta \beta$ between the fundamental guided modes and cladding modes, the PDOS for the cladding modes, and the overlap of the fundamental guided modes and the cladding modes, by comparing these with typical hollow-core bandgap-guiding PCFs. From numerical simulations and comparisons with the previous results, they found that the main contribution to the leakage in Kagome PCFs comes from strut modes due to their $\beta$ values being close to the fundamental mode. Although the $\Delta \beta$ value for hollow-core bandgap-guiding PCFs is several times larger than that for Kagome PCFs, the overlap of the wavefunctions between the fundamental modes and strut modes in Kagome PCFs is about one magnitude lower than in typical hollow-core bandgap-guiding PCFs [89]. This low level of overlap causes a small perturbation for the guided modes and makes light mainly confined in the central defect [89].

The relationship between the guidance properties and the fibre structure has also been discussed in Ref. [90], where real Kagome PCFs are compared with a simplified model consisting of concentric hexagonal annuli and rings of silica in air. It was found that a uniform strut thickness can make the resonance narrow and minimise the propagation loss [90]. The calculation also indicates that the confinement loss for the real Kagome PCFs are similar when the thickness
of the cladding is varied, but for the concentric hexagons and rings the loss is
reduced with an increase of the cladding [90]. The reason is that no photonic
bandgap exists in Kagome PCFs to reduce the leakage of light within the cladding
structure [90].

However, a problem still exists in that these works are largely descriptive and
qualitative. They do not really explain why well localised modes can exist in the
absence of a bandgap and they do not give a quantitative description for the loss.

### 4.3 Square-lattice hollow-core PCFs

In recent months, a new type of PCF has been reported [91]. The cladding
structure has a square lattice, as shown in left figures in Fig.4.4. The central
defect is a large polygon (Fig.4.4 (a)) or an approximate square (Fig.4.4 (b));
these are formed by removing some glass strips or pressurizing the central air hole
[91]. The air-filling fraction in these fibres varies from 0.94 to 0.96, which is larger
than that for Kagome PCFs (typically 0.82 to 0.85). The calculated PDOS for the
square cladding lattice shows similar features to the Kagome structure, indicating
that the photonic bands cover a broad range of frequency. The difference from
Kagome PCFs is that, the average value of the PDOS is relatively lower [91]. In
these fibres, the guided fundamental mode is found to coexist with the cladding
modes and the low attenuation of less than $4dB/m$ extends over a wide range
of wavelengths, larger than $800nm$. These features indicate that square-lattice
hollow-core PCFs guide light with the same mechanism as Kagome PCFs, that
is, weak interaction guidance.

In order to understand the guidance in square-lattice hollow-core PCFs, some
theoretical work has been performed by either using a finite element solver [91],
or employing a simple resonance model in terms of the glass strips [92]. However,
as for Kagome PCFs, these provide little insight into why the attenuation has the
observed behavior. The main aim of this thesis is an attempt to provide a more
quantitative theory of weak interaction guidance. To do this, a model structure
different from, but related to, the Kagome and square-lattice PCFs is analysed
in the remainder of the thesis. The reason for this is that the model structure
allows for an analytic theory and this can provide a greater insight into weak
interaction guidance.
Figure 4.4: Fibre structures and guidance properties of square-lattice hollow-core PCFs. Fibres (a) and (b) have the same structure in the cladding but different configurations of the central defects. Figures (c) and (d) are the plots of the attenuation for fibre (a) (where the max/min of core diameter is 46/39µm, the pitch is 17µm and the cladding thickness is 310µm) and (b) (where the max/min of core diameter is 42/36µm, the pitch is 17µm and the cladding thickness is 400µm), respectively. Figures taken from Ref. [91].

4.4 Rectangular model PCFs

In Kagome PCFs, the air subspaces are enclosed by three groups of parallel glass strips. This geometry prevents the governing equations, even in the scalar case, from being separable. We therefore propose a rectangular PCF structure, as shown in Fig.4.5. The cladding structure in our model is the same as the square-lattice hollow-core PCFs reported previously, but the defect is created in a different way. As we shall see, this structure allows for separable solutions and therefore provides the basis for a more quantitative theory of weak interaction guidance.

We consider two slightly different structures in terms of the refractive indices. In both of them the cladding is formed by square regions of air surrounded by thin glass strips. In order to form guided modes in the centre of these structures, we enlarge the size of the central square by moving the four strips which enclose it, by the same and small distance. The positions of the other glass strips are not changed. This movement forms a central defect where modes can be created and guided. The model PCFs have a low-index core and can be viewed as hollow-core
Figure 4.5: Cross-sectional view of the model PCF structures with high-index intersections (left) and without high-index intersections (right). The different colours represent the different refractive indices for the intersections (black), straight strips (gray), and the squares (white). There is a central defect to guide the modes, formed by moving the four glass strips closest to the centre. The left and right pictures are called the ‘ideal’ and ‘real’ structures, respectively.

PCFs.

The difference between the two model structures lies in the intersections of the glass strips, as shown in Fig.4.5. In the ‘ideal’ model structure (left of Fig.4.5), the intersections have a higher refractive index of \( \sqrt{2n_g^2 - n_a^2} \) (where \( n_g \) and \( n_a \) are the indices of the glass strips and air holes, respectively) than the glass strips. The reason for this, as will be discussed in more detail in Chapter 7, is that the scalar governing equation becomes separable. This allows for analytic solutions for the scalar equation and the use of perturbation theory to analyse more realistic structures. The refractive index of the intersections in the ‘real’ structure (right of Fig.4.5) is equal to that of the strips. This represents a structure that could in principle be fabricated. The perturbation theory we develop in Chapter 9 will start from analytic, scalar solutions of the ideal structure and include the vector terms and the realistic intersections of the real structures.

In all realistic PCF configurations, the cladding is limited in the transverse plane. In our designs, the outside of the cladding area is treated differently based on the different modelling methods. In the boundary element calculations in Chapters 5 and 6, this region is assumed to be made of the same glass as the strips and extends to infinity. In Chapter 7 and 8, an analytic method will be used, based on either an infinite cladding, or a supercell geometry.
4.5 Summary

In this chapter, the structure and guidance characteristics of hollow-core PCFs have been discussed. In contrast to bandgap-guiding PCFs, hollow-core Kagome and square-lattice PCFs exhibit many striking characteristics, including the transverse fibre structure, guidance properties, and nonlinear effects. These phenomena cannot be explained by analogy to hollow-core bandgap-guiding PCFs because there is no photonic bandgap in these PCFs. In order to obtain a deeper understanding of the guidance mechanism of this novel PCF family, model structures with a standard shape of the central defect in a rectangular lattice have been proposed. As will be discussed in Chapter 8, this PCF can exhibit photonic bandgaps, but guided modes exist both in the bandgaps and in the bands. Hence, the analysis of model PCF structures will provide an understanding of the guidance mechanism for this new PCF family.

In the following chapters, both numerical and analytic methods are developed and used to solve the ideal (using scalar governing equations) and real (using vector governing equations) model structures. Chapter 5 gives a derivation of the boundary element method for an arbitrary PCF transverse structure. In Chapter 6, this is applied to the model structures, and the guidance characteristics (such as the propagation constant and field profile) are discussed in detail. In Chapters 7 and 8, the scalar approximation is used to model the ideal structure analytically, and the propagation constant, field profiles and PDOS are calculated. In Chapters 9, 10 and 11, a perturbation method is then applied to analyse the properties of the real model structure.
Chapter 5

Boundary element method for PCFs

Boundary element methods are powerful numerical methods for solving systems governed by partial differential equations. They can be applied, for example, to Laplace and Helmholtz equations, where Green’s function methods can be applied. In contrast to other numerical methods (e.g. finite element method) the boundary element method has a number of advantages [93,94]:

1. The problem is solved by employing only the boundary, rather than the whole area. It can be more efficient in computation by using less memory and spending a shorter CPU time.

2. The input data has a reduced dimension, for example, for a two-dimensional system, the boundary is a curve.

3. It is effective when applied in complicated structures with bounded interior domains and an unbounded exterior domain.

The derivation of the boundary element method for PCF structures in this chapter is based on a set of notes written by Professor P. J. Roberts at the Danish Technical University that accompanied a basic set of boundary element codes he had written. Here we give full details of the derivation, which correct some errors in the expressions for the transverse fields and for the high-order derivatives of
the Green’s functions. The derivation is for a general PCF configuration, where, in the transverse plane perpendicular to the direction of light propagation, the scatterers in the surrounding medium are arbitrarily shaped and have different refractive indices. The PCF governing equations then can be divided into two parts. First, we consider solutions of the Helmholtz equation, for which Green’s functions are applied to express the fields. Second we apply boundary conditions to the scatterers. By combining these two parts, the propagation constant and field profiles can be obtained.

The sections in this chapter are organised as follows: In section 5.1, the Green’s function and its solution for PCFs are presented. Section 5.2 and 5.3 concern derivations of expressions for the transverse magnetic field far away and near to the boundary, respectively. In section 5.4, we form matrix expressions for the field close to the boundary, which, in section 5.5 are matched according to the electromagnetic boundary conditions. Full expressions for the fields are deduced in section 5.6. In section 5.7, we show simplified expressions for the case of the scalar governing equation. Section 5.8 is the summary of this chapter.

5.1 Green’s function for Helmholtz equation

We consider propagation in a PCF structure, which has been discussed in Section 1.3, that is translationally invariant along its length, which is taken to be the z-axis. The transverse plane of PCF is assumed to consist of a set of $N$ scatterers (as shown in Fig.5.1). The refractive indices for the scatterers and surrounding medium are $n_j$ ($j \in [1,N]$) and $n_h$ respectively. $A_j$ ($A_h$) and $C_j$ ($C_h$) represent the areas and boundaries for the scatterers (surrounding medium).

The magnetic and electric fields are determined by Maxwell’s equations. Based on the previous discussion in Section 2.1, we know that the wave dependence takes the form $e^{i(\beta z - \omega t)}$ along the fibre, in which case Maxwell’s equations in each region of the fibre can be reduced to the Helmholtz equation with a complex propagation constant $\beta$. In the cross-sectional plane perpendicular to the direction of propagation, the governing equations for the magnetic and electric fields in each region of constant refractive index are same as in the scalar approximation, Eqs.(2.18) and (2.19), and can be written as

$$[\nabla^2_i + (k_0^2 n^2 - \beta^2)]H_a = 0$$

(5.1)
Figure 5.1: Schematic of the scatterers (the dark areas) and surrounding medium (the white area) in the cross-sectional plane. $n$, $A$, and $C$ denote the refractive index, area and boundary. The subscripts from 1 to $N$ represent the scatterers, and $h$ represents the surrounding medium.

$$[\nabla_t^2 + (k_0^2 n^2 - \beta^2)]E_a = 0, \quad (5.2)$$

where $k_0$ is the vacuum wavevector of the light, $n^2$ is the dielectric constant, $\beta$ is the propagation constant for the modes of the fibre, $a$ is $x$ or $y$ for the two different components, and $\nabla_t^2 = \partial^2/\partial x^2 + \partial^2/\partial y^2$.

We start by considering the $H_x$ component for region $j$ in Eq. (5.1), which can be written as

$$[\nabla_t^2 + K_j^2]H_x(r) = 0, \quad (5.3)$$

where $K_j = \sqrt{k_0^2 n_j^2 - \beta^2}$. We now introduce the Green’s function $G(r, r_0; K_j)$, where $r_0$ indicates the position of a point source and $r$ is the variable with respect to which the differentiation is carried out. For each $r_0$ in the plane, $G(r, r_0; K_j)$ satisfies the Helmholtz equation [95, 96]

$$[\nabla_t^2 + K_j^2]G(r, r_0; K_j) = \delta(r - r_0), \quad (5.4)$$

where $\delta(r - r_0)$ is the Dirac delta function. The solution of Eq.(5.4) can be written in terms of Hankel functions as

$$G(r, r_0; K_j) = \frac{1}{4i} H_0^{(1)}(K_j |r - r_0|), \quad (5.5)$$
where $H_0^{(1)}$ is a Hankel function of zero order and can be written as $H_0^{(1)} = J_0 + iY_0$, where $J_0$ and $Y_0$ are Bessel functions.

5.2 Magnetic fields away from the boundary

We can now combine Eqs.(5.3) and (5.4) to express the magnetic fields. Eq.(5.3) is multiplied by $G(r, r_0; K_j)$ to give

$$G(r, r_0; K_j) \cdot \nabla_i^2 H_x(r) + G(r, r_0; K_j) \cdot K_j^2 H_x(r) = 0,$$

(5.6)

and Equation (5.4) is multiplied by $H_x(r)$ to give

$$H_x(r) \cdot \nabla_i^2 G(r, r_0; K_j) + H_x(r) \cdot K_j^2 G(r, r_0; K_j)$$

$$= H_x(r) \delta(r - r_0).$$

(5.7)

These equations are combined to give

$$H_x(r) \delta(r - r_0) = H_x(r) \cdot \nabla_i^2 G(r, r_0; K_j)$$

$$- G(r, r_0; K_j) \cdot \nabla_i^2 H_x(r).$$

(5.8)

Eq.(5.8) is then integrated over all $r$ in the $j^{\text{th}}$ scatterer to give the magnetic field as

$$H_x(r_0) = \iint_{A_j} [H_x(r) \cdot \nabla_i^2 G(r, r_0; K_j)$$

$$- G(r, r_0; K_j) \cdot \nabla_i^2 H_x(r)] dr,$$

(5.9)

where the integral area $A_j$ denotes the $j^{\text{th}}$ scatterer or the surrounding medium, as shown in Fig.5.1.

Eq.(5.9) gives the magnetic field as an area integral. In the following steps, we transform it into a line integral along the boundary using Green’s second identity. Green’s second identity in the two-dimensional region $R$ is expressed as [97]

$$\int_{R} (\varphi \nabla^2 \phi - \phi \nabla^2 \varphi) dxdy = \oint_{\partial R} (\varphi \nabla \phi - \phi \nabla \varphi) \cdot \hat{n} ds,$$

(5.10)

where $\varphi$ and $\phi$ are arbitrary functions and the integration on the left is performed over a region $R$ bounded by a closed surface $\partial R$. The integral on the right is
then a surface integral over \( \partial R \), and \( \hat{n} \) is the outward normal to \( \partial R \). In our case

![Diagram showing unit vectors and directions](image)

Figure 5.2: The directions of tangent and normal unit vectors for the scatterers (the yellow area) and surrounding medium (the light area). The tangent unit vector \( \hat{s} \) for the scatterers and surrounding medium are same (blue arrow). The normal unit vector \( \hat{n} \) is outward (green arrow) and inward (red arrow) for the scatterer and surrounding medium, respectively.

Green’s second identity can be used to give expressions for the scatterers and the surrounding medium respectively:

\[
\int \int (\phi \nabla^2 \phi - \phi \nabla^2 \phi) dxdy = \oint (\phi \frac{\partial \phi}{\partial n} - \phi \frac{\partial \phi}{\partial n}) ds \tag{5.11}
\]

\[
\int \int (\phi \nabla^2 \phi - \phi \nabla^2 \phi) dxdy = -\oint (\phi \frac{\partial \phi}{\partial n} - \phi \frac{\partial \phi}{\partial n}) ds. \tag{5.12}
\]

where \( \partial/\partial n \) represent normal derivatives. The difference between Eq.(5.11) and (5.12) comes from the normal unit vectors \( \hat{n} \), which is outward for the scatterer (shown by a green arrow in Fig.5.2) and inward for the surrounding medium (shown by a red arrow in Fig.5.2).
By using Eqs.(5.11) and (5.12) in Eq.(5.9) we find expressions for the magnetic fields in the \(j\)th scatterer and the surrounding medium:

\[
H^{in}_x(r_0) = \int_{C_j} [H_x(r) \cdot \frac{\partial G(r, r_0; K_j)}{\partial n} - G(r, r_0; K_j) \cdot \frac{\partial H_x(r)}{\partial n}] ds \\
(5.13)
\]

\[
H^{out}_x(r_0) = -\sum_{k=1}^{N} \int_{C_k} [H_x(r) \cdot \frac{\partial G(r, r_0; K_h)}{\partial n} - G(r, r_0; K_h) \cdot \frac{\partial H_x(r)}{\partial n}] ds, \\
(5.14)
\]

where \(N\) boundaries are included in the calculation of the magnetic field for the surrounding medium. We also note that the argument \(K_h\) in the Green’s functions in Eq.(5.14) refers to the refractive index of the surrounding medium. Eqs.(5.13) and (5.14) use the solutions on the boundary to express \(H_x(r_0)\) away from the boundary by calculating integrals of the field and Green’s function along the interfaces. In the next section, we derive expressions for the field near the boundary, where the influence of \(r_0\) on the derivatives and integrals should be included.

### 5.3 Magnetic fields near the boundary

In order to match the fields in different regions, we need to express the ‘inside’ and ‘outside’ fields very close to the boundary of the scatterers. In this case, the derivation in the previous section is still valid but it needs to be modified by considering the effect as \(r_0\) approaches a boundary.

In Eq.(5.13), when the variable \(r\) approaches \(r_0\), which is located near the boundary \(C_j\), the term involving \(G\) behaves smoothly, but the term \(\partial G/\partial n\) will produce a singular contribution of \(\frac{1}{2}H_x(r_0)\). This arises from the Plemelj formula, where the integral is performed along a part of the circumference of a circle centred at the point \(r_0\) with an extremely small radius approaching zero. Details are given in references [51] and [98]. Eq.(5.13) then becomes, for \(r_0\) on the boundary of the
\[ \frac{1}{2} H_{xz}^{in}(r_0) = P \int_{C_j} [H_x(r) \cdot \frac{\partial G(r, r_0; K_j)}{\partial n}] \]
\[ - G(r, r_0; K_j) \cdot \frac{\partial H_x(r)}{\partial n} ] \, ds, \]  
(5.15)

where \( P \) denotes that the principal value of integrals is taken [52,99]. Similarly, for the case of the outer region, the term \( \partial G / \partial n \) will produce a contribution of \(-\frac{1}{2} H_x(r_0)\). Eq.(5.14) can then be expressed as

\[ \frac{1}{2} H_{xz}^{out}(r_0) = - \sum_{k=1}^{N} P \int_{C_k} [H_x(r) \cdot \frac{\partial G(r, r_0; K_h)}{\partial n}] \]
\[ - G(r, r_0; K_h) \cdot \frac{\partial H_x(r)}{\partial n} ] \, ds. \]  
(5.16)

We now change variables to write our expressions for the fields in a more convenient way. We rewrite \( r_0 \) as \( r \) and \( r \) as \( r' \), so Eqs.(5.15) and (5.16) become

\[ \frac{1}{2} H_{xz}^{in}(r) = P \int_{C_j} [H_x(r') \cdot \frac{\partial G(r', r; K_j)}{\partial n'}] \]
\[ - G(r', r; K_j) \cdot \frac{\partial H_x(r')}{\partial n'} ] \, ds'. \]  
(5.17)

\[ \frac{1}{2} H_{xz}^{out}(r) = - \sum_{k=1}^{N} P \int_{C_k} [H_x(r') \cdot \frac{\partial G(r', r; K_h)}{\partial n'}] \]
\[ - G(r', r; K_h) \cdot \frac{\partial H_x(r')}{\partial n'} ] \, ds'. \]  
(5.18)

where \( \partial n' \) and \( ds' \) correspond to \( r' \). By considering the expression for the Green’s function in Eq.(5.5), we can establish the symmetry of the Green’s function under the interchange of the field and source variables [100]

\[ G(r_1, r_2; K_j) = G(r_2, r_1; K_j). \]  
(5.19)
This allows us to write Eqs.(5.17) and (5.18) as

\[
\frac{1}{2} H_x^-(r_p^j) = P \int_{C_j} [H_x(r')] \cdot \frac{\partial G(r_p^j, r'; K_j)}{\partial n'} - G(r_p^j, r'; K_j) \cdot \frac{\partial H_x(r')}{\partial n'} ds'
\]

(5.20)

\[
\frac{1}{2} H_x^+(r_p^j) = -\sum_{k=1}^N P \int_{C_k} [H_x(r')] \cdot \frac{\partial G(r_p^j, r'; K_h)}{\partial n'} - G(r_p^j, r'; K_h) \cdot \frac{\partial H_x(r')}{\partial n'} ds',
\]

(5.21)

where \( H_x^-(r_p^j) \) and \( H_x^+(r_p^j) \) are used to represent \( H_x^{in}(r) \) and \( H_x^{out}(r) \), the magnetic field close to the inner and outer boundaries at the point \( r_p \) on the \( j^{th} \) scatterer.

The next step is to match the fields inside and outside the boundaries. Before doing this, we transform Eqs.(5.20) and (5.21) into matrix expressions, which are used in practical calculations for the boundary fields.

### 5.4 Matrix expressions for the boundary fields

In the application of the boundary element method, the interface \( C_j \) of the \( j^{th} \) scatterer is divided into \( Q_j \) elements, which can be expressed as

\[
\sum_{q=1}^{Q_j} C_{j,q} = C_j,
\]

(5.22)

where \( j \) is the label of the scatterer and \( q \) is the index of the element in the boundary of the scatterer. The key assumption made in the boundary element method is that the magnetic field and its normal derivative do not vary over each boundary element. In practice, this requires that we test that sufficient boundary elements are used to obtain converged results, as will be discussed in Chapter 6. Eq.(5.20) can then be rewritten as

\[
\frac{1}{2} H_x^-(r_p^j) = -\sum_{q=1}^{Q_j} \left\{ \frac{\partial H_x^-(r_p^j)}{\partial n'} P \int_{C_{j,q}} ds' G(r_p^j, r'; K_j) - H_x^-(r_p^j) P \int_{C_{j,q}} ds' \frac{\partial G(r_p^j, r'; K_j)}{\partial n'} \right\},
\]

(5.23)
where \( \mathbf{r}_p^j \) and \( \mathbf{r}_q^j \) are the position vectors for the \( p^{th} \) and \( q^{th} \) boundary elements in the \( j^{th} \) scatterer. Eq. (5.23) can be written in a vector notation as

\[
\frac{1}{2} H_x^{-} = - \left[ G_D \frac{\partial H_x^{-}}{\partial n'} - \frac{\partial G_D}{\partial n'} H_x^{-} \right],
\]  
(5.24)

where the elements of the vectors and matrices are defined as

\[
[H_x^{-}]_{jp} = H_x^{-}(\mathbf{r}_p^j) \tag{5.25}
\]

\[
\left[ \frac{\partial H_x^{-}}{\partial n'} \right]_{jq} = \frac{\partial H_x^{-}(\mathbf{r}_q^j)}{\partial n'} \tag{5.26}
\]

\[
[G_D]_{jp, kq} = \delta_{j, k} P \int_{C_{k, q}} ds' G(\mathbf{r}_p^j, \mathbf{r}_q^j; K_j) \tag{5.27}
\]

\[
\left[ \frac{\partial G_D}{\partial n'} \right]_{jp, kq} = \delta_{j, k} P \int_{C_{k, q}} ds' \frac{\partial G(\mathbf{r}_p^j, \mathbf{r}_q^j; K_j)}{\partial n'} . \tag{5.28}
\]

The subscript \( D \) is used to show that the matrix elements of the Green’s function are diagonal in the label of the scatterer. For the surrounding medium, Eq. (5.21) can be expressed in terms of the boundary elements as

\[
\frac{1}{2} H_x^{+}(\mathbf{r}_p^j) = \sum_{k=1}^{N} \sum_{q=1}^{Q_k} \left\{ \frac{\partial H_x^{+}(\mathbf{r}_q^k)}{\partial n'} P \int_{C_{k, q}} ds' G(\mathbf{r}_p^j, \mathbf{r}_q^k; K_h) - H_x^{+}(\mathbf{r}_q^k) P \int_{C_{k, q}} ds' \frac{\partial G(\mathbf{r}_p^j, \mathbf{r}_q^k; K_h)}{\partial n'} \right\} . \tag{5.29}
\]

Eq. (5.29) can also be expressed in vector form as

\[
\frac{1}{2} H_x^{+} = \left[ G \frac{\partial H_x^{+}}{\partial n'} - \frac{\partial G}{\partial n'} H_x^{+} \right],
\]  
(5.30)

where

\[
[H_x^{+}]_{jp} = H_x^{+}(\mathbf{r}_p^j) \tag{5.31}
\]

\[
\left[ \frac{\partial H_x^{+}}{\partial n'} \right]_{kp} = \frac{\partial H_x^{+}(\mathbf{r}_p^j)}{\partial n'} \tag{5.32}
\]

\[
[G]_{jp, kq} = P \int_{C_{k, q}} ds' G(\mathbf{r}_p^j, \mathbf{r}_k^q; K_h) \tag{5.33}
\]

\[
\left[ \frac{\partial G}{\partial n'} \right]_{jp, kq} = P \int_{C_{k, q}} ds' \frac{\partial G(\mathbf{r}_p^j, \mathbf{r}_k^q; K_h)}{\partial n'} . \tag{5.34}
\]
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We note that the Green’s functions $G_D$ and $G$ and their normal derivatives in Eqs.(5.24) and (5.30) can be calculated for any structure by calculating the relevant Green’s functions and performing the integrals along the boundaries.

Eqs.(5.24) and (5.30) can be simplified by multiplying by $G_D^{-1}$ and $G^{-1}$ respectively to give expressions for the derivative of the magnetic field

$$\frac{\partial H_x^-}{\partial n'} = G_D^{-1} \left[ -\frac{1}{2} \mathbb{I} + \frac{\partial G_D}{\partial n'} \right] H_x^- \tag{5.35}$$

$$\frac{\partial H_x^+}{\partial n'} = G^{-1} \left[ \frac{1}{2} \mathbb{I} + \frac{\partial G}{\partial n'} \right] H_x^+, \tag{5.36}$$

where $\mathbb{I}$ is the identity matrix. We note that similar equations can be derived for any component of the $E$ and $H$ fields in the transverse plane.

5.5 Application of the boundary conditions

In the previous section, concise matrix expressions relating the fields and their derivatives have been given in Eqs.(5.35) and (5.36). In this section, the boundary conditions for the vector wave equation will be established and used to derive equations for the field variables.

In the vector governing equations, there are four independent boundary conditions: $H_x$, $H_y$, $H_z$ and $E_z$ must all be continuous at every interface. For the magnetic fields $H_x$ and $H_y$ the continuity equations are

$$H_x^+(r_p^j) = H_x^-(r_p^j) \tag{5.37}$$

$$H_y^+(r_p^j) = H_y^-(r_p^j). \tag{5.38}$$

It is convenient to express the continuity conditions for $H_z$ and $E_z$ in terms of $H_x$ and $H_y$. $H_z$ has been given in Eq.(2.15) in Section 2.1 and can be written in form

$$H_z = \frac{i}{\beta} \nabla_t \cdot \mathbf{H}_t(r), \tag{5.39}$$

where $t$ represents the transverse component. The boundary condition for $H_z$ is
therefore given by
\[
\hat{n}_p^j \cdot \frac{\partial \mathbf{H}^{-}(\mathbf{r}_p^j)}{\partial n} + \hat{s}_p^j \cdot \frac{\partial \mathbf{H}^{-}(\mathbf{r}_p^j)}{\partial s} = \hat{n}_p^j \cdot \frac{\partial \mathbf{H}^{+}(\mathbf{r}_p^j)}{\partial n} + \hat{s}_p^j \cdot \frac{\partial \mathbf{H}^{+}(\mathbf{r}_p^j)}{\partial s},
\]
(5.40)
where \(\partial / \partial s\) represents a derivative along the boundary element, and \(\hat{n}_p^j\) and \(\hat{s}_p^j\), which are shown as \(\hat{n}\) and \(\hat{s}\) in Fig.5.2, are unit vectors normal and tangential to the boundary respectively at point \(\mathbf{r}_p\) on the \(j\)th scatterer. Because the \(\mathbf{H}\) fields match across the boundary, the derivatives along the boundary must be the same in the inner and outer areas. Thus we can reduce Eq.(5.40) to
\[
\hat{n}_p^j \cdot \frac{\partial \mathbf{H}^{-}(\mathbf{r}_p^j)}{\partial n} = \hat{n}_p^j \cdot \frac{\partial \mathbf{H}^{+}(\mathbf{r}_p^j)}{\partial n}.
\]
(5.41)

The expression for \(E_z\) shown in Eq.(2.16) in Section 2.1 is rewritten as
\[
E_z(\mathbf{r}) = i \frac{\mu_0}{\varepsilon_0} \frac{1}{k_0 n^2} \hat{\mathbf{z}} \cdot \nabla_t \times \mathbf{H}_t(\mathbf{r}),
\]
(5.42)
and, by using
\[
\nabla_t \times \mathbf{H}_t = (\frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y})\hat{\mathbf{z}},
\]
(5.43)
the matching condition becomes
\[
\frac{1}{n^2_j} \left[ \frac{\partial \mathbf{H}^{-}(\mathbf{r}_p^j)}{\partial n} - \hat{n}_p^j \cdot \frac{\partial \mathbf{H}^{+}(\mathbf{r}_p^j)}{\partial s} \right] = \\
\frac{1}{n^2_h} \left[ \frac{\partial \mathbf{H}^{-}(\mathbf{r}_p^j)}{\partial n} - \hat{n}_h^j \cdot \frac{\partial \mathbf{H}^{+}(\mathbf{r}_p^j)}{\partial s} \right],
\]
(5.44)
where we note \(n_h\) and \(n_j\) are the refractive indices for the surrounding medium and \(j\)th scatterer, respectively.

The boundary conditions Eqs.(5.41) and (5.44) can be written in matrix form as
\[
\begin{bmatrix}
\hat{n}_x \quad \hat{n}_y \\
\end{bmatrix}
\begin{bmatrix}
\frac{\partial H_z}{\partial n} \\
\frac{\partial H_z}{\partial m} \\
\end{bmatrix}
= \\
\begin{bmatrix}
\hat{n}_x \quad \hat{n}_y \\
\end{bmatrix}
\begin{bmatrix}
\frac{\partial H^+_z}{\partial n} \\
\frac{\partial H^+_z}{\partial m} \\
\end{bmatrix},
\]
(5.45)
\[
= \\
\begin{bmatrix}
\varepsilon^{-1} \hat{s}_x \quad \varepsilon^{-1} \hat{s}_y \\
\end{bmatrix}
\begin{bmatrix}
\frac{\partial H^{-}_z}{\partial n} \\
\frac{\partial H^{-}_z}{\partial m} \\
\end{bmatrix}
- \\
\begin{bmatrix}
\varepsilon^{-1} \hat{n}_x \quad \varepsilon^{-1} \hat{n}_y \\
\end{bmatrix}
\begin{bmatrix}
\frac{\partial H^{+}_z}{\partial n} \\
\frac{\partial H^{+}_z}{\partial m} \\
\end{bmatrix},
\]
(5.46)
where
\[
[\varepsilon^{-1}]_{jp,kq} = n_j^{-2} \delta_{j,k} \delta_{p,q} \tag{5.47}
\]
\[
\varepsilon^{-1} = n_h^{-2} \tag{5.48}
\]
\[
[\mathbf{\hat{n}}_{x,y}]_{jp,kq} = [\mathbf{\hat{n}}^l_p]_{x,y} \delta_{j,k} \delta_{p,q} \tag{5.49}
\]
\[
[\mathbf{\hat{s}}_{x,y}]_{jp,kq} = [\mathbf{\hat{s}}^l_p]_{x,y} \delta_{j,k} \delta_{p,q} \tag{5.50}
\]
where \([\mathbf{\hat{n}}^l_p]_{x,y}\) and \([\mathbf{\hat{s}}^l_p]_{x,y}\) are projected values of the unit vectors \(\mathbf{\hat{n}}\) and \(\mathbf{\hat{s}}\) along the \(x\) and \(y\) directions at point \(\mathbf{r}_p\) on the \(j^{th}\) scatterer, as shown in Fig.5.2.

We can now combine Eqs.(5.45) and (5.46) to give a matrix expression for the boundary conditions
\[
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon^{-1} \hat{s}_x & \varepsilon^{-1} \hat{s}_y
\end{bmatrix}
\begin{bmatrix}
\frac{\partial H^+}{\partial n^+} \\
\frac{\partial H^-}{\partial n^-}
\end{bmatrix}
- \begin{bmatrix}
0 & 0 \\
\varepsilon^{-1} \hat{n}_x & \varepsilon^{-1} \hat{n}_y
\end{bmatrix}
\begin{bmatrix}
\frac{\partial H^+}{\partial n^+} \\
\frac{\partial H^-}{\partial n^-}
\end{bmatrix}
= \begin{bmatrix}
0 & 0 \\
\varepsilon^{-1} \hat{n}_x & \varepsilon^{-1} \hat{n}_y
\end{bmatrix}
\begin{bmatrix}
\frac{\partial H^+}{\partial s^+} \\
\frac{\partial H^-}{\partial s^-}
\end{bmatrix} \tag{5.51}
\]

In the following steps, we aim to replace \(\partial H^+ / \partial n^+\) and \(\partial H^- / \partial s^-\) by \(H^\pm\). This will allow us to express the continuity equations at the boundary in a matrix form that depends only on \(H\). For the two different directions, the expressions for the magnetic field, Eqs.(5.35) and (5.36), can be written as
\[
\begin{bmatrix}
G^{-1} \left[ \frac{1}{2} \mathbf{I} + \frac{\partial G}{\partial n} \right] \\
0
\end{bmatrix}
\begin{bmatrix}
H_x \\
H_y
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial H^+}{\partial n^+} \\
\frac{\partial H^-}{\partial n^-}
\end{bmatrix} \tag{5.52}
\]
\[
\begin{bmatrix}
G^{-1} \left[ \frac{1}{2} \mathbf{I} + \frac{\partial G}{\partial n} \right] \\
0
\end{bmatrix}
\begin{bmatrix}
H_x^+ \\
H_y^+
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial H^+}{\partial n^+} \\
\frac{\partial H^-}{\partial n^-}
\end{bmatrix} \tag{5.53}
\]
Eqs. (5.52) and (5.53) are used to replace \( \partial H / \partial n' \) by \( H \) in Eq. (5.51) to give

\[
\left[ \begin{array}{cc}
\hat{n}_x & \hat{n}_y \\
\varepsilon^{-1}\hat{s}_x & \varepsilon^{-1}\hat{s}_y
\end{array} \right]
\left[ \begin{array}{cc}
G_D^{-1}[\frac{1}{2}I + \frac{\partial G_D}{\partial n'}] & 0 \\
0 & G_D^{-1}[\frac{1}{2}I + \frac{\partial G_D}{\partial n'}]
\end{array} \right]
\left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right]
\]

\[
= \left[ \begin{array}{cc}
\varepsilon^{-1}\hat{n}_x & \varepsilon^{-1}\hat{n}_y \\
\varepsilon^{-1}\hat{s}_x & \varepsilon^{-1}\hat{s}_y
\end{array} \right]
\left[ \begin{array}{cc}
G_D^{-1}[\frac{1}{2}I + \frac{\partial G_D}{\partial n'}] & 0 \\
0 & G_D^{-1}[\frac{1}{2}I + \frac{\partial G_D}{\partial n'}]
\end{array} \right]
\left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right]
\]

The derivatives of \( H \) in the \( s \)-direction can also be expressed in terms of \( H \) provided the boundary elements are small enough. The derivative is approximated as a finite difference:

\[
\frac{\partial H^\pm(r^j_p)}{\partial s} \approx \left\{ \frac{H^\pm(r^j_{p+1}) - H^\pm(r^j_p)}{|r^j_{p+1} - r^j_p|} + \frac{H^\pm(r^j_p) - H^\pm(r^j_{p-1})}{|r^j_p - r^j_{p-1}|} \right\} / 2, \quad (5.55)
\]

where the two neighbouring elements located on either side of \( r^j_p \) are considered and the average value is taken. Eq. (5.55) can also be expressed in matrix form:

\[
\frac{\partial H^\pm_{r,y}}{\partial s'} = D H^\pm_{r,y}. \quad (5.56)
\]

where

\[
[D]_{p,kq} = \left\{ \frac{\delta_{j,k}(\delta_{q,p+1} - \delta_{q,p})}{|r^j_{p+1} - r^j_p|} + \frac{\delta_{j,k}(\delta_{q,p} - \delta_{q,p-1})}{|r^j_{p} - r^j_{p-1}|} \right\} / 2 \quad (5.57)
\]

with

\[
p + 1 = \left\{ \begin{array}{ll}
p + 1, & \text{if } 1 \leq p < Q_j \\
1, & \text{if } p = Q_j
\end{array} \right. \quad (5.58)
\]

\[
p - 1 = \left\{ \begin{array}{ll}
p - 1, & \text{if } 1 < p \leq Q_j \\
Q_j, & \text{if } p = 1
\end{array} \right. \quad (5.59)
\]

We note that each boundary is a closed curve, so that if \( p = Q_j \), then \( p + 1 \equiv 1 \), and if \( p = 1 \), then \( p - 1 \equiv Q_j \).
Eq. (5.66) is now substituted into Eq. (5.54) to give

\[
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon^{-1} \tilde{s}_x & \varepsilon^{-1} \tilde{s}_y
\end{bmatrix}
\begin{bmatrix}
G_D^{-1}[-\frac{1}{2} \hat{h} + \frac{\partial G_D}{\partial n'}] & 0 \\
0 & G_D^{-1}[\frac{1}{2} \hat{h} + \frac{\partial G_D}{\partial n'}]
\end{bmatrix}
\begin{bmatrix}
H_x \\
H_y
\end{bmatrix}
- \begin{bmatrix}
0 \\
\varepsilon^{-1} \tilde{s}_x \hat{n}_D & \varepsilon^{-1} \tilde{s}_y \hat{n}_D
\end{bmatrix}
\begin{bmatrix}
H_x \\
H_y
\end{bmatrix}
= \begin{bmatrix}
\tilde{H}^x \\
\tilde{H}^y
\end{bmatrix}
- \begin{bmatrix}
0 \\
\varepsilon^{-1} \tilde{s}_x \hat{n}_D & \varepsilon^{-1} \tilde{s}_y \hat{n}_D
\end{bmatrix}
\begin{bmatrix}
H_x \\
H_y
\end{bmatrix}.
\]  

\tag{5.60}

Eq. (5.60) is a matrix equation expressed in terms only of \( \vec{H} \) at the boundary. By considering the continuity of the transverse magnetic fields, Eq. (5.60) can be simplified to the following expression (the details of the derivation are shown in Appendix A)

\[
\begin{align*}
&\left\{ - \left[ \frac{1}{2} \hat{h} + \frac{\partial G}{\partial n'} \right] \otimes \mathbf{1}_2 + \left[ G_D G_D^{-1} \left[ -\frac{1}{2} \hat{h} + \frac{\partial G_D}{\partial n'} \right] \right] \otimes \mathbf{1}_2 + \\
&\quad + \left\{ \left[ G(1 - \varepsilon_i \varepsilon^{-1}) \right] \otimes \mathbf{1}_2 \right\} \widehat{P} \right\} \\
&\left\{ \left[ G_D^{-1} \left[ -\frac{1}{2} \hat{h} + \frac{\partial G_D}{\partial n'} \right] \right] \otimes \mathbf{1}_2 + \left[ \begin{array}{cc} 0 & D \\ -D & 0 \end{array} \right] \right\} \left[ \begin{array}{c} H_x \\ H_y \end{array} \right] = 0,
\end{align*}
\]  

\tag{5.61}

where for an arbitrary matrix \( A \), the combination with tensor product term \( \otimes \mathbf{1}_2 \) takes the form:

\[
A \otimes \mathbf{1}_2 = \begin{bmatrix}
A & 0 \\
0 & A
\end{bmatrix},
\]  

\tag{5.62}

and \( \widehat{P} \) is defined by

\[
\widehat{P} = \begin{bmatrix}
-\hat{n}_x^2 & \hat{n}_x \hat{n}_y \\
\hat{n}_x \hat{n}_y & -\hat{n}_y^2
\end{bmatrix}.
\]  

\tag{5.63}

It is important to note that \( G_D^{-1} \) does not appear in Eq. (5.61), meaning that we do not have to invert this dense and large matrix. The block diagonal matrix \( G_D \) is easy to invert.
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Eq.(5.61) is our final expression for the boundary element method. It has the form of a matrix equation $\mathbf{A} \cdot \mathbf{H} = 0$, where the matrix $\mathbf{A}$ can be calculated for any structure and for any value of the propagation constant $\beta$. If there are $Q_j$ boundary elements for each scatterer, then the size of the matrix $\mathbf{A}$ is $(2\sum_j Q_j) \times (2\sum_j Q_j)$. An equation of the form $\mathbf{A} \cdot \mathbf{H} = 0$ has non-trivial solutions only if the determinant of $\mathbf{A}$ goes to zero. By searching for a zero determinant, we can therefore find the allowed value of $\beta$ corresponding to the fundamental modes. We note that Eq.(5.61) can also be written as the form $\mathbf{A} \cdot \mathbf{H} = \lambda \mathbf{H}$, where for an allowed value of $\beta$ the eigenvalue $\lambda$ is zero. In this eigenvalue equation, both the determinant and the set of eigenvalues can be calculated. The required propagation constant $\beta$ can therefore be obtained by looking either at the determinant of the matrix or the eigenvalue of the fundamental modes. These two search methods will be detailed in the next chapter.

### 5.6 Full field expressions

In this section, expressions for the electric and magnetic fields are derived based on the $\beta$ value determined by Eq.(5.61). In Section 5.4, we derived expressions for the magnetic fields, Eqs.(5.23) and (5.29), for the scatterers and the surrounding medium in the $x - y$ plane, where the Plemelj formula and Principal value $P$ are used because the field is required at the boundary. For a point away from the boundary, the magnetic fields can be expressed in a similar way, but without the effects of the Plemelj formula and the Principal value $P$:

\[
H_{x,y}^{\text{in}}(\mathbf{r}) = -\sum_{q=1}^{Q_j} \left\{ \frac{\partial H_{x,y}^{-}(\mathbf{r}_q)}{\partial n'} \int_{C_{j,q}} ds' G(\mathbf{r}, \mathbf{r}'; K_j) \right. \\
- H_{x,y}^{-}(\mathbf{r}_q) \int_{C_{j,q}} ds' \frac{\partial G(\mathbf{r}, \mathbf{r}'; K_j)}{\partial n'} \left\} 
\]

\[
H_{x,y}^{\text{out}}(\mathbf{r}) = \sum_{k=1}^{N} \sum_{q=1}^{Q_k} \left\{ \frac{\partial H_{x,y}^{+}(\mathbf{r}_q)}{\partial n'} \int_{C_{k,q}} ds' G(\mathbf{r}, \mathbf{r}'; K_k) \right. \\
- H_{x,y}^{+}(\mathbf{r}_q) \int_{C_{k,q}} ds' \frac{\partial G(\mathbf{r}, \mathbf{r}'; K_k)}{\partial n'} \left\}. \quad (5.64)
\]
The expression for $H_z$ given in Section 2.1 is again used to give

$$H_z(r) = -\frac{1}{i\beta} \nabla_t \cdot \mathbf{H}_t(r).$$

(5.66)

We place Eqs. (5.64) and (5.65) into (5.66) respectively to give $H_z$ expressions for the scatterers and the surrounding medium:

$$H_z^{in}(r) = \frac{1}{i\beta} \sum_{q=1}^{Q_s} \sum_{a=1}^{2} \left\{ \frac{\partial H_a^{-}(r_q^j)}{\partial n'} \int_{C_{j,q}} ds \frac{\partial G(r, r'; K_j)}{\partial r_a} - H_a^{-}(r_q^j) \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial n' \partial r_a} \right\}$$

(5.67)

$$H_z^{out}(r) = -\frac{1}{i\beta} \sum_{k=1}^{N} \sum_{q=1}^{Q_k} \sum_{a=1}^{2} \left\{ \frac{\partial H_a^{+}(r_q^k)}{\partial n'} \int_{C_{k,q}} ds \frac{\partial G(r, r'; K_h)}{\partial r_a} - H_a^{+}(r_q^k) \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial n' \partial r_a} \right\},$$

(5.68)

where $a = 1, 2$ is introduced to express the $x$ and $y$ directions.

The electric fields can be derived from the magnetic fields as shown in Section 2.1. We use

$$E_z(r) = i \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \hat{z} \cdot \nabla_t \times \mathbf{H}_t(r)$$

(5.69)

$$\mathbf{E}_t(r) = -\left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \hat{z} \times \{ \beta \mathbf{H}_t + i \nabla_t H_z \},$$

(5.70)

where the fields and the dielectric constant $n^2$ have the same argument $r$, which indicates the location where we aim to calculate the electric fields. Eq. (5.69) can be written as

$$E_z(r) = i \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \left\{ \frac{\partial H_y(r)}{\partial r_x} - \frac{\partial H_x(r)}{\partial r_y} \right\}.$$  

(5.71)

By substituting the magnetic field expressions Eqs. (5.64) and (5.65) into Eq. (5.71),
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the electric field in the $z$-direction in the scatterers is given by

$$E_{z}^{in}(r) = -i \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \sum_{q=1}^{Q_j} \left\{ \partial H_y^{-}(r^i_q) \int_{C_{j,q}} ds' \frac{\partial G(r, r'; K_j)}{\partial r_x} - H_y^{-}(r^i_q) \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial n' \partial r_x} \right. \right) \left. \left. - \left[ \partial H_x^{-}(r^i_q) \int_{C_{j,q}} ds' \frac{\partial G(r, r'; K_j)}{\partial r_y} - H_x^{-}(r^i_q) \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial n' \partial r_y} \right] \right\}. \quad (5.72)$$

We now introduce the Levi-Civita symbol

$$\varepsilon_{ijk} = \begin{cases} +1 & \text{if } (i, j, k) \text{ is } (1, 2, 3), (2, 3, 1) \text{ or } (3, 1, 2) \\ -1 & \text{if } (i, j, k) \text{ is } (3, 2, 1), (1, 3, 2) \text{ or } (2, 1, 3) \\ 0 & \text{otherwise: if } i = j, j = k \text{ or } k = i \end{cases} \quad (5.73)$$

to simplify Eq.(5.72):

$$E_{z}^{in}(r) = -i \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \sum_{q=1}^{Q_j} \sum_{a,b=1}^{2} \varepsilon_{ab3} \left\{ \partial H_y^{-}(r^i_q) \int_{C_{j,q}} ds' \frac{\partial G(r, r'; K_j)}{\partial r_a} \right. \right) \left. \left. - H_y^{-}(r^i_q) \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial n' \partial r_a} \right\}. \quad (5.74)$$

where $H_{1,2,3}$ is used to express $H_{x,y,z}$. Similarly, the $z$-direction electric field in the surrounding medium is given by

$$E_{z}^{out}(r) = i \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \sum_{q=1}^{Q_s} \sum_{a,b=1}^{2} \varepsilon_{ab3} \left\{ \partial H_y^{+}(r^k_q) \int_{C_{k,q}} ds' \frac{\partial G(r, r'; K_h)}{\partial r_a} \right. \right) \left. \left. - H_y^{+}(r^k_q) \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial n' \partial r_a} \right\}. \quad (5.75)$$

We now derive the electric field in the $x$ and $y$ directions. Eq.(5.70) can be expressed as

$$\mathbf{E}_l(r) = - \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \mathbf{z} \times \left\{ \beta H_x \mathbf{x} + \beta H_y \mathbf{y} + i \partial H_x \frac{\partial \mathbf{z}}{\partial r_x} + i \partial H_z \frac{\partial \mathbf{z}}{\partial r_y} \right\}, \quad (5.76)$$
which can be simplified as

\[
E_i(r) = \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0n^2(r)} \left\{ -\beta H_z \hat{y} + \beta H_y \hat{x} - i \frac{\partial H_z}{\partial r_x} \hat{y} + i \frac{\partial H_z}{\partial r_y} \hat{x} \right\}. \tag{5.77}
\]

Eq.(5.77) is then divided into the two different directions

\[
E_x = \frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0n^2(r)} \left\{ i\beta H_y \right\} \tag{5.78}
\]

\[
E_y = \frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0n^2(r)} \left\{ -i\beta H_x + \frac{\partial H_z}{\partial r_x} \right\}. \tag{5.79}
\]

The magnetic field expressions Eqs.(5.64), (5.65), (5.67) and (5.68) are placed into Eq.(5.78) to give expressions for \(E_x\):

\[
E_x^{in} = \frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0n^2(r)} \left\{ i\beta H_y^{in} - \frac{1}{i\beta} \sum_{q=1}^{Q_j} \left\{ \frac{\partial H_y^{-}(r_q)}{\partial n'} \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial^2 r_y} - H_y^{-}(r_q') \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial n' \partial^2 r_y} \right\} \right\} \tag{5.80}
\]

\[
E_x^{out} = \frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0n^2(r)} \left\{ i\beta H_y^{out} + \frac{1}{i\beta} \sum_{k=1}^{N} \sum_{q=1}^{Q_k} \left\{ \frac{\partial H_y^{+}(r_q^k)}{\partial n'} \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial^2 r_y} - H_y^{+}(r_q^k) \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial n' \partial^2 r_y} \right\} \right\}. \tag{5.81}
\]

Similarly, the expressions for the electric field in the \(y\)-direction are given by:

\[
E_y^{in} = -\frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0n^2(r)} \left\{ i\beta H_x^{in} - \frac{1}{i\beta} \sum_{q=1}^{Q_j} \left\{ \frac{\partial H_x^{-}(r_q)}{\partial n'} \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial^2 r_x} - H_x^{-}(r_q') \int_{C_{j,q}} ds' \frac{\partial^2 G(r, r'; K_j)}{\partial n' \partial^2 r_x} \right\} \right\} \tag{5.82}
\]
\[
E^{\text{out}}_y = -\frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \left\{ i\beta H^{\text{out}}_x \right. \\
+ \frac{1}{i\beta} \sum_{k=1}^{N} Q_k \sum_{q=1}^{Q_k} \left[ \frac{\partial H^+_x(r^k_q)}{\partial n'} \int_{C_{k,q}} ds' \frac{\partial^3 G(r, r'; K_h)}{\partial^2 r_x} - H^+_x(r^k_q) \int_{C_{k,q}} ds' \frac{\partial^3 G(r, r'; K_h)}{\partial n' \partial^2 r_x} \right] \\
\left. + \left[ \frac{\partial H^+_y(r^k_q)}{\partial n'} \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial r_y \partial r_x} - H^+_y(r^k_q) \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial n' \partial r_y \partial r_x} \right] \right\}, \quad (5.83)
\]

The Levi-Civita symbol is again used to simplify Eqs. (5.80) and (5.82) as

\[
E^{\text{in}}_a = \frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \sum_{b=1}^{2} \varepsilon_{ab3} \left\{ i\beta H^{\text{in}}_b \right. \\
- \frac{1}{i\beta} \sum_{q=1}^{Q_j} \sum_{c=1}^{2} \left[ \frac{\partial H^-_x(r^j_q)}{\partial n'} \int_{C_{j,q}} ds' \frac{\partial^3 G(r, r'; K_j)}{\partial r_y \partial r_c} \right] \\
- H^-_x(r^j_q) \int_{C_{j,q}} ds' \frac{\partial^3 G(r, r'; K_j)}{\partial n' \partial r_y \partial r_c} \right\}, \quad (5.84)
\]

and Eqs. (5.81) and (5.83) as

\[
E^{\text{out}}_a = \frac{1}{i} \left( \frac{\mu_0}{\varepsilon_0} \right)^{\frac{1}{2}} \frac{1}{k_0 n^2(r)} \sum_{b=1}^{2} \varepsilon_{ab3} \left\{ i\beta H^{\text{out}}_b \right. \\
+ \frac{1}{i\beta} \sum_{k=1}^{N} Q_k \sum_{q=1}^{Q_k} \sum_{c=1}^{2} \left[ \frac{\partial H^+_x(r^k_q)}{\partial n'} \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial r_y \partial r_c} \right] \\
- H^+_x(r^k_q) \int_{C_{k,q}} ds' \frac{\partial^2 G(r, r'; K_h)}{\partial n' \partial r_y \partial r_c} \right\}. \quad (5.85)
\]

For any PCF configuration, a complete description of the electromagnetic fields is now obtained: Eqs. (5.64), (5.67), (5.74) and (5.84) are for the scatterers; Eqs. (5.65), (5.68), (5.75) and (5.85) are for the surrounding medium.

To evaluate these expressions for the magnetic and electric fields at an arbitrary point, the magnetic fields \(H_{x,y}\), their derivatives and the derivatives of Green’s function close to the boundary must be calculated. The boundary values for \(H_z\) and \(H_y\) come directly from the solution of the defining equation Eq.(5.61).
Eqs.(5.35) and (5.36) are then rewritten as

\[
\frac{\partial H_{x,y}^-}{\partial n'} = G_D^{-1} \left[ -\frac{1}{2} + \frac{\partial G_D}{\partial n'} \right] H_{x,y}^-
\]

(5.86)

\[
\frac{\partial H_{x,y}^+}{\partial n'} = G_D^{-1} \left[ \frac{1}{2} \right] + \frac{\partial G}{\partial n'} \right] H_{x,y}^+
\]

(5.87)

which enables us to find the boundary values of \( \partial H_{x,y}/\partial n' \). In Eq.(5.87) \( G^{-1} \) is unwanted because the \( G \) matrix is large and not sparse. In the earlier derivation to obtain \( \beta \) values in Section 5.5, a matrix transformation has been used to replace \( G^{-1} \) (as shown in Appendix A). A similar treatment also can be used in Eq.(5.87) by multiplying by \( G \) on both sides. \( \partial H_{x,y}/\partial n' \) for the surrounding medium can then be found by solving the resulting linear equation. The required deductions and expressions for the derivatives of the Green’s function are shown in Appendix B.

### 5.7 Scalar boundary element method

For the scalar case, the governing equations of the magnetic fields are same as Eq.(5.1). Based on our previous derivations from Section 5.1 to Section 5.4, the matrix expressions for the magnetic field are

\[
\begin{bmatrix}
G_D^{-1} \left[ -\frac{1}{2} + \frac{\partial G_D}{\partial n'} \right] \\
0
\end{bmatrix} 
\begin{bmatrix}
H_{x}^- \\
H_{y}^-
\end{bmatrix} = 
\begin{bmatrix}
\frac{\partial H_{x}^-}{\partial n'} \\
\frac{\partial H_{y}^-}{\partial n'}
\end{bmatrix}
\]

(5.88)

\[
\begin{bmatrix}
G_D^{-1} \left[ \frac{1}{2} + \frac{\partial G}{\partial n'} \right] \\
0
\end{bmatrix} 
\begin{bmatrix}
H_{x}^+ \\
H_{y}^+
\end{bmatrix} = 
\begin{bmatrix}
\frac{\partial H_{x}^+}{\partial n'} \\
\frac{\partial H_{y}^+}{\partial n'}
\end{bmatrix}
\]

(5.89)

which are the same as the vector boundary element method expressions of Eqs.(5.52) and (5.53).

In the scalar case, the magnetic fields and their derivatives are continuous at the interface. We then have

\[
\begin{bmatrix}
\hat{n}_x & \hat{n}_y
\end{bmatrix} 
\begin{bmatrix}
\frac{\partial H_{x}^-}{\partial n'} \\
\frac{\partial H_{y}^-}{\partial n'}
\end{bmatrix} = 
\begin{bmatrix}
\hat{n}_x & \hat{n}_y
\end{bmatrix} 
\begin{bmatrix}
\frac{\partial H_{x}^+}{\partial n'} \\
\frac{\partial H_{y}^+}{\partial n'}
\end{bmatrix}
\]

(5.90)
\[
\begin{bmatrix}
    H_x^- \\
    H_y^-
\end{bmatrix} = \begin{bmatrix}
    H_x^+ \\
    H_y^+
\end{bmatrix} = \begin{bmatrix}
    H_x \\
    H_y
\end{bmatrix}.
\] (5.91)

Eqs.(5.88) and (5.89) are substituted into (5.90) to give

\[
\begin{aligned}
\begin{bmatrix}
    G_D^{-1}[-\frac{1}{2}1 + \frac{\partial G}{\partial m'}] \\
    0
\end{bmatrix}
\begin{bmatrix}
    0 \\
    G_D^{-1}[-\frac{1}{2}1 + \frac{\partial G}{\partial m'}]
\end{bmatrix}
\begin{bmatrix}
    H_x^- \\
    H_y^-
\end{bmatrix} \\
\begin{bmatrix}
    G_D^{-1}[\frac{1}{2}1 + \frac{\partial G}{\partial m'}] \\
    0
\end{bmatrix}
\begin{bmatrix}
    H_x^+ \\
    H_y^+
\end{bmatrix}
\end{aligned}
\] (5.92)

and Eqs.(5.91) and (5.92) can be combined to give

\[
\begin{aligned}
\begin{bmatrix}
    G_D^{-1}[-\frac{1}{2}1 + \frac{\partial G}{\partial m'}] \\
    0
\end{bmatrix}
\begin{bmatrix}
    0 \\
    G_D^{-1}[-\frac{1}{2}1 + \frac{\partial G}{\partial m'}]
\end{bmatrix}
\begin{bmatrix}
    H_x^- \\
    H_y^-
\end{bmatrix} \\
\begin{bmatrix}
    G_D^{-1}[\frac{1}{2}1 + \frac{\partial G}{\partial m'}] \\
    0
\end{bmatrix}
\begin{bmatrix}
    H_x^+ \\
    H_y^+
\end{bmatrix}
\end{aligned}
\] (5.93)

which is the equivalent of Eq.(5.61) for the scalar case. We bring all the terms of Eq.(5.93) into the left hand side, and multiply by \(G\) to give

\[
\begin{align*}
\left\{ \begin{bmatrix}
    G_G^{-1}[-\frac{1}{2}1 + \frac{\partial G}{\partial m'}] \\
    0
\end{bmatrix}
\begin{bmatrix}
    0 \\
    G_G^{-1}[-\frac{1}{2}1 + \frac{\partial G}{\partial m'}]
\end{bmatrix}
\begin{bmatrix}
    H_x^- \\
    H_y^-
\end{bmatrix} \\
\begin{bmatrix}
    \frac{1}{2}1 + \frac{\partial G}{\partial m'} \\
    0
\end{bmatrix}
\begin{bmatrix}
    0 \\
    \frac{1}{2}1 + \frac{\partial G}{\partial m'}
\end{bmatrix}
\end{align*}
\] (5.94)

From Eq.(5.94), we can find the \(\beta\) value corresponding to a vacuum wavevector \(k_0\) for the scalar governing equation.

### 5.8 Summary

In this chapter, we have derived the boundary element method for any PCF structure. Both vector and scalar calculations have been presented. Moreover, the formulae have been translated into matrix expressions, where the matrix elements correspond to the elements in the boundary of each scatterer. In this form it is possible to compute all the expressions for the propagation constant
and the fields.

**Appendix A: Simplification of matrix field expressions**

In this appendix we show how to derive Eq.(5.61) form Eq.(5.60). The purpose of doing this is to remove the dependence of $G^{-1}$. We start with Eq.(5.60) by using an equivalent form with the tensor product:

$$
\left[ \begin{array}{c} \hat{n} \\ \varepsilon^{-1} \hat{s}_x \\ \varepsilon^{-1} \hat{s}_y \end{array} \right] \left\{ \left[ G^{-1} \left[ \frac{1}{2} \varepsilon^2 + \frac{\partial G}{\partial n} \right] \right] \otimes 1_2 \right\} \left[ \begin{array}{c} H^- \\ H_1^- \end{array} \right] = - \left[ \begin{array}{cc} 0 & \frac{\partial G}{\partial n} \\ \varepsilon^{-1} \hat{n} \varepsilon^{-1} \hat{s}_x & \varepsilon^{-1} \hat{n} \varepsilon^{-1} \hat{s}_y \end{array} \right] \left[ \begin{array}{c} H^- \\ H_1^- \end{array} \right]
$$

$$
\left[ \begin{array}{c} \hat{n} \\ \varepsilon_h \hat{s}_x \\ \varepsilon_h \hat{s}_y \end{array} \right] \left\{ \left[ G^{-1} \left[ \frac{1}{2} \varepsilon^2 + \frac{\partial G}{\partial n} \right] \right] \otimes 1_2 \right\} \left[ \begin{array}{c} H^+ \\ H_1^+ \end{array} \right] = - \left[ \begin{array}{cc} 0 & \frac{\partial G}{\partial n} \\ \varepsilon_h \hat{n} \varepsilon_h \hat{s}_x & \varepsilon_h \hat{n} \varepsilon_h \hat{s}_y \end{array} \right] \left[ \begin{array}{c} H^+ \\ H_1^+ \end{array} \right],
$$

(5.95)

where we indicate again that for a sample matrix $A$, the form of $\left[ \begin{array}{c} A \\ 0 \\ 0 \end{array} \right]$ can be simplified as $A \otimes 1_2$.

We first note that at each boundary element the unit directions $\hat{n}$ and $\hat{s}$ are related by (as shown in Fig.5.2)

$$
\hat{s}_x = -\hat{n}_y; \quad \hat{s}_y = \hat{n}_x.
$$

(5.96)

By using Eq.(5.96) and $\hat{n}_x^2 + \hat{n}_y^2 = 1$ we find the following equations

$$
\left[ \begin{array}{c} \hat{n} \\ \varepsilon^{-1} \hat{s}_x \\ \varepsilon^{-1} \hat{s}_y \end{array} \right]^{-1} = \left[ \begin{array}{c} \hat{n} \\ \varepsilon_h \hat{n}_x \\ \varepsilon_h \hat{n}_y \end{array} \right]^{-1} = \left[ \begin{array}{c} \hat{n} \\ \varepsilon_h \hat{n}_x \\ \varepsilon_h \hat{n}_y \end{array} \right] = \left[ \begin{array}{c} \hat{n} \\ \varepsilon_h \hat{n}_x \\ \varepsilon_h \hat{n}_y \end{array} \right]
$$

(5.97)
\[
\begin{bmatrix}
\hat{n}_x & -\varepsilon_h \hat{n}_y \\
\hat{n}_y & \varepsilon_h \hat{n}_x
\end{bmatrix}
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
-\varepsilon^{-1} \hat{n}_x & \varepsilon^{-1} \hat{n}_y
\end{bmatrix}
= \begin{bmatrix}
\hat{n}_x^2 + \varepsilon_h \varepsilon^{-1} \hat{n}_y^2 & \hat{n}_x \hat{n}_y - \varepsilon_h \varepsilon^{-1} \hat{n}_x \hat{n}_x \\
\hat{n}_x \hat{n}_y - \varepsilon_h \varepsilon^{-1} \hat{n}_x \hat{n}_x & \hat{n}_y^2 + \varepsilon_h \varepsilon^{-1} \hat{n}_y^2
\end{bmatrix}
\begin{bmatrix}
\hat{n}_x \hat{n}_y (1 - \varepsilon_h \varepsilon^{-1}) & \hat{n}_y \hat{n}_y (1 - \varepsilon_h \varepsilon^{-1}) \\
\hat{n}_x \hat{n}_y (1 - \varepsilon_h \varepsilon^{-1}) & \hat{n}_y \hat{n}_y (1 - \varepsilon_h \varepsilon^{-1})
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 & 1 \\
0 & 1
\end{bmatrix}
+ \begin{bmatrix}
-\hat{n}_x (1 - \varepsilon_h \varepsilon^{-1}) & \hat{n}_x \hat{n}_y (1 - \varepsilon_h \varepsilon^{-1}) \\
\hat{n}_x \hat{n}_y (1 - \varepsilon_h \varepsilon^{-1}) & -\hat{n}_x (1 - \varepsilon_h \varepsilon^{-1})
\end{bmatrix}
\begin{bmatrix}
-\hat{n}_y \hat{n}_y & \hat{n}_y \hat{n}_y \\
\hat{n}_x \hat{n}_y & \hat{n}_x \hat{n}_y
\end{bmatrix}
= \begin{bmatrix}
\hat{n}_x & -\varepsilon_h \hat{n}_y \\
\hat{n}_y & \varepsilon_h \hat{n}_x
\end{bmatrix}
\begin{bmatrix}
0 & 0 \\
\hat{n}_x \hat{n}_y & \hat{n}_x \hat{n}_y
\end{bmatrix}
= \varepsilon_h \begin{bmatrix}
-\hat{n}_x \hat{n}_y & \hat{n}_x \hat{n}_y \\
\hat{n}_x \hat{n}_y & \hat{n}_x \hat{n}_y
\end{bmatrix}
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\hat{n}_y & \hat{n}_x
\end{bmatrix}.
\tag{5.99}
\]

We note that Eqs.(5.98) and (5.99) contain the same matrix
\[
\begin{bmatrix}
-\hat{n}_y \hat{n}_y & \hat{n}_y \hat{n}_y \\
\hat{n}_x \hat{n}_y & \hat{n}_x \hat{n}_y
\end{bmatrix}.
\]

Eq.(5.95) is then simplified by multiplying by \[
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon_h^{-1} \hat{n}_x & \varepsilon_h^{-1} \hat{n}_y
\end{bmatrix}^{-1}
\] to give

\[
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon_h \hat{n}_x & \varepsilon_h \hat{n}_y
\end{bmatrix}
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon^{-1} \hat{n}_x & \varepsilon^{-1} \hat{n}_y
\end{bmatrix}
\begin{bmatrix}
G^{-1} \left[ \frac{1}{2} \right] + \frac{\partial G}{\partial m'} \right] \otimes \mathbf{1}_2 \\
H_x \\
H_y
\end{bmatrix}
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon_h \hat{n}_x & \varepsilon_h \hat{n}_y
\end{bmatrix}
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon^{-1} \hat{n}_x & \varepsilon^{-1} \hat{n}_y
\end{bmatrix}
\begin{bmatrix}
\hat{n}_x & \hat{n}_y \\
\varepsilon_h \hat{n}_x & \varepsilon_h \hat{n}_y
\end{bmatrix}
= \left\{ \begin{bmatrix}
G^{-1} \left[ \frac{1}{2} \right] + \frac{\partial G}{\partial m'} \right] \otimes \mathbf{1}_2 \\
H_x \\
H_y
\end{bmatrix}
\begin{bmatrix}
H_x \\
H_y
\end{bmatrix}
\]

where Eq.(5.97) has been used. Eq.(5.100) is then multiplied by \( G \otimes \mathbf{1}_2 \) to remove
the $G^{-1}$ terms:

$$
\left[ G \otimes 1_2 \right] \begin{bmatrix}
\hat{n}_x & -\varepsilon_h \hat{n}_y \\
\hat{n}_y & \varepsilon_h \hat{n}_x
\end{bmatrix}
\begin{bmatrix}
\frac{\hat{n}_x}{\varepsilon_{-1} \hat{n}_x} & \frac{\hat{n}_y}{\varepsilon_{-1} \hat{n}_y} \\
\frac{\hat{n}_x}{\varepsilon_{-1} \hat{n}_y} & \frac{\hat{n}_y}{\varepsilon_{-1} \hat{n}_x}
\end{bmatrix}
\left\{ \left[ G^{-1}_D \left[ -\frac{1}{2} \frac{\partial G_D}{\partial n'} \right] \otimes 1_2 \right] \left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right] \right\}
- \left[ G \otimes 1_2 \right] \begin{bmatrix}
0 & 0 \\
\frac{\hat{n}_x}{\varepsilon_{-1} \hat{n}_x} D & \frac{\hat{n}_y}{\varepsilon_{-1} \hat{n}_y} D
\end{bmatrix}
\left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right] + \left\{ \left[ \frac{1}{2} \frac{\partial G}{\partial n'} \right] \otimes 1_2 \right\}
\left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right] = 0, (5.103)
$$

where we have used (5.37) and (5.38) to equate $H^+$ and $H^-$. Eqs.(5.98) and
(5.99) are now substituted into Eq.(5.103) to give

\[
\begin{align*}
&\left\{- \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \otimes 1_2 \\
&+ [G \otimes 1_2] \left\{ \left[ \frac{1}{2} - \varepsilon_k \varepsilon^{-1} \right] \otimes 1_2 \right\} P \left\{ \left[ G^{-1}_D \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \right] \otimes 1_2 \right\} \\
&+ [G \otimes 1_2] \varepsilon_k P \left[ \begin{array}{c}
\frac{0}{-D} \\
\frac{0}{0}
\end{array} \right] \left\{ \left[ \varepsilon^{-1}_k \frac{D}{-D} - \varepsilon^{-1}_k \right] \otimes 1_2 \right\} \left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right] = 0,
\end{align*}
\]

(5.104)

where \( P \) is defined by

\[
P = \left[ \begin{array}{cc}
-\hat{n}^2 & \hat{n}_x \hat{n}_y \\
\hat{n}_x \hat{n}_y & -\hat{n}^2_e
\end{array} \right].
\]

(5.105)

Eq.(5.104) can be simplified further as

\[
\begin{align*}
&\left\{- \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \otimes 1_2 + \left[ G G^{-1}_D \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \right] \otimes 1_2 \\
&+ [G \otimes 1_2] \left\{ \left[ \frac{1}{2} - \varepsilon_k \varepsilon^{-1} \right] \otimes 1_2 \right\} P \left\{ \left[ G^{-1}_D \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \right] \otimes 1_2 \right\} \\
&+ [G \otimes 1_2] P \left[ \begin{array}{c}
0 \\
-D \\
0
\end{array} \right] \left\{ \left[ \frac{1}{2} - \varepsilon_k \varepsilon^{-1} \right] \otimes 1_2 \right\} \left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right] = 0.
\end{align*}
\]

(5.106)

By combining the third and fourth terms in the left hand side of Eq.(5.106), we obtain

\[
\begin{align*}
&\left\{- \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \otimes 1_2 + \left[ G G^{-1}_D \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \right] \otimes 1_2 \\
&+ \left\{ \left[ G \left( \frac{1}{2} - \varepsilon_k \varepsilon^{-1} \right) \right] \otimes 1_2 \right\} P \right. \\
&\left. + \left\{ \left[ G^{-1}_D \left[ \frac{1}{2} \mathbb{1} + \frac{\partial G}{\partial n'} \right] \right] \otimes 1_2 + \left[ 0 \right. \\
&\left. \left. -D \right. \\
&\left. 0 \right] \right\} \left[ \begin{array}{c}
H_x \\
H_y
\end{array} \right] = 0.
\end{align*}
\]

(5.107)

Eq.(5.107) is the final matrix expression used in determining the propagation constant.
Appendix B: Derivatives of the Green’s function

In this appendix we calculate the required derivatives of the Green’s function in the field expressions in Section 5.6. As mentioned earlier in Section 5.1, the Green’s function for Helmholtz equation is defined by (see Eq.(5.5) in Section 5.1)

\[ G(\mathbf{r}, \mathbf{r}'; K) = \frac{1}{4i} H_0^{(1)}(Kr_d), \]  

(5.108)

where \( r_d = |\mathbf{r} - \mathbf{r}'| \), and \( K \) represents \( K_j \) and \( K_b \) for the scatterers and surrounding medium respectively. We require expressions for two first-order derivatives (\( \partial G/\partial n' \), \( \partial G/\partial r_a \)), two second-order derivatives (\( \partial^2 G/\partial n'\partial r_a \), \( \partial^2 G/\partial r_a \partial r_b \)), and one third-order derivative (\( \partial^3 G/\partial n'\partial r_a \partial r_b \)), where \( r_a \) and \( r_b \) can be either \( x \) or \( y \). These derivatives with respect to \( r_a \) and \( n' \) correspond to the different variables in the Green’s function: \( \mathbf{r} \) and \( \mathbf{r}' \) respectively.

To begin, it is useful to find expressions for \( \partial r_d/\partial r_a \) and \( \partial r_d/\partial n' \). For the former we find (where sums over repeated indices are implied)

\[ \frac{\partial r_d}{\partial r_a} = \frac{\partial |\mathbf{r} - \mathbf{r}'|}{\partial r_a} = \frac{\partial (\mathbf{r} - \mathbf{r}'): (\mathbf{r} - \mathbf{r}'): \hat{r_d}}{\partial r_a} = \frac{\partial [r_i r_i' - 2r_i r_i' + r_i' r_i']^{\frac{1}{2}}}{\partial r_a} = \frac{1}{2r_d} (2r_i \delta_{ia} - 2r_i' \delta_{ia}) = \frac{(\mathbf{r} - \mathbf{r}')_a}{r_d} = \hat{n}_a \cdot \hat{r_d}, \]  

(5.109)

where \( \mathbf{r}_d = \mathbf{r} - \mathbf{r}' \) and \( \hat{n}_a \) is the unit vector in the \( a \)-direction. The subscript \( i \) represents the component in the \( x \) or \( y \) direction throughout this appendix. For the latter we find

\[ \frac{\partial r_d}{\partial n'} = \hat{n}' \cdot \nabla_{\mathbf{n}'} r_d = n_i \frac{\partial r_d}{\partial r_i} = -\hat{n}_i (\hat{r}_d)_i = -\hat{n}' \cdot \hat{r_d}. \]  

(5.110)

The two required first-order derivatives then become

\[ \frac{\partial G(\mathbf{r}, \mathbf{r}'; K)}{\partial r_a} = \frac{1}{4i} \frac{\partial H_0^{(1)}(Kr_d)}{\partial (Kr_d)} \cdot \frac{\partial (Kr_d)}{\partial r_a} = -\frac{K}{4i} H_1^{(1)}(Kr_d)\hat{n}_a \cdot \hat{r_d}, \]  

(5.111)

\[ \frac{\partial G(\mathbf{r}, \mathbf{r}'; K)}{\partial n'} = \frac{1}{4i} \frac{\partial H_0^{(1)}(Kr_d)}{\partial (Kr_d)} \cdot \frac{\partial (Kr_d)}{\partial n'} = \frac{K}{4i} H_1^{(1)}(Kr_d)\hat{n}' \cdot \hat{r_d}, \]  

(5.112)
where the following relationship is used [21]

$$\frac{dH_0^{(i)}(z)}{dz} = -H_1^{(i)}(z). \quad (5.113)$$

Before calculating the second- and third-order derivatives we first evaluate $\partial \tilde{r}_d / \partial r_a$ and $\partial \tilde{r}_d / \partial n'$. The first of these can be expressed as (using Eq.(5.109))

$$\left( \frac{\partial \tilde{r}_d}{\partial r_a} \right)_i = \frac{\partial}{\partial r_a} \left( \frac{(r_d)_i}{r_d} \right) = (r_d)_i \frac{\partial}{\partial r_a} \left( \frac{1}{r_d} \right) + \frac{1}{r_d} \frac{\partial (r_d)_i}{\partial r_a}$$

$$= -\frac{(r_d)_i}{r_d^2} \frac{\partial r_d}{\partial r_a} + \frac{1}{r_d} \delta_{ia} = -\frac{(r_d)_i}{r_d^2} \tilde{r}_a \cdot \tilde{r}_d + \frac{1}{r_d} \delta_{ia}, \quad (5.114)$$

Eq.(5.114) can be written as

$$\frac{\partial \tilde{r}_d}{\partial r_a} = -\frac{(\tilde{r}_a \cdot \tilde{r}_d)}{r_d} \tilde{r}_d + \frac{1}{r_d} \tilde{r}_a. \quad (5.115)$$

The second becomes

$$\left( \frac{\partial \tilde{r}_d}{\partial n'} \right)_i = \frac{\partial}{\partial n'} \left( \frac{(r_d)_i}{r_d} \right) = \hat{n}_j \frac{\partial}{\partial r_j} \left( \frac{(r_d)_i}{r_d} \right). \quad (5.116)$$

The derivative required here is the same as in Eq.(5.114), but with $r$ replaced by $r'$. This leads to

$$\frac{\partial \tilde{r}_d}{\partial n'} = \hat{n}_j \frac{(r_d)_i}{r_d} (\tilde{r}_d)_j - \hat{n}_j \frac{1}{r_d} \delta_{ij} \frac{(\hat{n}' \cdot \tilde{r}_d)}{r_d} \tilde{r}_d - \frac{1}{r_d} \hat{n}'. \quad (5.117)$$

The first of the required second-order derivatives becomes (from Eq.(5.112))

$$\frac{\partial^2 G(r, r'; K)}{\partial r_a \partial n'} = \frac{K}{4i} \partial [H_1^{(1)}(K r_d) (\hat{n}' \cdot \tilde{r}_d)]$$

$$= \frac{K}{4i} \left[ (\hat{n}' \cdot \tilde{r}_d) \frac{\partial H_1^{(1)}(K r_d)}{\partial (K r_d)} \frac{\partial (K r_d)}{\partial r_a} + H_1^{(1)}(K r_d) \hat{n}' \cdot \frac{\partial \tilde{r}_d}{\partial r_a} \right]. \quad (5.118)$$

By using Eqs.(5.109), (5.115) and the standard formula [21]

$$z \frac{dH_\mu^{(1)}(z)}{dz} = z H_\mu^{(1)}(z) - \mu H_\mu^{(1)}(z), \quad (5.119)$$
this becomes

\[
\frac{\partial^2 G(r, r'; K)}{\partial r_a \partial n'} = \frac{K}{4i} \left[ (\hat{n}' \cdot \hat{r}_d) \left( H_0^{(1)}(Kr_d) - \frac{H_1^{(1)}(Kr_d)}{Kr_d} \right) K(\hat{r}_a \cdot \hat{r}_d) \\
+ H_1^{(1)}(Kr_d) \left( \frac{\hat{n}' \cdot \hat{r}_a}{r_d} - \frac{(\hat{r}_a \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d)}{r_d} \right) \right]
+ \frac{K}{4i} \left[ K(\hat{n}' \cdot \hat{r}_d)(\hat{r}_a \cdot \hat{r}_d) H_0^{(1)}(Kr_d) \\
+ \left( \frac{\hat{n}' \cdot \hat{r}_a}{r_d} - \frac{2(\hat{r}_a \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d)}{r_d} \right) H_1^{(1)}(Kr_d) \right].
\]

(5.120)

The other second-order derivative is obtained in a similar way by differentiation of Eq.(5.111)

\[
\frac{\partial^2 G(r, r'; K)}{\partial r_a \partial r_b} = -\frac{K}{4i} \frac{\partial [H_1^{(1)}(Kr_d)(\hat{r}_a \cdot \hat{r}_d)]}{\partial r_b}
= -\frac{K}{4i} \left[ (\hat{r}_a \cdot \hat{r}_d) \left( \frac{\partial H_1^{(1)}(Kr_d)}{\partial (Kr_d)} \frac{\partial (Kr_d)}{\partial r_b} \right) + H_1^{(1)}(Kr_d) \hat{r}_a \cdot \frac{\partial \hat{r}_d}{\partial r_b} \right]
= -\frac{K}{4i} \left[ (\hat{r}_a \cdot \hat{r}_d) \left( H_0^{(1)}(Kr_d) - \frac{H_1^{(1)}(Kr_d)}{Kr_d} \right) K(\hat{r}_b \cdot \hat{r}_d) \\
+ H_1^{(1)}(Kr_d) \left( \frac{\delta_{ab}}{r_d} - \frac{(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d)}{r_d} \right) \right]
= -\frac{K}{4i} \left[ K(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d) H_0^{(1)}(Kr_d) \\
+ \left( \frac{\delta_{ab}}{r_d} - \frac{2(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d)}{r_d} \right) H_1^{(1)}(Kr_d) \right].
\]

(5.121)

Finally, we turn to the third derivative, which is obtained by differentiation of Eq.(5.121) with respect to \( n' \). By making use of Eqs.(5.110), (5.113), (5.117) and
(5.119) we find
\[
\frac{\partial^3 G(r, r'; K)}{\partial r_a \partial r_b \partial n'} = -\frac{K}{4i} \left\{ K(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d) \frac{\partial H_0^{(1)}(Kr_d)}{\partial (Kr_d)} \frac{\partial (Kr_d)}{\partial n'} + K(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d) H_0^{(1)}(Kr_d) \right. \\
\left. + \delta_{ab} K \left[ \frac{\partial}{\partial (Kr_d)} \left( \frac{H_1^{(1)}(Kr_d)}{(Kr_d)} \right) \right] \frac{\partial (Kr_d)}{\partial n'} - 2K(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d) \frac{\partial}{\partial (Kr_d)} \left( \frac{H_1^{(1)}(Kr_d)}{(Kr_d)} \right) \right] \frac{\partial (Kr_d)}{\partial n'} \right. \\
\left. - 2 \frac{\partial (\hat{r}_a \cdot \hat{r}_d)}{r_d} (\hat{r}_b \cdot \frac{\partial \hat{r}_d}{\partial n'}) H_1^{(1)}(Kr_d) - 2 \left( \hat{r}_a \cdot \frac{\partial \hat{r}_d}{\partial n'} \right) \frac{H_1^{(1)}(Kr_d)}{r_d} \right\}. \tag{5.122}
\]
To simplify this we note that
\[
\frac{d}{dz} \left( H_1^{(1)}(z) \right) = \frac{z H_1^{(1)}(z) - H_0^{(1)}(z)}{z^2} = \frac{z H_1^{(1)}(z) - 2 H_1^{(1)}(z)}{z^2}. \tag{5.123}
\]
Eq.(5.122) then becomes
\[
\frac{\partial^3 G(r, r'; K)}{\partial r_a \partial r_b \partial n'} = -\frac{K}{4i} \left\{ K^2(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d) H_1^{(1)}(Kr_d) \\
+ K(\hat{r}_a \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d) \frac{H_0^{(1)}(Kr_d)}{r_d} - K(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{n}') \frac{H_0^{(1)}(Kr_d)}{r_d} \\
+ K(\hat{r}_a \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d) \frac{H_0^{(1)}(Kr_d)}{Kr_d} - K(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{n}') \frac{H_0^{(1)}(Kr_d)}{r_d} \\
- \delta_{ab} K^2(\hat{n}' \cdot \hat{r}_d) \frac{H_0^{(1)}(Kr_d)}{Kr_d} + \delta_{ab} 2K^2(\hat{n}' \cdot \hat{r}_d) \frac{H_1^{(1)}(Kr_d)}{K^2 r_d^2} \\
+ 2K^2(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d) \frac{H_0^{(1)}(Kr_d)}{Kr_d} - 4K^2(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d) \frac{H_1^{(1)}(Kr_d)}{K^2 r_d^2} \\
- \frac{2(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d)}{r_d^2} H_1^{(1)}(Kr_d) + \frac{2(\hat{r}_a \cdot \hat{r}_d)(\hat{r}_b \cdot \hat{n}')}{r_d^2} H_1^{(1)}(Kr_d) \\
- \frac{2(\hat{r}_a \cdot \hat{r}_d)(\hat{n}' \cdot \hat{r}_d)}{r_d^2} H_1^{(1)}(Kr_d) + \frac{2(\hat{r}_a \cdot \hat{n}')}{r_d^2} \frac{H_1^{(1)}(Kr_d)}{r_d^2} \right\}. \tag{5.124}
\]
By collecting similar terms we can simplify this to give:

\[
\frac{\partial^3 G(r, r'; K)}{\partial r_a \partial r_b \partial n'} = -\frac{K}{4i} \left\{ K^2 (\hat{r}_a \cdot \hat{r}_d) (\hat{r}_b \cdot \hat{r}_d) (\hat{n'} \cdot \hat{r}_d) H_1^{(1)} (Kr_d) \\
+ K^2 \left[ 4 (\hat{r}_a \cdot \hat{r}_d) (\hat{r}_b \cdot \hat{r}_d) (\hat{n'} \cdot \hat{r}_d) - (\hat{r}_a \cdot \hat{r}_d) (\hat{r}_b \cdot \hat{n'}) \\
- (\hat{r}_a \cdot \hat{n'}) (\hat{r}_b \cdot \hat{r}_d) - \delta_{ab} (\hat{n'} \cdot \hat{r}_d) \right] \frac{H_0^{(1)} (Kr_d)}{(Kr_d)} \\
- K^2 \left[ 8 (\hat{r}_a \cdot \hat{r}_d) (\hat{r}_b \cdot \hat{r}_d) (\hat{n'} \cdot \hat{r}_d) - 2 (\hat{r}_a \cdot \hat{r}_d) (\hat{r}_b \cdot \hat{n'}) \\
- 2 (\hat{r}_a \cdot \hat{n'}) (\hat{r}_b \cdot \hat{r}_d) - 2 \delta_{ab} (\hat{n'} \cdot \hat{r}_d) \right] \frac{H_0^{(1)} (Kr_d)}{K^2 r_d^2} \right\}.
\]

(5.125)

The full set of derivatives for the Green’s function are given by Eqs.(5.111) and (5.112) for the first-order, Eqs.(5.120) and (5.121) for the second-order, and Eq.(5.125) for the third-order. All of those expressions are straightforward to compute.
Chapter 6

Application of Boundary Element Method in Rectangular PCFs

The previous chapter contained a derivation of the boundary element method for an arbitrary PCF transverse structure. In this chapter, the boundary element method will be applied to calculate the guidance properties of our model structures, rectangular hollow-core PCFs. The ideal structure with high-index intersections is calculated using scalar governing equations. As we will see in Chapters 7 and 8, this ideal structure combined with scalar governing equations has analytic solutions, thus the boundary element calculations are different from this analytic solution only due to the finite cladding structure. The real structure governed by vector wave equations is also investigated. This calculation corresponds to a more realistic guidance characteristic.

In Section 6.1 we present the parameters of our model structures. The modelling processes are described in Section 6.2, which involve the input files, program structure, and the root finding process. In Section 6.3, a simple example is used to check the accuracy of the boundary element method by comparing with an analytic solution. Sections 6.4 and 6.5 describe the convergence testing and discuss the efficiency of the method in terms of the required memory and CPU time. Section 6.6 presents the results for rectangular hollow-core PCFs, where both propagation constant and field profiles are obtained and discussed. The conclusion is given in Section 6.7.
6.1 Structural details

The model PCF structures have been presented in Section 4.4: square air holes are enclosed by orthogonal glass strips in the cladding, which has a limited area. Here it is useful to emphasise again the difference of the fibre structure between the two types of rectangular PCFs in our modelling: the ideal structure has a high-index interaction of glass strips (refractive index is $\sqrt{2n_g^2 - n_a^2}$, where $n_g$ and $n_a$ are refractive indices of the glass and air); the refractive index of the intersections in the real structure is same as the glass (i.e. $n_g$). In our simulations, the ideal and real model structures are solved by using scalar and vector governing equations, respectively.

![Figure 6.1: The transverse planes of our model rectangular PCFs. The left and middle figures are the $5 \times 5$ ideal and $5 \times 5$ real structures, which contains 25 air holes, and the right figure is the $7 \times 7$ real structure. The different colours display different values of the refractive indices: white is air, gray is glass, and black is high-index intersections.](image)

Fig.6.1 shows three models of rectangular PCFs, which have an odd number of air holes in each direction in the cross-sectional plane and the central defect is in the middle of the whole structure. Figures (a) and (b) are ideal and real structures. They are identical except for the different value of the refractive index in the intersections of the strips. There are 25 air holes in each case, therefore we call them ‘$5 \times 5$ ideal’ and ‘$5 \times 5$ real’ structures for simplification. In order to analyse the effect of the cladding on the guidance properties, a larger cladding structure, which is called the ‘$7 \times 7$ real’ structure, is also presented in Fig.6.1 (c). In all the structures, the central defect is formed in the way as discussed in Section 4.4; the four strips enclosing the central air hole are moved outwards by the same distance.
The structural parameters are defined as follows. The refractive indices for the air holes $n_a$ and glass strips $n_g$ are 1.0 and 1.5 respectively. The ratio of the thickness of the glass strips to the pitch $d/\Lambda$ is 0.05, where $\Lambda$ is the original periodicity of the structure. The central defect is created by moving four strips by a distance of 0.125A. The air-filling fraction of our model structures is 0.9025, which lies between those reported for Kagome and square-lattice weak interaction guidance PCFs.

In the application of the boundary element method, the cross-sectional plane of PCFs is treated as a set of scatterers surrounded by a medium. This requires that, in our modelling, the scatterers are selected as the ‘air holes’ and ‘high-index intersections’ for the ideal model structure, and ‘air holes’ for the real model. The surrounding medium consists of the glass strips and the region outside the periodic cladding, which is formed from the same material as the strips.

6.2 Modelling processes

6.2.1 Input setting

The boundary element calculation begins from reading an input file, which contains the parameters of the structure (e.g. Rectangular, Circular) and the output settings. For rectangular hollow-core PCFs, the input information consists of the position of the scatterers, their sizes, the number of elements on each side of the rectangular scatterers, and the refractive indices of each region. The output settings are the search region for the propagation constant; field plots for selected modes can also be chosen.

6.2.2 Program structure

The program operates in two main parts: constructing the matrix given by Eq.(5.61) or (5.94) and solving the matrix. Construction of the matrix is performed by ‘private’ and ‘public’ subroutines. The ‘private’ subroutine is written based on the particular structure, and produces information about the location and length of each boundary element and the $x$ and $y$ components of their normal and tangent unit vectors. The ‘public’ subroutines are the general programs to apply the boundary element method, which are based on the whole derivation in
Chapter 5. After obtaining a set of eigenvalues, the corresponding magnetic and electric fields can be plotted.

### 6.2.3 Root finding process

Two different methods are used to determine the $\beta$ values that satisfy Eq.(5.61) or (5.94). One is to find the lowest absolute value of the determinant of the matrix. Both the fundamental guided mode and cladding modes correspond to zero eigenvalues, which make the determinant also approach zero, as discussed in Section 5.5. The other method is to trace the absolute value of the eigenvalue of a particular mode until it approaches zero. To differentiate the types of modes, we can look at plots of the fields. For example, for the fundamental guided mode, the key characteristic is that the magnetic field is localised in the central defect. This mode can therefore be identified by finding the largest value of $H_x$ or $H_y$ in the centre of the whole structure. This enables us to trace the variation of the eigenvalues of the selected guided modes, and to efficiently find their exact $\beta$ values.

Our calculation proceeds by first searching the real $\beta$ value based on an estimated imaginary $\beta$ value. The selected real $\beta$ value corresponds to the smallest absolute value of the eigenvalue for the selected modes. We then search the imaginary part of $\beta$ using the real part from the first step to find a lower absolute value for the eigenvalue. This search is repeated with the alternation of the real and imaginary parts of $\beta$ until the absolute value of the eigenvalue is very close to zero. In each step of searching for $\beta$ we calculate the eigenvalues at a set of $\beta$ values (typically about 30) and use interpolation to obtain successively more accurate values.

### 6.3 Circular fibre example

To check our codes we can perform calculations on simple structures for which analytic solutions exist. Here we choose to analyse a circular fibre [21]. For this single isolated rod in a surrounding medium, the wavefunctions can be expressed in terms of Bessel functions $J$ and $K$ together with an angular part. The propagation constants can be determined from the equations [21]

$$\frac{J_1(U)}{UJ_0(U)} + \frac{K_1(W)}{WK_0(W)} = 0$$

(6.1)
\[
\frac{n_{co}^2 J_1(U)}{U J_0(U)} + \frac{n_{cl}^2 K_1(W)}{W K_0(W)} = 0 \quad (6.2)
\]

\[
\left\{ \frac{J'_\nu(U)}{U J_\nu(U)} + \frac{K'_\nu(W)}{W K_\nu(W)} \right\} \left\{ \frac{J'_\nu(U)}{U J_\nu(U)} + \frac{n_{cl}^2 K'_\nu(W)}{W K_\nu(W)} \right\} = \left( \frac{\nu \beta}{k_0 n_{co}} \right)^2 \left( \frac{V}{U W} \right)^4, \quad (6.3)
\]

where \( n_{co} \) and \( n_{cl} \) are the refractive indices of the rod and the surrounding medium, \( J_\nu \) and \( K_\nu \) are \( \nu \)th order Bessel functions, and \( U, W \) and \( V \) are defined as

\[
U = \left[ (k_0 \rho)^2 n_{co}^2 - (\beta \rho)^2 \right]^{1/2} \quad (6.4)
\]

\[
W = \left[ (\beta \rho)^2 - (k_0 \rho)^2 n_{cl}^2 \right]^{1/2} \quad (6.5)
\]

\[
V = (k_0 \rho) \left( n_{co}^2 - n_{cl}^2 \right)^{1/2}, \quad (6.6)
\]

where \( \rho \) is the radius of the rod, \( k_0 \rho \) and \( \beta \rho \) are the normalised wavevector and propagation constant. Eqs.(6.1), (6.2) and (6.3) correspond to TE, TM and HE (EH) modes. Their magnetic and electric fields can be calculated by using the \( \beta \rho \) values determined from Eq.(6.1) to Eq.(6.3). For example, the azimuthal component of the magnetic field for the TM mode is given by

\[
h_\phi = \begin{cases} 
\frac{2 \alpha}{\rho_0} \left( \frac{k_0 n_{co}}{\beta} \right)^{1/2} \frac{J_1(U R)}{J_0(U R)} & \text{for the core} \quad (R \leq 1), \\
\frac{2 \alpha}{\rho_0} \left( \frac{k_0 n_{co}}{\beta} \right)^{1/2} \frac{K_1(W R)}{K_0(W R)} & \text{for the cladding} \quad (R > 1), 
\end{cases} \quad (6.7)
\]

where the dimensionless variable \( R = r/\rho \) and \( r \) is the distance between a selected point and the origin.

In the vector boundary element calculation we put \( n_{co} = 1.45, n_{cl} = 1.0, k_0 \rho = 3.242934 \). The boundary of the rod is evenly divided into 128 elements, and the search region for \( \beta \rho \) varies from 3.4 to 4.4. The logarithm of the determinant is shown by green curve in Fig.6.2. There are four values of \( \beta \rho \) for which the determinant approaches zero. These solutions for \( \beta \rho \) in the boundary element method have been checked against the analytic result by using Eqs.(6.1) to (6.3) (as shown by the red arrows in Fig.6.2).

Based on the calculated values of \( \beta \rho \), we have compared the transverse magnetic fields along a chosen angle of \( \phi = \pi/3 \). For the TM mode with \( \beta \rho = 3.5927 \), \( H_x \) and \( H_y \) are shown in Fig.6.3. Both in the central defect and cladding areas, the boundary element results (as shown by red dots in Fig.6.3) perfectly match with the analytic solutions (as shown by green lines in Fig.6.3). The whole field plots
Figure 6.2: Comparison of the analytic and boundary element method. The solutions for $\beta \rho$ are 3.5621 (HE/EH mode), 3.5927 (TM mode), 3.7388 (TE mode) and 4.2691 (HE/EH mode), which are calculated by finding the minimum of the determinant in the boundary element method (the green curve) and confirmed by analytic calculation (the red straight lines).

Figure 6.3: Transverse magnetic fields for $\beta = 3.5927$ (TM mode) in the circular fibre. The left and right figures are magnetic fields $H_x$ and $H_y$ along a line with the angle of $\phi = \pi/3$. The analytic results (the lines) are consistent with the boundary element method calculation (the dots). The whole field profiles are shown in the inner figures.
given by these two methods are the same and are shown in the inner figures in Fig.6.3.

6.4 Convergence tests

In the application of the boundary element method, the issues involved in the accuracy of calculations are the precision of the integrals and the number of the elements used for each scatterer. The precision contains two parts: one is the principal value of integrals \( P \) in Eqs.(5.15) and (5.16), where we have to choose a finite distance to avoid infinities in the integrand; the other is the numerical accuracy of the integrals of the Green’s functions and their derivatives in Eqs.(5.27), (5.28), (5.33), and (5.34). The tolerances should be small enough to enable us to obtain accurate values, especially for the small imaginary part of \( \beta \). A choice of less than \( 10^{-8} \) for the limit of the principal value integrals and \( 10^{-6} \) for the tolerance of the integrals of the Green’s functions have been found to be satisfactory for most calculations. In order to ensure the high precision results, \( 10^{-12} \) and \( 10^{-10} \) are used as the tolerances in the following calculations.

The number of elements in the boundary of each scatterer should be large enough to ensure that both the real and imaginary parts of \( \beta \) are well converged. We performed calculations for the \( 5 \times 5 \) real structure using the vector governing equations and with 80, 100, 120 and 140 elements for each scatterer, where each of the four sides of each air hole has the same number of elements. The real and imaginary parts of \( \beta/k_0 \) for the fundamental air-guided mode are plotted over a range of \( k_0 \lambda \) from 20 to 40 in Figs.6.4 and 6.5, respectively.

In Fig.6.4, our simulation shows that the real part of \( \beta/k_0 \) is converged well from 80 to 140 elements for each scatterer. For example, the values for 80 and 100 elements are the same as for 140 elements to 4 decimal places; those for 120 elements are the same as 140 elements to 5 decimal places. The convergence of imaginary part of \( \beta/k_0 \) is shown in Fig.6.5. The value of \( \text{Im}(\beta/k_0) \) is fairly small (less than \( 2 \times 10^{-5} \)) in this region and has a relatively big convergence error compared to the real part. The maximum relative errors for 100 and 120 elements are 19 and 8 percent compared to the results for 140 elements.

Based on these calculations, a standard value of 120 elements for each scatterer is chosen for the modelling of our model structures. We expect the real part of \( \beta/k_0 \)
Figure 6.4: Convergence check for the real part of $\beta$ for the vector governing equations. The $5 \times 5$ real rectangular PCF structure is shown in the inset.

Figure 6.5: Convergence check for the imaginary part of $\beta$ for the vector governing equations.
to be accurate up to 5 decimal places and the relative error for the imaginary part of $\beta/k_0$ to be of order 10%. Though this choice is determined by using the $5 \times 5$ real structure, it should be valid for other sizes of structures (e.g. $7 \times 7$ real structure) for the same range of frequency because we would expect convergence to be determined by the properties of the scatterers. However, for calculations at higher frequencies, the required number of elements will increase to obtain the same accuracy.

### 6.5 Computational efficiency

The matrix from which the $\beta$ solution is found has been given in Eq.(5.61) in Section 5.5 for the vector governing equations. This enables us to estimate the required computer memory, where we assume that all the data is stored in the memory for optimised running speed. From the discussion in Section 5.5, if the number of elements for the $j^{th}$ scatterer is $Q_j$, the size of final matrix $A$ is $4n_{tot}^2$, where $n_{tot}$ is $\sum_j Q_j$. In the construction of this matrix, the other involved matrices are $\frac{\partial G}{\partial \theta}$, $\frac{\partial G^{(1)}}{\partial \theta'}$, $G^{-1}$, $\frac{\partial G}{\partial \eta'}$, $-\frac{1}{2} + \frac{\partial G}{\partial \eta'}$ and their sizes are all $n_{tot}^2$. Thus the total amount is about $11n_{tot}^2$.

Each datum is complex corresponding to the complex $\beta$ value, and must be double precision for accurate results. Therefore, the required computer memory can be estimated, as shown in Fig.6.6 for $5 \times 5$ real and $7 \times 7$ real structures. From the discussion in the last section, when the number of elements for each scatterer is chosen as 120, the required memory for the $5 \times 5$ real and $7 \times 7$ real structures are 1.58 and 6.09 Gigabytes respectively for the calculation of complex $\beta$. A powerful computer is needed in the larger calculation, and in our simulation the 64-bit computing cluster at the University of Bath is used, for which the maximum memory is 16 Gigabytes for each job.

Both the precision of integrals and number of boundary elements may affect the efficiency of calculations. It has been found that the improvement of the precision does not affect the CPU time very much, but an increment of the number of boundary elements will significantly increase the computational effort. We used the same computer to compare the CPU time for different number of elements for the $7 \times 7$ real structure. The total time to calculate one value of $\beta$ is about 8.1 and 14.9 hours for 100 and 120 elements to obtain the real $\beta$, and 18.3 and 29.8 hours for 120 and 140 elements to obtain the complex $\beta$. As for a frequency, about 30 times of this calculation are performed in our simulation to give the
Figure 6.6: The dependence of the required computer memory for different sizes of structure on the number of boundary elements.

accurate $\beta$ value.

In the next section, we present calculations for our model structures using a standard number of 120 elements for each air hole scatterer. For the high-index intersections in the ideal model structure, the number of elements is chosen as 20; this is sufficient because of the very small area of the intersections compared to the air holes.

6.6 Results and discussions

We start by restating the three model structures to be investigated: the $5 \times 5$ ideal structure, $5 \times 5$ real structure and $7 \times 7$ real structure. The comparison of the $5 \times 5$ ideal and $5 \times 5$ real structures allows the analysis of the difference between perfect guidance (i.e. the analytic solution) and a realistic case; and by comparing the $5 \times 5$ real and $7 \times 7$ real structures, the effect of the cladding on the guidance mechanism can be investigated.

Based on the structural parameters discussed in Section 6.1, the propagation constants for the $5 \times 5$ ideal and $5 \times 5$ real model structures are shown in Figures 6.7 and 6.8. Fig.6.7 shows the real part of the effective indices of the fundamental guided modes in a selected region of normalised frequency. Scalar and vector
Figure 6.7: Variation of the real part of the effective index $\beta/k_0$ with the normalised frequency $k_0\Lambda$. The red and green points are for $5 \times 5$ ideal and real structures, which are governed by scalar and vector wave equations, respectively. The difference between the real and ideal case is shown in the inner figure.

Figure 6.8: Variation of the imaginary part of the effective index $\beta/k_0$ with normalised frequency $k_0\Lambda$. 
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codes are used to calculate $5 \times 5$ ideal and $5 \times 5$ real structures respectively. It can be seen that the effective indices of the fundamental guided modes match closely. The exact value of the difference for the effective indices between the ideal and real cases, $\Delta \left[ \text{Re}(\beta)/k_0 \right]$, is shown in the inset of Fig. 6.7. It shows their difference is less than $3 \times 10^{-4}$ over the selected range of $k_0\Lambda$ from 25 to 56. The maximum value of $\Delta \left[ \text{Re}(\beta)/k_0 \right] = 2.5 \times 10^{-4}$ appears when $k_0\Lambda = 52$, and for the frequencies away from that, the difference roughly decreases monotonously. This indicates that the ideal scalar model may provide a useful starting point for analysis of guidance in more realistic structures. The features observed at $k_0\Lambda \sim 58$ is due to a transverse resonance of the modes in the glass struts. A similar feature is seen for $k_0\Lambda \sim 140$ in Fig. 4.2 (c) for the hexagonal Kagome PCF. It will be discussed in more detail in Chapter 11.

Fig. 6.8 compares the normalised frequency dependence of the imaginary part of $\beta/k_0$ for the scalar and vector cases in $5 \times 5$ ideal and $5 \times 5$ real structures. In both cases the loss drops rapidly with $k_0\Lambda$. We also find that the confinement loss for the real case is more than one magnitude larger than for the scalar case. Moreover, the imaginary part of the propagation constant for the real structure fluctuates more rapidly than for the ideal structure. The difference is caused by the perturbations in the real structure breaking the exponential localisation of the ideal case, as will be discussed in Chapters 9 and 10.

Figure 6.9: Plots of the magnetic field for fundamental guided modes in the $5 \times 5$ real structure. The left is for $k_0\Lambda = 25.0$, $\beta\Lambda= (24.7218, 0.00021)$, where the guided mode is confined well. The right is for $k_0\Lambda = 26.0$, $\beta\Lambda= (25.7351, 0.00028)$, where the fundamental mode is spreading compared to the left plot.

For some points (e.g. $k_0\Lambda = 26$), the value of the imaginary part of $\beta$ for the
vector case is larger than for nearby frequencies. This corresponds to a frequency
where the modes are not ‘clean’ guided modes. Our simulations show that other
modes appear and interact; this is similar to the surface crossings described in
Chapter 4. Fig.6.9 shows the transverse magnetic fields for the fundamental
guided modes in the 5×5 real structure. By comparing the magnitude of the fields
in the central hole and cladding, we find that when \( k_0 \Lambda = 26 \), the fundamental
mode is not so well localised and interacts more with the cladding.

We have also investigated the effects of different amounts of the cladding struc-
ture. For the real structure governed by vector wave equations, the propagation
constants for 5 × 5 and 7 × 7 rectangular hollow-core PCFs are plotted in Figs
6.10 and 6.11. The real parts of \( \beta \) for the 5 × 5 and 7 × 7 structures are very
closely matched, up to 5 decimal places. However, for 7 × 7 real structure, the
imaginary part of \( \beta \) is several times lower than for the 5 × 5 real structure (see
Fig.6.11). This indicates that the confinement loss depends significantly on the
size of cladding within three concentric square glass layers around the central air
hole. An interesting feature of Fig.6.11 is that the relative high loss regions exist
at the same frequencies for the two structures (e.g. when \( k_0 \Lambda = 26 \)), where the
mode interaction is strong for both of them.

![Graph](image)

**Figure 6.10:** Variation of the real part of the effective index \( \beta/k_0 \) for fundamental
guided mode with normalised frequency for different sizes of cladding structure.
The results are calculated based on the real model structure and the vector gov-
erning equation.
6.7 Conclusions

We have presented calculations for rectangular hollow-core PCFs using the boundary element method. The particular model structures and operation of the program have been given and a circular fibre structure used to verify the accuracy of the calculations. The convergence and efficiency of the calculations has also been discussed. When calculating the model structures, a suitable choice of the number of elements for each scatterer should be made, taking into account both the required accuracy and a reasonable amount of computer memory and CPU time.

In our calculation, the propagation constants for $5 \times 5$ ideal and real model structures are compared. The difference of the real part of the effective index is at about the $10^{-4}$ level for normalised frequency varying from 19 to 56, and the imaginary part for the ideal model is more than one magnitude lower than for the real one. This shows that the perturbation of the modes plays the main role in the confinement loss. For a small size of cladding (e.g. $5 \times 5$ and $7 \times 7$ cells in our model structures), there exists a strong dependence of the confinement loss on the thickness of the cladding in rectangular hollow-core PCFs. However, the influence on the real part of the effective index is very small, of the order of $10^{-5}$ for $\beta\Lambda$ in the selected region of frequencies. It was also found that at some frequencies the confinement loss is more significant (e.g. $k_0\Lambda = 26$ in our model) regardless of the size of the cladding, and plots of the magnetic fields show that the interaction of the modes is strengthened.
Chapter 7

Analytic methods for the ideal model structure

The previous two chapters discussed the derivation and application of boundary element methods in the model PCF structures. In this chapter, we will demonstrate an analytic method to calculate the guidance for the ideal model.

The ideal model structure is an important part in understanding the guidance. First, as will be shown below, it can be solved exactly by using the scalar governing equation (i.e. Helmholtz equation), where the solution is separated into two independent one-dimensional expressions. The analytic results provide many benefits for the analysis of guidance, which has been discussed in Section 2.2 in Chapter 2. Second, the ideal model structure has perfect guided modes and exhibits an ideal confinement for this type of PCF. Third, the real structure can be analysed using perturbation theory to see how the difference from the ideal structure affects the guidance properties.

In the following sections of this chapter, analytic solutions for the ideal structure will be derived for both an infinite cladding and a supercell geometry. This work is based on the notes and codes completed by Professor Tim Birks and Dr. Greg Pearce. As a further development, we present an analytic method to determine the complete mode structure over a range of normalised frequencies in a supercell geometry.
This chapter is organised as follows: In Section 7.1, the scalar governing equations are separated along the orthogonal directions in the transverse plane. A set of new variables relating to the wave frequency and dielectric constant are established for the convenience of analysis. Expressions for the fields are developed in Section 7.2, where the transfer matrix is introduced to connect the neighbouring layers with different refractive indices. This transfer matrix will be widely employed in our analytic solutions. Section 7.3 gives the derivation of the field expressions for the periodic structure, where the fields satisfy Bloch’s theorem. From this, we can find the photonic band structure. Sections 7.4 and 7.5 discuss the application to the model PCF structures with a central defect in either an infinite cladding or a supercell geometry. The method used to construct the whole mode map for a range of frequencies in the supercell structure is described in Section 7.6. Section 7.7 is the summary.

7.1 Separation of the governing equation

Due to the similar forms of the scalar electric and magnetic governing equations, we focus on the magnetic field in our derivations. As shown in Eq. (2.19), the scalar magnetic wave equation for the ideal structure is

$$[
\nabla_t^2 + n^2(x, y)k_0^2 - \beta^2] h_t = 0, \tag{7.1}
$$

where $k_0$ and $\beta$ are the wavenumber and propagation constant, and the scalar expression $h_t$ can be either $x$ or $y$ polarised. As discussed previously, the ideal model has identical arrangements for the dielectric constant $n^2(x, y)$ along both $x$ and $y$ directions in the transverse plane. This characteristic means that $n^2(x, y)$ can be separated as

$$n^2(x, y) = n_a^2 + \Delta n_x^2 + \Delta n_y^2, \tag{7.2}$$

where $n_a^2$ is the dielectric constant for the air holes, and $\Delta n_x^2$ and $\Delta n_y^2$ are the differences of the dielectric constants between the glass strips and air holes along the $x$ and $y$ directions respectively. By defining refractive index for the glass strips as $n_g$, we have

$$\Delta n_x^2 = \Delta n_y^2 = \begin{cases} n_g^2 - n_a^2 & \text{for the glass strips} \\ 0 & \text{for the air holes}. \end{cases} \tag{7.3}$$
In the boundary element calculations of Section 6.1, the refractive index for the high-index intersections was chosen to be $\sqrt{2n_g^2 - n_a^2}$. This can now be explained. Based on Eq.(7.3), we know that at the intersections of the strips the total dielectric constant contains three parts: the dielectric constant of the air holes is $n_a^2$, and the difference between the strips and air holes along both $x$ and $y$ directions is $(n_g^2 - n_a^2)$. The sum in Eq.(7.2) therefore gives $(2n_g^2 - n_a^2)$. Thus, the dielectric constant $n^2$ in the ideal model structure has three different values

$$n^2 = \begin{cases} 
  n_a^2 & \text{for the air holes} \\
  n_g^2 & \text{for the glass strips} \\
  2n_g^2 - n_a^2 & \text{for the high-index intersections.}
\end{cases}$$

(7.4)

Because of the separable nature of the dielectric constant, the solutions of Eq.(7.1) can be written in the form

$$h(x, y) = X(x)Y(y).$$

(7.5)

By substituting Eqs.(7.2) and (7.5) into Eq.(7.1), we find

$$\frac{\partial^2 X(x)}{\partial x^2}Y(y) + \frac{\partial^2 Y(y)}{\partial y^2}X(x) + k_0^2 n_a^2 X(x) Y(y) + k_0^2 \Delta n_x^2 X(x) Y(y)$$

$$+ k_0^2 \Delta n_y^2(y) X(x) Y(y) - \beta^2 X(x) Y(y) = 0,$$

(7.6)

and by dividing by $X(x)Y(y)$, Eq.(7.6) can be separated into

$$\frac{d^2 X(x)}{dx^2} + p_x^2(x) X(x) = 0$$

(7.7)

and

$$\frac{d^2 Y(y)}{dy^2} + p_y^2(y) Y(y) = 0,$$

(7.8)

where $p_x^2(x)$ and $p_y^2(y)$ are defined as

$$p_x^2(x) = k_0^2 n_a^2 + k_0^2 \Delta n_x^2(x) - \beta^2 - \alpha$$

(7.9)

$$p_y^2(y) = k_0^2 \Delta n_y^2(y) + \alpha.$$  

(7.10)

Here the new variable $\alpha$ is the separation constant which couples the governing equations in the two different directions.
For convenience, we now rewrite Eqs. (7.9) and (7.10) in dimensionless forms. The definition of \( p_i^2 \) and \( p_y^2 \) shows that they have different values in different regions, so we can use \( p_{i_g}^2 \) and \( p_{a_g}^2 \) to express the value in the glass strips and air holes respectively, where \( i \) denotes \( x \) or \( y \). In the high-index intersections, we define \( p_g^2 \) as the sum of the two components and write

\[
P_g^2 = p_{xg}^2 + p_{yg}^2 = \kappa_0^2(2n_g^2 - n_a^2) - \beta^2 = K_T^2.
\]  

(7.11)

\( K_T \) can be interpreted as the magnitude of the transverse wavevector in the high-index intersections. It can be seen that the separation constant \( \alpha \) in Eqs. (7.9) and (7.10) describes how the 'available' wavevector is divided into \( x \) and \( y \) components. We can introduce trigonometric functions to replace \( \alpha \) and express the transverse components of the wavevector in the glass strips as

\[
p_{xg} = K_T \cos \theta
\]

(7.12)

\[
p_{yg} = K_T \sin \theta.
\]

(7.13)

With this notation, the transverse wavevectors in the glass strips and air holes along the \( x \) and \( y \) directions can be written in the forms

\[
p_{xg}^2 = \left[ \kappa_0^2(2n_g^2 - n_a^2) - \beta^2 \right] \cos^2 \theta
\]

(7.14)

\[
p_{yg}^2 = \left[ \kappa_0^2(2n_g^2 - n_a^2) - \beta^2 \right] \sin^2 \theta
\]

(7.15)

\[
p_{xa}^2 = \left[ \kappa_0^2(2n_g^2 - n_a^2) - \beta^2 \right] \cos^2 \theta - \kappa_0^2(n_g^2 - n_a^2)
\]

(7.16)

\[
p_{ya}^2 = \left[ \kappa_0^2(2n_g^2 - n_a^2) - \beta^2 \right] \sin^2 \theta - \kappa_0^2(n_g^2 - n_a^2).
\]

(7.17)

An alternative variable \( C = \cos(2\theta) \) can be used to describe the magnitude of \( K_T \) in the \( x \) and \( y \) directions as

\[
C = \begin{cases} 
-1 & \text{when } \theta = \pm \pi/2; K_T \text{ along } \pm y \\
0 & \text{when } \theta = \pm \pi/4, \pm 3\pi/4; K_T \text{ at } \pm \pi/4, \pm 3\pi/4 \\
1 & \text{when } \theta = 0, \pi; K_T \text{ along } \pm x.
\end{cases}
\]

(7.18)

By using \( C \) to replace \( \theta \), the components of the wavevectors become

\[
p_{xg}^2 = \left[ \kappa_0^2(2n_g^2 - n_a^2) - \beta^2 \right] \frac{1 + C}{2}
\]

(7.19)
\[ p_{yy}^2 = \left[ k_0^2 \left( 2n_g^2 - n_a^2 \right) - \beta^2 \right] \frac{1 - C}{2} \]  \hspace{1cm} (7.20)

\[ p_{za}^2 = \left[ k_0^2 \left( 2n_g^2 - n_a^2 \right) - \beta^2 \right] \frac{1 + C}{2} - k_0^2 (n_g^2 - n_a^2) \]  \hspace{1cm} (7.21)

\[ p_{ya}^2 = \left[ k_0^2 \left( 2n_g^2 - n_a^2 \right) - \beta^2 \right] \frac{1 - C}{2} - k_0^2 (n_g^2 - n_a^2). \]  \hspace{1cm} (7.22)

A constant pitch of \( \Lambda \) can be introduced, leading to normalised wavevector components, which are denoted as \( p_{xj} \Lambda \) and \( p_{yj} \Lambda \). We substitute normalised parameters

\[ V = k_0 n_a \Lambda \]  \hspace{1cm} (7.23)

\[ n_R = n_g / n_a \]  \hspace{1cm} (7.24)

\[ b = \beta / (k_0 n_a) \]  \hspace{1cm} (7.25)

into Eqs.(7.19) to (7.22), and the normalised wavevector components become

\[ (p_{xy} \Lambda)^2 = \left[ (2n_R^2 - 1 - b^2) + C (2n_R^2 - 1 - b^2) \right] \frac{V^2}{2} \]  \hspace{1cm} (7.26)

\[ (p_{yy} \Lambda)^2 = \left[ (2n_R^2 - 1 - b^2) - C (2n_R^2 - 1 - b^2) \right] \frac{V^2}{2} \]  \hspace{1cm} (7.27)

\[ (p_{za} \Lambda)^2 = \left[ (1 - b^2) + C (2n_R^2 - 1 - b^2) \right] \frac{V^2}{2} \]  \hspace{1cm} (7.28)

\[ (p_{ya} \Lambda)^2 = \left[ (1 - b^2) - C (2n_R^2 - 1 - b^2) \right] \frac{V^2}{2}. \]  \hspace{1cm} (7.29)

Although we have defined the refractive indices to be those for glass and air, it can be seen that the analysis could be applied to any two materials. In our particular case, when \( n_a = 1 \), \( V \) is the usual frequency parameter \( k_0 \Lambda \), \( n_R \) is just \( n_g \), and \( b \) is the effective index of the mode.

By looking at the normalised wavevectors for the \( x \) and \( y \) components in Eqs.(7.26) to (7.29), we can sort the modes into two different types: ‘symmetric modes’ (with \( C = 0 \)) and ‘non-symmetric modes’ (with \( C \neq 0 \)). These have the same and different transverse wavevector components in the \( x \) and \( y \) directions, respectively. As we shall see, solutions for \( C = 0 \) are important because, from them, we can derive solutions for other values of \( C \).
7.2 Matrix expression for the fields

In this section, we will solve the one-dimensional governing equations, Eqs.(7.7) and (7.8), by applying the boundary conditions to express the fields in a matrix form. Field expressions in a periodic cladding structure have been given in Ref. [101] in a discussion of the photonic band structure of a dielectric stack. Here we develop more general expressions, which can be applied both in periodic and non-periodic arrangements of one-dimensional structures with different refractive indices.

![Sketch of a general one-dimensional arrangement of air and glass regions. The light and dark colours represent air and glass, respectively. The widths of the $N^{th}$ air and $(N + 1)^{th}$ glass regions are $h_a^N$ and $h_g^{N+1}$. $x_a^N$ and $x_g^{N+1}$ are two arbitrary points within the air and glass.](image)

A schematic of the structure considered is shown in Fig.7.1, where the structural parameters are defined for the $N^{th}$ and $(N + 1)^{th}$ layers of an extended structure. Here we assume that the layers are composed of air and glass. The lengths of the selected regions are taken to be $h_a^N$ and $h_g^{N+1}$, where the subscripts $a$ and $g$ represent the air and glass respectively. Similarly to the treatment in Ref. [101], two points within the air and glass regions are selected and denoted as $x_a^N$ and $x_g^{N+1}$. The one-dimensional waves satisfying Eqs.(7.7) in the $N^{th}$ layer of this structure can be written as [101]

$$X_j^N(x) = a_j^N \cos \left[p_{x_j}(x - x_j^N)\right] + b_j^N \frac{\sin \left[p_{x_j}(x - x_j^N)\right]}{p_{x_j}}, \quad (7.30)$$
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where \( a_j^N \) and \( b_j^N \) are arbitrary constants, \( j = a, g \) represents the materials of the structure, and \( p_{xj} \) is the wavevector component referring to material \( j \). The equivalent expression with respect to the normalised wavevectors and dimensionless variables has the form

\[
X_j^N(x') = a_j^N \cos \left( p_{xj} \Lambda \right) \left( x' - x_j^N \right) + b_j^N \sin \left( p_{xj} \Lambda \right) \left( x' - x_j^N \right) \left( p_{xj} \Lambda \right), \tag{7.31}
\]

where \( x' = x / \Lambda \) and \( x_j^N = x_j^N / \Lambda \), and the dimensionless lengths are \( h_a^N = h_a^N / \Lambda \) and \( h_g^{N+1} = h_g^{N+1} / \Lambda \). \( a_j^N \) and \( b_j^N \) are new field coefficients corresponding to the dimensionless case. We note that the following derivation will be based on this dimensionless notation, therefore \( x' \), \( h_a^N \), \( h_g^{N+1} \), \( a_j^N \) and \( b_j^N \) are replaced by \( x \), \( h_a^N \), \( h_g^{N+1} \), \( a_j^N \) and \( b_j^N \) for simplification.

The fields and their derivatives at the boundary between the \( N^{th} \) and \( (N + 1)^{th} \) layers, which is denoted by the red line in Fig.7.1, can be expressed as

\[
X_a^N \left( h_{aR} \right) = a_a^N \cos \left( p_{xa} \Lambda \right) h_{aR} + b_a^N \sin \left( p_{xa} \Lambda \right) h_{aR} \tag{7.32}
\]

\[
X_a^N \left( h_{aR} \right) = -a_a^N \left( p_{xa} \Lambda \right) \sin \left( p_{xa} \Lambda \right) h_{aR} + b_a^N \cos \left( p_{xa} \Lambda \right) h_{aR} \tag{7.33}
\]

\[
X_g^{N+1} \left( -h_g^{N+1} \right) = a_g^{N+1} \cos \left( p_{xg} \Lambda \right) h_{gL}^{N+1} - b_g^{N+1} \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1} \tag{7.34}
\]

\[
X_g^{N+1} \left( -h_g^{N+1} \right) = a_g^{N+1} \left( p_{xg} \Lambda \right) \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1} + b_g^{N+1} \cos \left( p_{xg} \Lambda \right) h_{gL}^{N+1} \tag{7.35}
\]

where additional subscripts \( L \) and \( R \) are introduced, as shown in Fig.7.1. In the scalar case, both the fields and their derivatives are continuous at the interface. So Eqs.(7.32) to (7.35) can be expressed in a matrix form as

\[
\begin{pmatrix}
\cos \left( p_{xa} \Lambda \right) h_{aR}^{N} \\
-\left( p_{xa} \Lambda \right) \sin \left( p_{xa} \Lambda \right) h_{aR}^{N} \\
\left( p_{xg} \Lambda \right) \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1} \\
\left( p_{xg} \Lambda \right) \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1}
\end{pmatrix}
\begin{pmatrix}
\cos \left( p_{xa} \Lambda \right) h_{aR}^{N} \\
-\left( p_{xa} \Lambda \right) \sin \left( p_{xa} \Lambda \right) h_{aR}^{N} \\
\left( p_{xg} \Lambda \right) \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1} \\
\left( p_{xg} \Lambda \right) \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1}
\end{pmatrix}
\begin{pmatrix}
\cos \left( p_{xa} \Lambda \right) h_{aR}^{N} \\
-\left( p_{xa} \Lambda \right) \sin \left( p_{xa} \Lambda \right) h_{aR}^{N} \\
\left( p_{xg} \Lambda \right) \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1} \\
\left( p_{xg} \Lambda \right) \sin \left( p_{xg} \Lambda \right) h_{gL}^{N+1}
\end{pmatrix}
\begin{pmatrix}
a_a^N \\
b_a^N \\
a_g^{N+1} \\
b_g^{N+1}
\end{pmatrix}
\]

\[
(7.36)
\]

Based on Eq.(7.36), in order to connect the fields for all the layers in the structure, both \( h_{jL} \) and \( h_{jR} \) are required. To avoid this complexity, the reference point \( x_j^N \) can be chosen as the centre of each layer so that \( h_{jL}^N = h_{jR}^N = h_j^N / 2 \). Eq.(7.36)
then reduces to

\[
\begin{pmatrix}
\cos \left( \left( p_{xa} \Lambda \right) \frac{h_a^N}{2} \right) & \sin \left( \left( p_{xa} \Lambda \right) \frac{h_a^N}{2} \right) \\
\left( p_{xa} \Lambda \right) \sin \left( \left( p_{xa} \Lambda \right) \frac{h_a^N}{2} \right) & \cos \left( \left( p_{xa} \Lambda \right) \frac{h_a^N}{2} \right)
\end{pmatrix}
\begin{pmatrix}
\frac{a_a^N}{b_a^N} \\
\frac{a_a^{N+1}}{b_a^{N+1}}
\end{pmatrix} = 
\begin{pmatrix}
\cos \left( \left( p_{xy} \Lambda \right) \frac{h_g^{N+1}}{2} \right) & -\sin \left( \left( p_{xy} \Lambda \right) \frac{h_g^{N+1}}{2} \right) \\
\left( p_{xy} \Lambda \right) \sin \left( \left( p_{xy} \Lambda \right) \frac{h_g^{N+1}}{2} \right) & \cos \left( \left( p_{xy} \Lambda \right) \frac{h_g^{N+1}}{2} \right)
\end{pmatrix}
\begin{pmatrix}
\frac{a_g^N}{b_g^N} \\
\frac{a_g^{N+1}}{b_g^{N+1}}
\end{pmatrix},
\tag{7.37}
\]

The matrices in front of the field coefficients in Eq.(7.37) have a similar form, which allows Eq.(7.37) to be written as

\[
m_a \left( \frac{h_a^N}{2}, p_{xa} \Lambda \right) \begin{pmatrix}
a_a^N \\
a_g^N
\end{pmatrix} = m_a \left( -\frac{h_g^{N+1}}{2}, p_{xy} \Lambda \right) \begin{pmatrix}
a_g^N \\
a_g^{N+1}
\end{pmatrix},
\tag{7.38}
\]

where

\[
a_i^N = (a_i^N, b_i^N)^T
\tag{7.39}
\]

\[
a_i^{N+1} = (a_i^{N+1}, b_i^{N+1})^T,
\tag{7.40}
\]

and

\[
m_a(h, p) = \begin{pmatrix}
\cos(hp) & \sin(hp)/p \\
-p \sin(hp) & \cos(hp)
\end{pmatrix}.
\tag{7.41}
\]

Eq.(7.38) can then be written in an alternative form to express the field coefficients in the \((N + 1)^{th}\) layer in terms of those in the \(N^{th}\) layer

\[
a_g^{N+1} = \frac{m_a \left( -\frac{h_g^{N+1}}{2}, p_{xy} \Lambda \right)^{-1} \cdot m_a \left( \frac{h_a^N}{2}, p_{xa} \Lambda \right) \begin{pmatrix}
a_a^N \\
a_g^N
\end{pmatrix}}{m_a \left( -\frac{h_g^{N+1}}{2}, p_{xy} \Lambda \right)^{-1} \cdot m_a \left( \frac{h_a^N}{2}, p_{xa} \Lambda \right) \begin{pmatrix}
a_a^N \\
a_g^N
\end{pmatrix}}.
\tag{7.42}
\]

Eq.(7.42) is the transfer matrix expression to connect the field coefficients between neighbouring layers. The transfer matrix can also be written as matrix \(T\), and Eq.(7.38) becomes

\[
a_g^{N+1} = T \left( \frac{h_a^N}{2}, p_{xa} \Lambda; \frac{h_g^{N+1}}{2}, p_{xy} \Lambda \right) \begin{pmatrix}
a_a^N \\
a_g^N
\end{pmatrix},
\tag{7.43}
\]

with

\[
T = \frac{m_a \left( -\frac{h_g^{N+1}}{2}, p_{xy} \Lambda \right)^{-1} \cdot m_a \left( \frac{h_a^N}{2}, p_{xa} \Lambda \right)}{m_a \left( -\frac{h_g^{N+1}}{2}, p_{xy} \Lambda \right)^{-1} \cdot m_a \left( \frac{h_a^N}{2}, p_{xa} \Lambda \right)}.
\tag{7.44}
\]

By applying Eqs.(7.43) and (7.44), the whole field profile can be derived from the field coefficients for an arbitrary layer. In the following derivations, \(\Lambda\) is chosen
as the pitch of the cladding structure.

7.3 Full periodic structure

The preceding section is based on a general one-dimensional arrangement of two optical materials. We now consider the transfer matrix for a completely periodic system composed of air and glass regions. By calculating all the allowed propagation constants for a range of frequencies in this configuration, the photonic density of states can be plotted.

The field coefficients for the \((N + 2)^{th}\) and \(N^{th}\) glass strips have the relation

\[
\mathcal{A}_p^{N+2} = T \left( \frac{h_a}{2}, \frac{h_g}{2}, p_{xy} \Lambda \right) \left( \frac{h_g}{2}, \frac{h_a}{2}, p_{xy} \Lambda \right) \mathcal{A}_p^N \equiv M \mathcal{A}_p^N, \quad (7.45)
\]

where the transfer matrix expression \(\text{Eq.}(7.43)\) is used twice to pass through the \((N + 1)^{th}\) air region between the \((N + 2)^{th}\) and \(N^{th}\) glass strips. Because the structure is periodic, \(h_a\) and \(h_g\) no longer need the \(N\) label. The field coefficients \(\mathcal{A}_p^{N+2}\) and \(\mathcal{A}_p^N\) in \(\text{Eq.}(7.45)\) are for equivalent points in the periodic structure. By Bloch’s theorem, the fields in the \((N + 2)^{th}\) glass layer differ only by a phase factor, \(e^{ik_x \Lambda}\), from that in the \(N^{th}\) glass layer, i.e.,

\[
\mathcal{A}_p^{N+2} = e^{ik_x \Lambda} \mathcal{A}_p^N. \quad (7.46)
\]

If \(k_x\) is real, the mode exists and can propagate. If \(k_x\) has an imaginary part, the Bloch waves are exponentially evanescent along the layers, and no mode can exist in an infinite cladding, as has been discussed in Chapter 3.2.

Comparing Eqs.(7.45) and (7.46), we know that \(e^{ik_x \Lambda}\) must be an eigenvalue of \(M\). In our particular case, by looking at the composition of \(M\) contained in \(\text{Eq.}(7.45)\), it can be written as \[101\]

\[
M = \begin{pmatrix} A & B \\ C & A \end{pmatrix}, \quad (7.47)
\]

where \(BC = A^2 - 1\) and the determinant of \(M\) is 1. The corresponding eigenvalues, \(\lambda\), and eigenvectors \(f\) can then be written as \[101\]

\[
\lambda_{\pm} = A \pm \sqrt{BC} \quad (7.48)
\]
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\[ f_\pm = (\sqrt{B}, \pm \sqrt{C})^T. \]  

(7.49)

Based on Eq.(7.48), the Bloch wavevector \( k_x \) takes the form \[ k_x = \cos^{-1}(A)/\Lambda. \]  

(7.50)

The condition for a real \( k_x \) in Eq.(7.46) is that \(|A| \leq 1\); if \(|A| > 1\), \( k_x \) is imaginary and the mode is not propagating.

The photonic bandstructure shows the allowed and forbidden regions for the propagation constant \( \beta \Lambda \) (equivalent to \( b \)) as a function of frequency \( k_0\Lambda \) (equivalent to \( V \)). The polarisation factor \( C \) is a hidden variable in these plots. In our calculations, for a given frequency, we search a range of \( \beta \Lambda \) values near to the air-line. For each \( \beta \Lambda \), \( C \) is varied from \(-1\) to \(1\) to check whether any \( C \) value can make both \( k_x \) and \( k_y \) real (i.e. \(|A| \leq 1\) for matrix \( \begin{bmatrix} M \end{bmatrix} \) in both \( x \) and \( y \) directions). If there is no such a value, then this \( \beta \Lambda \) is forbidden and must lie in a photonic bandgap. Examples of these calculations will be presented in the next chapter.

### 7.4 Central defect structure

In this section, we derive the formulae to calculate the propagation constant for a central defect in an infinite cladding structure. In our modelling, the movement of the four glass strips enclosing the central air hole differentiates the full structure into two parts: the central defect and the outer cladding, as shown in Fig.7.2.

The field coefficients in the defect core and the first glass strip are defined as \( \mathbf{a}_n^A = (a_n^A, b_n^A)^T \) and \( \mathbf{a}_n^B = (a_n^B, b_n^B)^T \) respectively, and they are related by

\[ \mathbf{a}_g^B = T \begin{pmatrix} \frac{h_g}{2}, p_{xg}\Lambda; \frac{h_g}{2}, p_{yg}\Lambda \end{pmatrix} \mathbf{a}_n^A. \]  

(7.51)

The connections between the next air hole and glass strip are

\[ \mathbf{a}_g^C = T \begin{pmatrix} \frac{h_g}{2}, p_{xg}\Lambda; \frac{h_g}{2}, p_{yg}\Lambda \end{pmatrix} \mathbf{a}_g^B \]  

(7.52)

\[ \mathbf{a}_g^D = T \begin{pmatrix} \frac{h_g}{2}, p_{xg}\Lambda; \frac{h_g}{2}, p_{yg}\Lambda \end{pmatrix} \mathbf{a}_n^C, \]  

(7.53)

where the labelled regions from \( A \) to \( D \) have been shown in Fig.7.2.
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Figure 7.2: The one-dimensional central defect with infinite cladding. The light and dark colors represent the air holes and glass strips, respectively. The onedimensional field is confined in the central defect regions A, B and C (as shown in blue) and exponentially decays after entering the periodic cladding region D (as shown in yellow). The lengths of the defect air holes are indicated by $h_c$ and $h'_c$, and the lengths of the air holes and glass strips in the cladding are $h_a$ and $h_g$.

By combining Eqs. (7.51) to (7.53) we find

$$
\bar{a}_n^A = \left[ T\left(\frac{h_c}{2}, p_{xa} \Lambda; \frac{h_g}{2}, p_{yg} \Lambda\right)^{-1} T\left(\frac{h_g}{2}, p_{xg} \Lambda; \frac{h'_c}{2}, p_{xa} \Lambda\right)^{-1}
+ T\left(\frac{h'_c}{2}, p_{xa} \Lambda; \frac{h'_g}{2}, p_{xg} \Lambda\right)^{-1} \right] \bar{a}_n^D.
$$

(7.54)

In Eq. (7.54), the field coefficients for the central defect $\bar{a}_n^A$ are expressed in terms of those of the glass strip $\bar{a}_n^D$. The field coefficients $\bar{a}_n^D$ can then be expressed in terms of those of the next glass strip in the periodic cladding. The transfer matrix involved is same as Eq. (7.45). Therefore, $\bar{a}_n^D$ must also be an eigenvector of matrix $M$.

In our calculation, three conditions are used to determine the propagation constant of the fundamental guided mode for a specific frequency. The first is that the fundamental mode should be symmetric with respect to the $x$ and $y$ directions, and therefore it will have $C = 0$. The second is that the wavefunction in the semi-infinite cladding must decay exponentially. This is different from the case described for the infinite cladding; it means that the eigenvalue has an imaginary $k_x$ and requires $|A| > 1$ in Eq. (7.47). The third condition is that the one-dimensional wavefunctions should be even with respect to the central defect. This property requires that the field coefficient $b_n^A$ related to sine function in Eq. (7.31) should be zero. By employing these conditions, we search a range
of $\beta \Lambda$ values with $C = 0$ to calculate the matrix $M$ in Eq.(7.45) at a specific frequency. Only the eigenvectors satisfying $|A| > 1$ are chosen as the field coefficients of $\vec{a}_D$. There are a number of $\beta \Lambda$ satisfying this condition. By using Eq.(7.54), $\vec{a}_A$ can then be determined from $\vec{a}_D$. By tracking the value of $b_A^T/a_A^T$ in the central defect and looking for this ratio to approach zero, we obtain the $\beta \Lambda$ value for the fundamental guided mode.

After finding the propagation constant, the field coefficient in the central defect $\vec{a}_A$ can be written as $(1, 0)^T$. The whole field profile can then be obtained by using the transfer matrix and field expressions, as shown in Eqs.(7.43) and (7.31). It should be noted that the fields are calculated as relative values rather than absolute values. Although the guided mode can be normalised, the unguided modes that also exist in this structure can not easily be normalised.

For any frequency, the cladding modes within this structure can also be calculated. As will be shown in the next chapter, cladding modes with $C \neq 0$ can exist with exactly the same propagation constant as the mode guided in the central defect. Here we briefly describe this calculation process. The first step is to check on the existence of these cladding modes for a given frequency; this is equivalent to determining whether this $(k_0 \Lambda, \beta \Lambda)$ combination is located within the photonic bands or not. The calculation here is same as those described in Section 7.3, but we only need to consider this particular $(k_0 \Lambda, \beta \Lambda)$. If there exists a set of $C$ values that make $|A| \leq 1$ in matrix $M$, then cladding modes are coexisting. By choosing a $C$ from this and setting the field coefficients to be $(1, 0)^T$ in the central defect, the whole field for this cladding mode can be plotted by using the transfer matrix.

### 7.5 Symmetric modes of the supercell structure

In order to obtain a finite number of normalisable modes for the later perturbation calculations, a supercell structure has been introduced. Each supercell can be viewed a large ‘unit cell’, which contains $N \times N$ cells in the transverse plane. A supercell geometry is often used in computational solutions where a plane-wave basis is used. The size of a supercell should be large enough so that the coupling between the neighbouring supercells can be neglected [102, 103].

We now calculate the transfer matrix for the fields from the central defect of
one supercell, \( a_n^{(M)} \), to the neighbouring centre, \( a_n^{(M+1)} \), as shown in Fig.7.3. Here we choose four points to denote the whole transfer matrix, where \( P_1 \) and \( P_4 \)

represent the field coefficients at the central defects of neighbouring supercells, \( P_2 \) and \( P_3 \) are the field coefficients at the boundary between the central defects and the cladding. The transfer matrix \( T_s^1 \) from \( P_2 \) to \( P_1 \) can be expressed as

\[
T_s^1 = T \left( \frac{h_g}{2}, p_{xg} \Lambda; \frac{h_c}{2}, p_{xg} \Lambda \right) T \left( \frac{h_c'}{2}, p_{xa} \Lambda; \frac{h_g}{2}, p_{xg} \Lambda \right) T \left( \frac{h_g}{2}, p_{xg} \Lambda; \frac{h_c'}{2}, p_{xa} \Lambda \right). \tag{7.55}
\]

Similarly, we have (where \( T_s^2 \) and \( T_s^3 \) are defined in Fig.7.3)

\[
T_s^2 = \left[ T \left( \frac{h_a}{2}, p_{xa} \Lambda; \frac{h_g}{2}, p_{xg} \Lambda \right) T \left( \frac{h_g}{2}, p_{xg} \Lambda; \frac{h_a}{2}, p_{xa} \Lambda \right) \right]^{N-3} \tag{7.56}
\]

\[
T_s^3 = T \left( \frac{h_c'}{2}, p_{xa} \Lambda; \frac{h_g}{2}, p_{xg} \Lambda \right) T \left( \frac{h_g}{2}, p_{xg} \Lambda; \frac{h_c'}{2}, p_{xa} \Lambda \right) T \left( \frac{h_c}{2}, p_{xa} \Lambda; \frac{h_g}{2}, p_{xg} \Lambda \right). \tag{7.57}
\]

The fields at the centres of the adjacent supercells can therefore be expressed as

\[
a_n^{(M+1)} = T_s a_n^{(M)}, \tag{7.58}
\]

where the overall transfer matrix \( T_s \) is given by

\[
T_s = T_s^1 T_s^2 T_s^3. \tag{7.59}
\]

We analyse only those modes at the \( \Gamma \) point of the supercell Brillouin zone, which means that the field coefficients in the central defects of neighbouring supercells
should be same for all modes. We also, for the moment, restrict our analysis to symmetric modes with the same transverse wavevector in the $x$ and $y$ directions, that is those with $C = 0$. Because of the symmetry of the structure, the allowed solutions will have either even or odd symmetry with respect to the centre of the central defect. The field coefficients $a_{\alpha}^{(M)}$ can therefore be chosen to be either $(1, 0)^T$ or $(0, 1)^T$ for even and odd solutions respectively. The field coefficients at the central core of the $(M+1)^{th}$ supercell must then have the same value as those at the centre of the $M^{th}$ supercell. This condition means that the matrix $T_{\alpha\gamma}$ must have an eigenvector of $(1, 0)^T$ or $(0, 1)^T$ with unit eigenvalue. The propagation constants of the allowed modes can therefore be obtained by searching for these solutions of matrix $T_{\alpha\gamma}$ with $C = 0$. After obtaining the propagation constants for the allowed modes, their fields can be plotted by using the transfer matrix from the central air hole to the cladding air and glass layers. The fundamental air-guided mode can be differentiated by finding the propagation constant nearest to the air line, or by obtaining a field confined within the central defect.

Because the field coefficients at the each centre of the supercell are assumed to be either $(1, 0)^T$ or $(0, 1)^T$, the calculated field expressions, $h^u(x, y)$, are relative values. The supercell structure means that all the modes, $m$, can be normalised by multiplying by a normalisation factor $Q_m$. We can write

$$h_m(x, y) = Q_m h_m^u(x, y), \quad (7.60)$$

where $Q_m$ is given by

$$Q_m = \frac{1}{\left[\int X_m^u(x)^2dx \int Y_m^u(y)^2dy\right]^{1/2}}. \quad (7.61)$$

$X_m^u$ and $Y_m^u$ are the one-dimensional wavefunctions corresponding to the unnormalised fields, and the integrals are performed over one supercell. The particular trigonometric formulae for these integrals will be given in Chapter 9.

### 7.6 Non-symmetric modes for the supercell

In the previous section, the propagation constants and corresponding fields for symmetric modes with $C = 0$ have been derived for the supercell structure. However, in order to apply perturbation methods, all the modes with propagation
constants close to the guided mode are required. In this section we show how all the modes of the supercell can be obtained from the symmetric modes.

To demonstrate the relationship between the symmetric and non-symmetric modes, we rewrite the governing equations, Eqs. (7.7) and (7.8) as the dimensionless forms

\[
\frac{d^2X(x)}{dx^2} + \left[p_x(x)\Lambda\right]^2 X(x) = 0 \quad (7.62)
\]

\[
\frac{d^2Y(y)}{dy^2} + \left[p_y(y)\Lambda\right]^2 Y(y) = 0. \quad (7.63)
\]

We first note that the solutions of the Helmholtz equations (7.62) and (7.63) depend only on the values of the wavevector components given by Eqs. (7.26) to (7.29). By introducing a new variable \( \alpha = 2n_R^2 - 1 - b^2 \), these equations are rewritten as

\[
(p_{xy}\Lambda)^2 = (1 + C)\alpha \frac{V^2}{2} \quad (7.64)
\]

\[
(p_{yy}\Lambda)^2 = (1 - C)\alpha \frac{V^2}{2} \quad (7.65)
\]

\[
(p_{xx}\Lambda)^2 = [(1 + C)\alpha - 2n_R^2 + 2] \frac{V^2}{2} \quad (7.66)
\]

\[
(p_{yy}\Lambda)^2 = [(1 - C)\alpha - 2n_R^2 + 2] \frac{V^2}{2}. \quad (7.67)
\]

When \( C \) is zero (i.e. for modes that are equivalent in \( x \) and \( y \)), we write allowed values of \( \alpha \) and \( b \) as \( \alpha_0 \) and \( b_0 \). For a given pair of \( (b, C) \) values, \( (p_{xy}\Lambda) \) and \( (p_{yy}\Lambda) \) can be determined by Eqs. (7.64) to (7.67). If these values make the field coefficients in \( X(x) \) and \( Y(y) \) equal to \( (1, 0)^T \) or \( (0, 1)^T \) at the centre of each supercell, then \( (b, C) \) correspond to a solution of the supercell structure.

In the \( x \) direction, there are a number of \( (p_{xj}\Lambda) \) values that satisfy the Helmholtz equation. Whether \( C \) is zero or not, these \( (p_{xj}\Lambda) \) values are unique because they are the only variable in the Helmholtz equation. If we look at the symmetric modes with \( C = 0 \), these \( (p_{xj}\Lambda) \) values are determined only by a set of \( \alpha_0^{(m)} \), where \( m \) labels the solutions. The solutions for non-symmetric modes can then be derived by using the following relationship

\[
(1 + C^{(m)})\alpha^{(m)} = \alpha_0^{(m)}, \quad (7.68)
\]

which ensures that Eqs. (7.64) and (7.66) give the same \( p_{xj}\Lambda \) values. An equivalent
expression for Eq.(7.68) is

$$C^{(m)} = \frac{\alpha_0^{(m)}}{\alpha^{(m)}} - 1 = \frac{b^{(m)} - b_0^{(m)^2}}{2n_R^2 - 1 - b^{(m)^2}}.$$  

(7.69)

In the $x$ direction, this gives a set of identical solutions in the $(b, C)$ space; the trajectory of the solutions is determined from Eq.(7.69) once the solution corresponding to $C = 0$ has been found.

In the $y$ direction, an equivalent analysis yields

$$(1 - C^{(n)})\alpha^{(n)} = \alpha_0^{(n)},$$

(7.70)

where the label $n$ is used to indicate solutions for the $y$ direction. Eq.(7.70) can be rewritten as

$$C^{(n)} = 1 - \frac{\alpha_0^{(n)}}{\alpha^{(n)}} = \frac{b^{(n)} - b_0^{(n)^2}}{2n_R^2 - 1 - b^{(n)^2}}.$$  

(7.71)

Allowed solutions for the supercell must satisfy the Helmholtz equations in both the $x$ and $y$ directions, which requires $b^{(m)} = b^{(n)}$ and $C^{(m)} = C^{(n)}$. By combining Eqs.(7.69) and (7.71) we find

$$\frac{b^2 - b_0^{(m)^2}}{2n_R^2 - 1 - b^2} = \frac{b_0^{(n)^2} - b^2}{2n_R^2 - 1 - b^2},$$

(7.72)

which can be simplified as

$$b^2 = \frac{b_0^{(n)^2} + b_0^{(m)^2}}{2}.$$  

(7.73)

Eq.(7.73) gives the relationship between the propagation constants of the symmetric and the non-symmetric modes. A non-symmetric mode $(b, C)$, which is determined by the symmetric solutions $(b_0^{(m)}, 0)$ and $(b_0^{(n)}, 0)$ has the same $p_{xy} \Lambda$ value as the symmetric mode $(b_0^{(m)}, 0)$ and same $p_{yx} \Lambda$ value as the symmetric mode $(b_0^{(n)}, 0)$. Therefore, the full set of non-symmetric modes of the supercell can be derived based only on the symmetric modes. In practice, we are interested in modes where $b$ is close to the air line. We note that, to obtain such modes, modes with a wide range of $b_0^2$ must be considered, including those where $b_0^{(m)^2}$ or $b_0^{(n)^2}$ may be less than zero.
7.7 Summary

In this chapter, a transfer matrix formulation for a one-dimensional structure has been derived. This method can be applied to the ideal rectangular model PCF structures due to the separable property of the scalar governing equations.

Based on the transfer matrix, methods to calculate the photonic band structure and field profiles have been discussed. This will be applied in the next chapter to the ideal model PCF structure.
Chapter 8

Results for the ideal model structure

The analytic method for the ideal model structure governed by the scalar wave equation has been discussed in Chapter 7. In this chapter, we present computational results based on the preceding derivation. Section 8.1 describes the different types of ideal structures applied in the analytic and previous boundary element calculations, and the motivation to analyse the various cases is discussed. In Sections 8.2 and 8.3, the band structure and guidance properties for a defect in the infinite cladding structure are shown. Field profiles of the modes in both the bands and bandgaps are plotted. Section 8.4 describes the symmetric modes for the supercell structure and classifies them based on their characteristics. These symmetric modes not only serve as an essential step to derive and understand the complete mode distribution, but also provide key information for the analysis of the types of modes in our ideal model structure. The whole mode structure for the supercell is found in Section 8.5 by using the results of Section 8.4. The conclusion is given in Section 8.6.

8.1 Structural details for the analytic methods

In our analytic modelling, for consistency with the results of boundary element calculations, we assume the ideal structure is made from the same materials: the refractive indices are 1.0 for the air holes and 1.5 for the glass strips, and the in-
tersections of glass strips have a higher refractive index of 1.8708 (i.e. $\sqrt{2n_g^2 - n_a^2}$, where $n_g$ and $n_a$ are refractive indices for glass and air). The thickness of the glass strips is still 0.05A, where $\Lambda$ is the pitch of the perfect periodic structure. There are three different configurations used in our analytic simulations. One is the perfect periodic cladding structure, the other two contain the same size of central defects, where the four glass strips enclosing the central air hole are moved outward by a distance of 0.125A. The difference between these two lies in the cladding. By including the previous ideal structure used in boundary element calculations, it is useful to list all the ideal configurations that we have simulated (as shown in Table 8.1). In these ideal systems, by comparing the structures $I1$ and $I2$, the dependence of the guidance on the photonic bandgap can be found. Furthermore, the comparison of $I2$ and $I3$ can effectively test the correctness of the analytic methods developed in Chapter 7. In the application of the perturbation methods in Chapters 9 and 10, $I4$ is an essential step because all the modes can be found and normalised for a supercell geometry.

<table>
<thead>
<tr>
<th>Labels</th>
<th>Structures</th>
<th>Methods</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I1$</td>
<td>Infinite without defect</td>
<td>Analytic</td>
<td>Get bandstructure</td>
</tr>
<tr>
<td>$I2$</td>
<td>Defect in infinite cladding</td>
<td>Analytic</td>
<td>Get perfect guidance</td>
</tr>
<tr>
<td>$I3$</td>
<td>Defect in finite cladding</td>
<td>BE</td>
<td>Get confinement loss due to finite cladding</td>
</tr>
<tr>
<td>$I4$</td>
<td>Defect in supercell geometry</td>
<td>Analytic</td>
<td>Get whole mode map for later perturbation theory</td>
</tr>
</tbody>
</table>

Table 8.1: The variety of ideal model structures employed in analytic and numerical simulations.

### 8.2 Bandstructure for infinite ideal model

The allowed and forbidden propagation constants for the perfect cladding structure can be calculated using the method described in Section 7.3. These values form the photonic bands and bandgaps in $(k_0\Lambda, \beta\Lambda)$ space for our ideal rectangular model structure. Fig.8.1 shows the comparison of bandstructures for the ideal rectangular PCF (a), a typical bandgap-guiding hollow-core PCF (b), and a reported Kagome hollow-core PCF (c). The range of normalised frequency for the ideal rectangular PCF is from 10 to 22; calculations have been performed for 400 $k_0\Lambda$ values. At each normalised frequency, $n_{\text{eff}}$ (i.e. $\beta/k_0$) is evenly divided into 5000 values from 0.95 to 1.05, and 1000 values for the factor $C$ are checked from $-1$ to 1.
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Figure 8.1: Photonic bandstructures for the ideal rectangular hollow-core PCF (a), typical bandgap-guiding PCF (b), and Kagome PCF (c). The $x$ and $y$ axes represent the normalised frequency $k_0\lambda$ and effective index $\beta/k_0$, respectively. The coloured regions are photonic bands, and the white areas are photonic bandgaps. Figures (b) and (c) taken from Ref. [104].

Like the typical bandgap-guiding PCFs, the ideal model rectangular PCF has photonic bandgaps, as shown by the white areas in Fig.8.1. This property is different from Kagome PCFs. However, the shape of the bandgaps in rectangular hollow-core PCFs differs from that in bandgap-guiding hollow-core PCFs, where a single bandgap exists. In contrast, the ideal model structure has a succession of narrow bandgaps.

## 8.3 Guided modes within photonic bands

By using the method discussed in Chapter 7.4 we have calculated the fundamental guided mode for the ideal model structure with a central defect. The variation of the normalised propagation constant versus the normalised frequency is shown by the red line in Fig.8.2. For comparison, we also plot (with blue points) the results of boundary element calculations for a finite cladding with $5\times5$ air holes. The analytic and boundary element values for $\beta/k_0$ agree to four decimal places over the range of normalised frequency from 10 to 40. This indicates that the real part of $\beta$ does not depend on the thickness of the cladding.

Fig.8.2 shows a striking phenomenon. In rectangular hollow-core PCFs, the fundamental guided modes exist both in the bands and bandgaps of the cladding, and they extend over a very wide range of frequencies. This property is contradictory with the mechanism of bandgap guidance. Both the independence of guidance on the bandstructure and the broad range of guidance frequencies are similar to the Kagome hollow-core PCFs. It is for this reason that we argue that
rectangular hollow-core PCFs belong to the family of ‘weak interaction guidance’ fibres.

Figure 8.2: Propagation constant versus normalised frequency for the scalar governing equations in the ideal model structure. The red line and blue points are analytic and boundary element results, which are calculated for an infinite and finite (5 x 5 air holes) cladding respectively. The yellow and white backgrounds represent the photonic bands and bandgaps, respectively. The black and green dashed lines are two selected frequencies for which guided modes are plotted.

In order to look at the field patterns for the guided modes in both bands and bandgaps, two frequencies are selected, as shown by the black ($k_0\Lambda = 14.5$ in the band) and green ($k_0\Lambda = 16.5$ in the bandgap) dashed lines in Fig.8.2. The propagation constants, $\beta\Lambda$, for them are $13.9414$ (for $k_0\Lambda = 14.5$) and $16.0312$ (for $k_0\Lambda = 16.5$). The magnetic fields of the fundamental guided modes are shown in Fig.8.3 a(1) and b, respectively. They are both symmetric along the two directions and exhibit similar field shapes. Both are localised within the central defect and have exponentially decaying fields away from the defect. In addition, at $k_0\Lambda = 14.5$, it is possible to find a set of cladding modes with the same $\beta\Lambda$ as the fundamental guided mode, as discussed at the end of Section 7.4. In Fig.8.3 a(2), we show an example of these cladding modes, where $C = 0.159723$. By presenting the fundamental guided and cladding modes for the same normalised frequency and propagation constant we again confirm that guided modes can
occur within the photonic bands.

![Figure 8.3](image)

Figure 8.3: Plots of air-guided modes in the infinite cladding structure. \(a(1, 2)\) are the fundamental guided mode and a cladding mode with the same frequency and propagation constant, for which \((k_0\Lambda, \beta\Lambda) = (14.5, 13.9414)\). \(b\) is the fundamental guided mode with \((k_0\Lambda, \beta\Lambda) = (16.5, 16.0312)\). \(a(1, 2)\) and \(b\) are situated in the photonic band and bandgap, respectively.

It is instructive at this point to look back at the results of boundary element calculations for the confinement loss over a range of frequencies. Different guidance mechanisms result in different levels of leakage; for light guided by weak interaction guidance, the confinement loss has been found to be relatively larger than that for bandgap guidance [66,68]. The imaginary part of \(\beta\) for both scalar (in the 5×5 ideal structure) and vector (in the 5×5 real structure) governing equations in rectangular hollow-core PCFs has been obtained by using boundary element method in Chapter 6. Fig.6.8 shows that in both cases there is a continuous change of the confinement loss. There is no sign of a variation in confinement loss that mirrors the alternation of bands and bandgaps shown in Fig.8.2. The existence of weak interaction guidance in rectangular hollow-core PCFs indicates that this structure can serve in an analysis of this guidance mechanism.

For a deeper understanding of the weak interaction guidance, the interaction between the fundamental guided and cladding modes should be analysed. For perturbation theory to be applied, the number of modes and their amplitudes are critical information. In an infinite cladding structure, counting the number of modes and normalisation of the fields are difficult. Because of this we have used calculations based on the supercell geometry, as will be discussed in the following section.
8.4 Symmetric modes for the supercell structure

In this section, we apply analytic methods to the supercell structure to find and analyse the symmetric modes (i.e. $C = 0$) for a given frequency. The size of the supercell is assumed to be $8 \times 8$ unit cells, which means that the length of one supercell is $8\Lambda$ along both the $x$ and $y$ directions in the transverse plane. We choose $k_0\Lambda = 40$ as an example frequency in the computation and the following perturbation calculations. This selected frequency is located in a band for our model structure.

In our calculations, the symmetric modes are obtained by finding the even or odd one-dimensional wavefunctions with respect to the central defect, as has been discussed in Section 7.5. For even solutions we require that the value of $[(a-1)^2+b^2]$ approaches zero in the neighbouring central defect, where $a$ and $b$ are the field coefficients of the cosine and sine functions in Eq.(7.31). The equivalent function for odd solutions is $[a^2 + (b-1)^2]$. In our root finding, these values are tracked until they are less than $10^{-30}$. This very small value is required to obtain all the solutions because the fields for some of them are small in the central defect. Quadrupole precision is used to provide the required level of numerical accuracy.

![Figure 8.4: Schematic of the supercell showing the defect region surrounded by blue lines and with a red point at the centre, and the perfect cladding region surrounded by green lines.](image)
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In order to analyse and describe the modes it is convenient to divide the supercell into different regions, as shown in Fig.8.4. The central defect region has 9 air holes, while the perfect cladding region has 25 air holes. In the following sections the symmetric modes with $C = 0$ will be categorised in terms of their $\beta$ values and where in the supercell the field is concentrated.

### 8.4.1 Results for the air-guided modes

Due to factor $C$ being zero, the one-dimensional wavefunctions along both the $x$ and $y$ directions will have the same parity. They can therefore be described as ‘both-even’ and ‘both-odd’ modes. Our calculations show that there is a group of modes that exist in a range of $\beta/k_0$ from 0.991 to 0.997. These modes are relatively isolated from the others in terms of their propagation constants and they include the fundamental defect guided mode; thus we call this region the ‘guided area’. The both-even and both-odd modes in the guided area are listed in Tables 8.2 and 8.3, respectively.

<table>
<thead>
<tr>
<th>Label</th>
<th>$(b^2, C)$</th>
<th>Label</th>
<th>$(b^2, C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A(1)</td>
<td>(0.99195051980024, 0)</td>
<td>A(2)</td>
<td>(0.98847913625764, 0)</td>
</tr>
<tr>
<td>A(3)</td>
<td>(0.98738164082161, 0)</td>
<td>A(4)</td>
<td>(0.98596345041728, 0)</td>
</tr>
<tr>
<td>A(5)</td>
<td>(0.98295725827093, 0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.2: The both-even symmetric modes in the guided area at $k_0\Lambda = 40$ for the $8 \times 8$ ideal supercell structure. The variable $b^2$ is defined by $b^2 = (\beta/k_0)^2$, and the factor $C$ is zero.

<table>
<thead>
<tr>
<th>Label</th>
<th>$(b^2, C)$</th>
<th>Label</th>
<th>$(b^2, C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B(1)</td>
<td>(0.9880490266687, 0)</td>
<td>B(2)</td>
<td>(0.98662722200955, 0)</td>
</tr>
<tr>
<td>B(3)</td>
<td>(0.98318048286092, 0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.3: The both-odd symmetric modes in the guided area at $k_0\Lambda = 40$ for the $8 \times 8$ ideal supercell structure.

There are five both-even and three both-odd modes in this $\beta$ range. Among them is the fundamental air-guided mode, labelled by $A(1)$ in Table 8.2. The $\beta\Lambda$ value of this mode is 39.838685, which agrees to at least six decimal places with the result for the infinite cladding. This illustrates that the supercell calculation is very accurate, and shows that the interactions between supercells can be neglected.

The transverse field profiles for all these symmetric modes are shown in Fig.8.5.
Because of the range of $\beta$ chosen, these modes have fields which are situated mainly in the air holes of the structure. It is also seen that the total number of symmetric modes near to the fundamental guided mode (including the guided mode itself) is 8, which is associated with the size of $8 \times 8$ supercell.

![Mode plots](image)

Figure 8.5: Field plots in the transverse plane for the symmetric modes (i.e. $C = 0$) in the guided area when $k_0\Lambda = 40$. The wave functions in modes $A(1)$ to $A(5)$ are both even along two different directions, and in modes $B(1)$ to $B(3)$ are both odd. The mode $A(1)$ is the fundamental guided mode. The propagation constants of these modes are given in Tables 8.2 and 8.3.

### 8.4.2 High-index modes

When the propagation constant is much higher than for the guided area, other groups of modes are found and are shown in Tables 8.4 and 8.5, corresponding to the both-even and both-odd parities. The normalised propagation constants for them are large, but also show an extremely narrow difference between them, with $\beta\Lambda$ varying from 60.09612950777 to 60.09612950785. Due to this property, these modes are named ‘high-index modes’ in this thesis.

<table>
<thead>
<tr>
<th>Label</th>
<th>$(\hat{b}^2, C)$</th>
<th>Label</th>
<th>$(\hat{b}^2, C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(1)</td>
<td>(2.257215488640370478,0)</td>
<td>C(2)</td>
<td>(2.257215488637439480,0)</td>
</tr>
<tr>
<td>C(3)</td>
<td>(2.257215488637311172,0)</td>
<td>C(4)</td>
<td>(2.257215488634322805,0)</td>
</tr>
</tbody>
</table>

Table 8.4: The both-even symmetric modes (higher than the guided area) at $k_0\Lambda = 40$ for the $8 \times 8$ ideal supercell model.

The field profiles for these modes are shown in Fig.8.6, where it can be seen that
Table 8.5: The both-odd symmetric modes (higher than the guided area) at $k_0\Lambda = 40$ for the $8 \times 8$ ideal supercell model.

<table>
<thead>
<tr>
<th>Label</th>
<th>$(b^2, C)$</th>
<th>Label</th>
<th>$(b^2, C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(1)</td>
<td>(2.257215488640370458, 0)</td>
<td>D(2)</td>
<td>(2.257215488637382090, 0)</td>
</tr>
<tr>
<td>D(3)</td>
<td>(2.257215488637253782, 0)</td>
<td>D(4)</td>
<td>(2.257215488634332784, 0)</td>
</tr>
</tbody>
</table>

Figure 8.6: Field plots in the transverse plane for the symmetric high-index modes when $k_0\Lambda = 40$. The modes labelled by C(1-4) and D(1-4) correspond to Tables 8.4 and 8.5, respectively. C(1-4) are both-even symmetric modes, and D(1-4) are both-odd symmetric modes.

the modes are localised in the high-index intersections of the ideal structure. It should be noted that different regions of the supercell are shown for the different modes; modes C(1), C(4), D(1), D(4) are localised near to the central defect, while the other modes are localised in the perfect cladding region (as shown in Fig.8.4).

8.4.3 Delocalised modes

There are also many symmetric modes with $C = 0$ in the region below the guided area. We have listed the both-even modes in Table 8.6 for a selected range of $b^2$ from $-0.22$ to $0.35$. The both-odd modes are omitted here because, based on our following calculations, their final $\beta$ values are located away from guided area when $k_0\Lambda = 40$. However, both even and odd types need to be examined for a general calculation. Here, it is worth noting that when $b^2$ is positive, these modes exist in the model structure, but when $b^2$ is negative, these symmetric solutions (e.g. $E(8 - 11)$) do not exist as propagating modes. The reason for
calculating the negative $b^2$ solution is as follows. The complete mode structure contains both symmetric ($C = 0$) and non-symmetric ($C \neq 0$) modes, and we can locate the non-symmetric modes from the symmetric modes by using Eq.(7.73); the symmetric modes with negative $b^2$ are only useful in the determination of the non-symmetric modes with positive $b^2$. This also explains the range of $b^2$ values that we consider; the modes in Table 8.6 are those which can generate non-symmetric modes with $\beta$ values close to the fundamental guided mode.

<table>
<thead>
<tr>
<th>Label</th>
<th>$(b^2, C)$</th>
<th>Label</th>
<th>$(b^2, C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E(1)</td>
<td>(0.33438003975791,0)</td>
<td>E(2)</td>
<td>(0.31140439521518,0)</td>
</tr>
<tr>
<td>E(3)</td>
<td>(0.23173791606480,0)</td>
<td>E(4)</td>
<td>(0.1857898295556,0)</td>
</tr>
<tr>
<td>E(5)</td>
<td>(0.13794479117554,0)</td>
<td>E(6)</td>
<td>(0.0597161218204,0)</td>
</tr>
<tr>
<td>E(7)</td>
<td>(0.02716288416217,0)</td>
<td>E(8)</td>
<td>(-0.02597519955558,0)</td>
</tr>
<tr>
<td>E(9)</td>
<td>(-0.08454562877624,0)</td>
<td>E(10)</td>
<td>(-0.13018465013018,0)</td>
</tr>
<tr>
<td>E(11)</td>
<td>(-0.21548602587866,0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.6: Selected both-even symmetric modes (lower than the guided area) at $\kappa_0 A = 40$ for the $8 \times 8$ ideal supercell structure.

Figure 8.7: Field profiles for selected delocalised modes. Figures a(1-3) correspond to the solutions E(1), E(2) and E(11) respectively, as shown in Table 8.6. The $b^2$ values for a(1), a(2) and a(3) are 0.3344, 0.3114 and −0.2155. These delocalised solutions will be combined with high-index modes to generate the complete mode map. Figures b(1-3) are the enlarged plots of the fields shown in a(1-3), respectively.

Selected plots of the transverse field for these solutions are shown in Fig.8.7. With
a lower value of $b^2$, the fields of these ‘delocalised modes’ are no longer confined and spread throughout the supercell. In addition the transverse oscillation of the modes is greatly enhanced, as shown in the comparison of Figs.8.7.b(1-3); this property is important for our development of perturbation theory in the following chapters.

8.5 Complete mode map for the supercell structure

The relation between the symmetric and non-symmetric modes for a supercell structure has been discussed in Section 7.6. The propagation constant and polarisation factor (i.e. $C$ value) for non-symmetric modes can be obtained from Eq.(7.73) and Eq.(7.69) (or Eq.(7.71)). In principle, every possible pair of symmetric modes can be combined to give two non-symmetric modes. Fig.8.8 gives a schematic drawing of these modes. The $b^2$ values for a pair of symmetric modes are given by $b_1^2$ and $b_2^2$, where we assume that $b_1^2 > b_2^2$. The two non-symmetric modes have the same $b^2$, and equal and opposite values of $C$. Furthermore, the non-symmetric mode with $C < 0$ has the same $p_x$ and $p_y$ as the symmetric modes with $(b_1^2,0)$ and $(b_2^2,0)$ respectively. The $p_x$ and $p_y$ values for the other non-symmetric mode are equivalent to $(b_2^2,0)$ and $(b_1^2,0)$.

Fig.8.9 shows an example of how symmetric modes combine to give a non-symmetric mode. The upper three figures are field plots for the modes labelled by A(1), A(3) (see Table 8.2) and their combined non-symmetric mode, which has identical $p_x$ and $p_y$ with A(1) and A(3) respectively. The lower figures are corresponding drawings for the field regions. For modes A(1) and A(3), the one-dimensional fields are the same along the $x$ and $y$ directions. The intersections of the one-dimensional regions, which are indicated by darker colours, therefore satisfy the two-dimensional field equations and represent the regions where the fields are maximised. The one-dimensional confined regions for the non-symmetric mode are the same as those in A(1) and A(3) along the $x$ and $y$ directions respectively. The two-dimensional field regions can thus be located, as shown by dark colours in Fig.8.9 b(3).

In the previous section, three groups of symmetric modes were discussed. In practice, we are only interested in modes that lie close (in $\beta$ value) to the funda-
Figure 8.8: The relationship between a pair of symmetric modes (shown by blue points) and the derived non-symmetric modes (shown by green points) in \((b^2,C)\) space.

Figure 8.9: Comparison of the realistic (a(1-3)) and corresponding schematic (b(1-3)) field regions in the supercell structure. a(1) and a(2) are the symmetric modes A(1) and A(3) shown in Table.8.2. a(3) is a non-symmetric mode, which has the same \(p_x\) and \(p_y\) as A(1) and A(3) respectively. The one-dimensional field regions are indicated by the light colours in b(1-3). The dark colours are regions where the two-dimensional field is confined.
mental air-guided mode. There are two choices of symmetric mode combination that lead to modes located near to the fundamental guided mode. One is the internal combination for the group in the guided area; the other is the external combination from the groups higher and lower than the guided area. In the following sections, the whole mode map will be built up and discussed based on these groups.

8.5.1 Air-guided mode map

We first look at the mode map of Fig.8.10 constructed from symmetric modes in the air-guided area. The fields of all these modes are concentrated in the air holes. The modes can be divided into three types: even one-dimensional functions in both $x$ and $y$ (red dots), odd functions in both $x$ and $y$ (blue dots), and hybrid modes with one even and one odd function (green dots). It can also be seen that all the airy modes have a small $C$ value (the absolute values are less than 0.002).

![Diagram](image)

Figure 8.10: Mode diagram in the air-guided region for a $8 \times 8$ ideal supercell structure for $k_0\Lambda = 40$. The $x$ and $y$ axes represent the polarisation factor and normalised propagation constant, respectively. Red, green, and blue points denote ‘both-even’, ‘both-odd’ and ‘hybrid’ modes, which are defined by their one-dimensional wavefunctions. The modes connected by the yellow and grey dashed lines are situated in the defect air holes.

The regions where the field is most intense for the air-guided modes can be
classified into three types. The first is the ‘inner defect region’, for which the width and/or length of the air holes is enlarged when the central defect is created. The second is the ‘outer defect region’, where the width and/or length of the air holes are decreased in the formation of the central defect. The third is air holes located the perfect cladding region. We find that the modes with same $p_j$ ($j = x, y$) as the fundamental guided mode $A(1)$ belong to the first type. Modes with $p_j$ corresponding to $A(5)$ or $B(3)$ belong to the second type. The other modes correspond to the third type. The airy modes belonging to the first and second types are shown by the points on the yellow and grey dashed lines in Fig.8.10, respectively.

![Figure 8.11: Fields of the air-guided modes in the inner defect regions. They have the same $p_x$ as the fundamental guided mode A(1). The $p_y$ values for figures a(1-5) and b(1-3) are equivalent to the symmetric modes A(1-5) and B(1-3), respectively.](image)

Examples of the field plots in the inner defect regions are shown in Fig.8.11. These modes are indicated by the yellow dashed line in the left hand side of Fig.8.10 (i.e. containing the same $p_x$ as the fundamental guided mode A(1)).

Fig.8.12 shows field plots for modes located in the outer defect regions. The relevant modes are indicated by the lower right grey dashed line in Fig.8.10 and thus have the same $p_x$ as the symmetric mode A(5).
Figure 8.12: Fields of the air-guided modes in the outer defect regions. The $p_x$ value is the same as for the symmetric mode A(5). Figures a(1-5) and b(1-3) have the same $p_y$ values as the symmetric modes A(1-5) and B(1-3), respectively.

8.5.2 Glass-guided mode map

The other possibility for constructing modes is the combination between the high-index modes (as shown in Tables 8.4 and 8.5) and the delocalised modes (as shown in Table 8.6). This leads to a large set of non-symmetric modes, with relatively large absolute $C$ values (varying from 0.43 to 0.52). The large $C$ values means that the modes are strongly asymmetric with respect to the $x$ and $y$ directions. As for the glass-guided modes, they also have different field profiles, such as ‘both-even’ and ‘hybrid’ modes.

As mentioned before, we are interested in modes with propagation constants near to the fundamental guided mode. Based on this consideration, three groups can be chosen: $C(1-4)$ and $D(1-4)$ with $E(1)$, $E(2)$ or $E(11)$. In the first two choices, the $b^2$ values are about 1.295798 and 1.284310 for the scalar governing equation. The reason to select these modes is that the $b^2$ values for some of them have a large shift to about 1.001375 and 0.992287 when vector and high-index effects are considered, which brings them into the air-guided region. For the third case, the $b^2$ value for the non-symmetric modes is about 1.020865, which is in the vicinity of the guided area after a small shift. This will be discussed further in Chapters 9 and 10. In this section, we will discuss the general properties of these types of modes.
Figure 8.13: Sample of the field patterns for two non-symmetric modes close to the guided area. The mode (a) has the same $p_x$ as E(1) and $p_y$ as C(1). The mode (b) has the same $p_x$ and $p_y$ as C(1) and E(1), respectively.

Fig.8.13 shows field plots for the two non-symmetric modes derived from a pair of high-index and delocalised modes. We find that the field regions for all of these modes are concentrated within the glass strips. Thus, we call these modes ‘glass-guided modes’. This property can be explained by looking at the one-dimensional fields as was done in Fig.8.9. Each glass-guided mode has the same $p_i$ as a high-index mode and the same $p_j$ as a delocalised mode, where $i, j$ represent the $x$ and $y$ axes. In the $i$ direction, $p_i$ ensures that the field is well confined in the glass strips. Along the $j$ direction, the field extends along the glass strips because this is true of one-dimensional fields of the delocalised modes, as can be seen in Fig.8.7.

In correspondence with the high-index modes, the glass-guided modes also tend to be localised in two different regions. Some are concentrated in the glass strips passing through the central defect area (as shown by the area enclosed by blue lines in Fig.8.4). The others are located in those strips passing through the region of the perfect cladding structure (the area surrounded by green lines in Fig.8.4).

A key property of the field profiles for the glass-guided modes is their rapid oscillation, as indicated by the changing red and blue colours in Fig.8.13. An enlarged view close to the central defect is shown in Fig.8.14 (a). Two parameters can be introduced to describe these fields. One is the period of the field oscillation along the glass strips; the other is the relative phase of the fields between the
strips. The period is the same in all the glass strips for a glass-guided mode, but the phases may be different. The relative phase is determined by the parity of the relevant high-index mode because this controls the field variation in the direction perpendicular to the field extension.

Figure 8.14: Examples of fields for the glass-guided modes. They all have the same $p_x$ as the high-index mode $C(1)$. The $p_y$ values for (a), (b) and (c) are identical with the delocalised modes E(1), E(2) and E(11), respectively.

Fig.8.14 shows glass-guided modes with the same $p_x$ value as the high-index mode C(1). The $p_y$ values are different and equivalent to the symmetric modes E(1), E(2) and E(11) respectively. As shown in Eqs.(7.64) and (7.65), a symmetric mode with a larger $b^2$ has a smaller $p_x$ and $p_y$, i.e. a lower oscillation frequency in the one-dimensional wavefunctions. Therefore, the oscillation frequency of the field in Fig.8.14 (c) is relatively higher than for the other two because the $b^2$ value of the symmetric modes E(1) and E(2) is larger than that for E(11), as shown in Table 8.6. Because the $b^2$ values for the symmetric high-index modes are very similar to each other, the oscillation frequency of all the glass-guided modes is determined by the $b^2$ value of the relevant delocalised mode.

8.6 Conclusions

Analytic solutions for the modes of the ideal model structure with the scalar governing equations have been presented in this chapter. It has been shown that for the infinite structure, the guidance of rectangular hollow-core PCFs does not depend on the existence of a photonic bandgap but instead exhibits guidance over a broad frequency range. This point has been demonstrated by the coexistence of the fundamental guided and cladding modes with the same frequency and propagation constant. These properties are similar to those of Kagome PCFs, thus the rectangular hollow-core PCFs can be identified as prototypes of weak interaction guidance fibres.

120
The calculated propagation constants for the fundamental guided mode in the infinite cladding and a supercell geometry are the same to at least six decimal places. This indicates that the supercell geometry is suitable for highly accurate calculations for rectangular hollow-core PCFs.

We have shown that a full set of modes can be calculated for the supercell geometry. The modes close to the fundamental guided mode are of two distinct types: air-guided modes and glass-guided modes. An analysis of these modes has been presented, and this analysis will form the basis of our perturbation calculations in the next two chapters.
Chapter 9

Perturbation methods for model PCF structures

Analytic solutions for the ideal model structure using the scalar wave equation have been discussed in the previous two chapters. In order to achieve a better understanding of the guidance of rectangular hollow-core PCFs, we will develop a perturbation method. This allows us to discuss the real model structure with a vector governing equation. In our application, the ideal structure with a scalar governing equation is viewed as the unperturbed system. The perturbation then consists of the factors required to consider the real model structure with a vector governing equation. Our aim is to quantify and analyse the effect of the perturbation terms on the light propagation.

In Section 9.1 we derive the perturbation matrix for PCFs. The derivation of the matrix elements is presented in Section 9.2 for the magnetic field. The calculation of the photonic density of states (PDOS) is presented in Section 9.3, which provides a quantitative analysis of the interaction of cladding modes with the fundamental guided mode. Section 9.4 is the summary. Computational results, based on the theory discussed in this chapter, are presented in Chapters 10 and 11.
9.1 Matrix formulation of perturbation theory

With the scalar governing equation, the polarisation of the fields can be omitted because the solutions are degenerate for polarisations along the $x$ and $y$ directions in the transverse plane. Hence we can express the scalar wave equations, (2.18) and (2.19), in a concise form

$$L_0 \Psi_n = \beta^2_{0n} \Psi_n,$$

(9.1)

where $L_0$ denotes $[\nabla^2 + n_i^2 k_0^2]$, and $n_i^2$ is the dielectric function for the ideal model structure. $\beta^2_{0n}$ and $\Psi_n$ are the eigenvalues and eigenstates of the operator $L_0$, corresponding to the square of the propagation constants and their associated fields. The subscript $n$ labels the modes. Analytic solutions for Eq.(9.1) have been derived within a supercell geometry in Chapter 7. In our perturbation theory, these results will serve as the unperturbed solutions.

In contrast, solutions of the vector governing equation are polarised modes. Therefore, we require scalar solutions which are polarised. We write Eq.(9.1) as

$$L_0 \Psi_n = \beta^2_{0n} \Psi_n,$$

(9.2)

where the vector field solution $\Psi_n$ is

$$\Psi_n = \Psi_n \hat{e}_n$$

(9.3)

with $\hat{e}_n = \hat{x}$ or $\hat{y}$.

The vector wave equation for the real model structure can be written in a similar form as

$$L_0 \Phi + \delta L(\Phi) = \beta^2 \Phi,$$

(9.4)

where $L_0$ is the same as in Eq.(9.1) and the perturbation term, $\delta L(\Phi)$, is a linear vector function of $\Phi$. The eigenvalue $\beta^2$ and eigenvector $\Phi$ now denote the square of the propagation constant and field for the realistic system. In our model, the correction term $\delta L(\Phi)$ consists of two parts. One comes from the vector term in the governing equation; the other comes from the difference of the dielectric constant between the realistic and ideal structures. Thus they are called the ‘vector terms’ and ‘high-index terms’ respectively.
We look for solutions of Eq.(9.4) by using solutions of Eq.(9.2) as basis functions:

$$\Phi = \sum_n a_n \Psi_n,$$

where the $a_n$ is the expansion coefficient. Substituting this expression into Eq.(9.4), we obtain

$$L_0\left( \sum_n a_n \Psi_n \right) + \delta L \left( \sum_n a_n \Psi_n \right) = \beta^2 \sum_n a_n \Psi_n,$$

which, using Eq.(9.2), leads to

$$\sum_n a_n \beta_0^2 \Psi_n + \sum_n a_n \delta L(\Psi_n) = \beta^2 \sum_n a_n \Psi_n.$$  \hspace{1cm} (9.7)

Eq.(9.7) is multiplied on both sides by $\Psi^*_m$ to give

$$\sum_n a_n \beta_0^2 \Psi^*_m \cdot \Psi_n + \sum_n a_n \Psi^*_m \cdot \delta L(\Psi_n) = \beta^2 \sum_n a_n \Psi^*_m \cdot \Psi_n$$  \hspace{1cm} (9.8)

and by integrating over one supercell, with the ortho-normalisation formula $\int \int \Psi^*_m \cdot \Psi_n dA = \delta_{mn}$ we obtain

$$a_m \beta_0^2 + \sum_n a_n \delta L_{mn} = \beta^2 a_m,$$

where

$$(\delta L)_{mn} = \int \int \Psi^*_m \cdot \delta L(\Psi_n) dA.$$  \hspace{1cm} (9.10)

Eq.(9.9) can be written in a matrix form as

$$(L_0 + \delta L) a = \beta^2 a,$$  \hspace{1cm} (9.11)

where the elements in $L_0$ are

$$(L_0)_{mn} = \delta_{mn} \beta_0^2,$$  \hspace{1cm} (9.12)

and the elements in $\delta L$ take the same form as Eq.(9.10). Eq.(9.11) gives the perturbation matrix for PCFs. In order to provide a direct connection with the scalar field expression (i.e. Eq.(9.1)), $\Psi_m$ is replaced by $\Psi_m \hat{e}_m$. The matrix...
elements Eqs.(9.10) and (9.12) can then be written as

\[ \delta L_{mn(e_m e_n)} = \int \int (\Psi_m \hat{e}_m)^* \cdot \delta L(\Psi_n \hat{e}_n) dA, \]

\[ (L_0)_{mn(e_m e_n)} = \delta_{e_m e_n} \delta_{mn} \beta_{0m}^2 \]

where the subscripts \((e_m e_n)\) denote the polarisations of the fields \(\Psi_m\) and \(\Psi_n\). The corresponding perturbation matrix then becomes

\[ \left\{ \begin{array}{ccc}
\frac{L}{L_0(xx)} & 0 & \frac{\delta L}{\delta L_0(xx)} \\
0 & \frac{L}{L_0(yy)} & \frac{\delta L}{\delta L_0(xy)} \\
\frac{\delta L}{\delta L_0(xy)} & \frac{\delta L}{\delta L_0(yy)} & 0 \\
\end{array} \right\} \mathbf{a} = \beta^2 \mathbf{a}. \]

Expressions for the elements in the second matrix will be derived in Section 9.2 for the magnetic field.

The matrix elements \(\delta L_{mm}\) that appear in Eq.(9.11) (or Eq.(9.15)) can be classified into three types. First we consider the diagonal matrix elements, \(\delta L_{mm}\). These cause a ‘shift’ of the propagation constant for each mode but, by themselves, do not lead to any interaction between the modes and therefore do not affect the loss. If only these term are considered, the propagation constants are given by

\[ \beta_{0m}^2 = \beta_{0m}^2 + \delta L_{mm}, \]

and the fields of the modes are unchanged. As we shall see in the next chapter, the diagonal matrix elements are substantially larger than the off-diagonal elements.

We therefore use the shifted propagation constants given by (9.16) to decide which modes to include in the perturbation calculation. Only the modes with shifted propagation constants located close to the fundamental guided mode are selected.

The second type of matrix element in Eq.(9.11) is \(\delta L_{m0n}\) and \(\delta L_{n0m}\), where \(m_0\) labels the fundamental guided mode and \(n\) labels another mode of the supercell. Coupling of this type will lead to confinement loss due to light leaking from the guided mode into cladding modes. The third type of matrix element is \(\delta L_{mn}\) and \(\delta L_{nm}\) (where \(m, n \neq m_0\)); these reflect interactions between the cladding modes.
9.2 Calculation of matrix elements

For the magnetic field, the scalar and vector governing equations given in Eqs.(2.19) and (2.14) are

\[
(\nabla_i^2 + n_i^2 k_0^2) \mathbf{h}_t = \beta_0^2 \mathbf{h}_t \tag{9.17}
\]

\[
(\nabla_i^2 + n_i^2 k_0^2) \mathbf{h}_t - (\nabla_t \times \mathbf{h}_t') \times \nabla_t \ln n_t^2 = \beta_0^2 \mathbf{h}_t', \tag{9.18}
\]

where \( \beta_0 \) and \( \mathbf{h}_t \) are the propagation constant and transverse field for the scalar governing equation and the ideal structure, \( \beta \) and \( \mathbf{h}_t' \) are those for the vector governing equation with the realistic structure, and the dielectric functions \( n_i^2 \) and \( n_t^2 \) are for the ideal and realistic dielectric functions respectively. The relationship between the ideal and realistic dielectric functions is expressed as

\[
n_r^2 = n_i^2 + \Delta n^2, \tag{9.19}
\]

where, as shown in Section 7.1, \( \Delta n^2 \) is given by

\[
\Delta n^2 = \begin{cases} 
    n_a^2 - n_g^2 & \text{for the glass intersections} \\
    0 & \text{for other regions},
\end{cases} \tag{9.20}
\]

where \( n_a \) and \( n_g \) are the refractive indices for air and glass.

By comparison of Eqs.(9.17) and (9.18), the perturbation term for the magnetic field of mode \( n \) is found to be

\[
\delta L(\mathbf{h}_n) = - (\nabla_t \times \mathbf{h}_n) \times \nabla_t \ln n_t^2 + \Delta n^2 k_0^2 \mathbf{h}_n. \tag{9.21}
\]

The perturbation matrix in Eq.(9.15) can then be written as

\[
\delta L_{nm(e_m e_n)} = \delta L^a_{(e_m e_n)} + \delta L^b_{(e_m e_n)}, \tag{9.22}
\]

where the \( a \) and \( b \) labels are for the vector terms and high-index terms respectively. The matrix elements are

\[
\delta L^a_{mn(e_m e_n)} = - \int \int h_m \mathbf{\hat{e}}_m \cdot \left( (\nabla_t \times (h_n \mathbf{\hat{e}}_n)) \times \nabla_t \ln n_t^2 \right) dA \tag{9.23}
\]

\[
\delta L^b_{mn(e_m e_n)} = \int \int h_m \mathbf{\hat{e}}_m \cdot (\Delta n^2 k_0^2) h_n \mathbf{\hat{e}}_n dA', \tag{9.24}
\]

where \( dA \) and \( dA' \) are the integration elements for the whole supercell and for
only the intersections of the glass strips, respectively. In the following sections, analytic expressions for these terms will be derived.

### 9.2.1 Vector terms

The vector perturbation term, Eq.(9.23), can be written as

\[
\delta L_{mn}^a = - \int \int h_m \hat{e}_m \cdot \left[ \left( \frac{\partial}{\partial x} \hat{x} + \frac{\partial}{\partial y} \hat{y} \right) \times (h_n \hat{e}_n) \times \nabla_t \ln n_r^2 \right] dA. \tag{9.25}
\]

The directions of \( \hat{e}_m \) and \( \hat{e}_n \) have four possible combinations in the perturbation matrix, as shown in Eq.(9.15); the corresponding expressions become

\[
\delta L_{mn(xx)}^a = - \int \int h_m \hat{x} \cdot \left\{ \frac{\partial}{\partial y} \hat{z} \times \nabla_t \ln n_r^2 \right\} dA \tag{9.26}
\]

\[
\delta L_{mn(yy)}^a = - \int \int h_m \hat{y} \cdot \left\{ \frac{\partial}{\partial x} \hat{z} \times \nabla_t \ln n_r^2 \right\} dA \tag{9.27}
\]

\[
\delta L_{mn(xy)}^a = - \int \int h_m \hat{x} \cdot \left\{ \frac{\partial h_n}{\partial x} \hat{z} \times \nabla_t \ln n_r^2 \right\} dA \tag{9.28}
\]

\[
\delta L_{mn(yx)}^a = - \int \int h_m \hat{y} \cdot \left\{ - \frac{\partial h_n}{\partial y} \hat{z} \times \nabla_t \ln n_r^2 \right\} dA, \tag{9.29}
\]

where \((\hat{e}_m, \hat{e}_n)\) are \((\hat{x}, \hat{x}), (\hat{y}, \hat{y}), (\hat{x}, \hat{y})\) and \((\hat{y}, \hat{x})\), respectively.

In these formulae, \( \nabla_t \ln n_r^2 \) is the derivative of a step function with a non-zero value only at the interfaces between the glass and air. In our model structure we have \([105]\]

\[
(\nabla_t \ln n_r^2) dA = \begin{cases} 
\hat{y} \ln \left( \frac{n_r^2(y)}{n_r^2(\cdot)} \right) \delta(B) dx dB & \text{for interfaces parallel to the x axis} \\
\hat{x} \ln \left( \frac{n_r^2(x)}{n_r^2(\cdot)} \right) \delta(B) dy dB & \text{for interfaces parallel to the y axis.} 
\end{cases} \tag{9.30}
\]

The subscripts + and − represent positions on either side of the interface, \( \delta(B) \) is a delta function in the coordinate perpendicular to the boundary, and the integration element \( dx \) or \( dy \) is along the boundary. The direction of \( \nabla_t \ln n_r^2 \) must be \( \hat{y} \) in Eqs.(9.26) and (9.28), and \( \hat{x} \) in Eqs.(9.27) and (9.29) for non-zero
values. Substitution of Eq.(9.30) into Eqs.(9.26) to (9.29) leads to the following expressions

\[ \delta L_{mn(\pm\pm)}^{a} = - \sum_{\{l_x\}} \int h_m \hat{x} \cdot \left\{ \partial h_n \left( -\hat{z} \times \hat{y} \right) \ln \left( \frac{n_{r(y\pm)}^2}{n_{r(y\mp)}^2} \right) \delta(B) \right\} dx dB \]

\[ = - \sum_{\{l_x\}} \ln \left( \frac{n_{r(y\pm)}^2}{n_{r(y\mp)}^2} \right) \int h_m \partial h_n \frac{\partial}{\partial y} \right\} \]

\[ \delta L_{mn(\pm\pm)}^{a} = \sum_{\{l_y\}} \int h_m \hat{y} \cdot \left\{ \partial h_n \left( \hat{z} \times \hat{x} \right) \ln \left( \frac{n_{r(x\pm)}^2}{n_{r(x\mp)}^2} \right) \delta(B) \right\} dy dB \]

\[ = \sum_{\{l_y\}} \ln \left( \frac{n_{r(x\pm)}^2}{n_{r(x\mp)}^2} \right) \int h_m \partial h_n \frac{\partial}{\partial x} \right\} \]

\[ \delta L_{mn(\pm\pm)}^{a} = \sum_{\{l_x\}} \int h_m \hat{x} \cdot \left\{ \partial h_n \left( -\hat{z} \times \hat{y} \right) \ln \left( \frac{n_{r(y\pm)}^2}{n_{r(y\mp)}^2} \right) \delta(B) \right\} dy dB \]

\[ = \sum_{\{l_y\}} \ln \left( \frac{n_{r(x\pm)}^2}{n_{r(x\mp)}^2} \right) \int h_m \partial h_n \frac{\partial}{\partial y} \right\}, \]

where the integrals include all the interfaces \{l_x\} and \{l_y\} in one supercell for the real model structure.

In Eqs.(9.31) to (9.34), the vector terms are expressed using the two-dimensional scalar fields \( h_m \) and \( h_n \), which are solutions of the scalar governing equation for the ideal model structure. As discussed in Chapter 7, they can be written in terms of one-dimensional separable fields \( X(x) \) and \( Y(y) \):

\[ h_m = X_m(x)Y_m(y) \]  

\[ h_n = X_n(x)Y_n(y) \]
which, when substituted into Eqs.(9.31) to (9.34), give

\[ \delta L_{mn(x)}^a = - \sum_{\{t_x\}} \ln \left( \frac{n_r^2(x^+)}{n_r^2(x^-)} \right) \int [X_m(x)Y_m(y)] [X_n(x)Y'_n(y)] dx \]

\[ = - \sum_{\{t_x\}} \ln \left( \frac{n_r^2(x^+)}{n_r^2(x^-)} \right) \left[Y_m(y)Y'_n(y)\right]_{int} \int_{t_x} X_m(x)X_n(x)dx \quad (9.37) \]

\[ \delta L_{mn(yy)}^a = - \sum_{\{t_y\}} \ln \left( \frac{n_r^2(y^+)}{n_r^2(y^-)} \right) \int [X_m(x)Y_m(y)] [X'_n(x)Y_n(y)] dy \]

\[ = - \sum_{\{t_y\}} \ln \left( \frac{n_r^2(y^+)}{n_r^2(y^-)} \right) \left[X_m(x)X'_n(x)\right]_{int} \int_{t_y} Y_m(y)Y_n(y)dy \quad (9.38) \]

\[ \delta L_{mn(xy)}^a = \sum_{\{t_x\}} \ln \left( \frac{n_r^2(x^+)}{n_r^2(x^-)} \right) \int [X_m(x)Y_m(y)] [X'_n(x)Y_n(y)] dx \]

\[ = \sum_{\{t_x\}} \ln \left( \frac{n_r^2(x^+)}{n_r^2(x^-)} \right) \left[Y_m(y)Y'_n(y)\right]_{int} \int_{t_x} X_m(x)X'_n(x)dx \quad (9.39) \]

\[ \delta L_{mn(y)}^a = \sum_{\{t_y\}} \ln \left( \frac{n_r^2(y^+)}{n_r^2(y^-)} \right) \int [X_m(x)Y_m(y)] [X_n(x)Y'_n(y)] dy \]

\[ = \sum_{\{t_y\}} \ln \left( \frac{n_r^2(y^+)}{n_r^2(y^-)} \right) \left[X_m(x)X_n(x)\right]_{int} \int_{t_y} Y_m(y)Y'_n(y)dy, \quad (9.40) \]

where the subscript \( int \) means the values at the relevant interface. Eqs.(9.37) to (9.40) are our final expressions for the vector perturbation terms. They consist of two parts: a non-integral component (e.g. \( Y_m(y)Y'_n(y) \) in Eq.(9.37)) and an integral component (e.g. \( \int X_m(x)X_n(x)dx \) in Eq.(9.37)). The values of the non-integral component can be calculated directly from the one-dimensional field expressions given in Chapter 7. The integral components contain terms like \( \int X_m(x)X_n(x)dx, \int Y_m(y)Y_n(y)dy, \int X_m(x)X'_n(x)dx \) and \( \int Y_m(y)Y'_n(y)dy \). All of these integrals can be performed analytically; here we show an example to perform the calculation the integral of \( \int X_m(x)X_n(x)dx \).

At any point in the structure (we suppose the layer index \( N \)) the field can be
expressed in dimensionless variables as (See Eq.(7.31))

\[
X_m(x) = a_x^m \cos \left[ (p_x^m \Lambda)(x - x_c) \right] + b_x^m \frac{\sin \left[ (p_x^m \Lambda)(x - x_c) \right]}{p_x^m \Lambda} \tag{9.41}
\]

where \( m \) labels the mode, \( x_c \) represents the centre of the layer in the \( x \) direction and \( a_x^m, b_x^m \) are the field coefficients. Using Eq.(9.41), the example integral becomes

\[
\int X_m(x)X_n(x)dx = \int_{x_c - \frac{t}{2}}^{x_c + \frac{t}{2}} \left\{ a_x^m \cos \left[ (p_x^m \Lambda)(x - x_c) \right] + b_x^m \frac{\sin \left[ (p_x^m \Lambda)(x - x_c) \right]}{p_x^m \Lambda} \right\}
\]

\[
\left\{ a_x^n \cos \left[ (p_x^n \Lambda)(x - x_c) \right] + b_x^n \frac{\sin \left[ (p_x^n \Lambda)(x - x_c) \right]}{p_x^n \Lambda} \right\} dx, \tag{9.42}
\]

where \( t \) is the dimensionless width of the air or glass layer over which we integrate. In the particular application of this formula in Eq.(9.37), the integration is calculated along the interfaces between the air and glass regions. The integral is simple to perform, yielding

\[
\int X_m(x)X_n(x)dx = a_x^m a_x^n \left[ \frac{\sin \left( \frac{p_x^m \Lambda + p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda + p_x^n \Lambda} + \frac{\sin \left( \frac{p_x^m \Lambda - p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda - p_x^n \Lambda} \right]
\]

\[
+ \frac{b_x^m b_x^n}{(p_x^m \Lambda)(p_x^n \Lambda)} \left[ \frac{\sin \left( \frac{p_x^m \Lambda - p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda - p_x^n \Lambda} - \frac{\sin \left( \frac{p_x^m \Lambda + p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda + p_x^n \Lambda} \right]. \tag{9.43}
\]

In a similar way, the other integrals become

\[
\int Y_m(y)Y_n(y)dy = a_y^m a_y^n \left[ \frac{\sin \left( \frac{p_y^m \Lambda + p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda + p_y^n \Lambda} + \frac{\sin \left( \frac{p_y^m \Lambda - p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda - p_y^n \Lambda} \right]
\]

\[
+ \frac{b_y^m b_y^n}{(p_y^m \Lambda)(p_y^n \Lambda)} \left[ \frac{\sin \left( \frac{p_y^m \Lambda - p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda - p_y^n \Lambda} - \frac{\sin \left( \frac{p_y^m \Lambda + p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda + p_y^n \Lambda} \right]. \tag{9.44}
\]

\[
\int X_m(x)X'_n(x)dx = a_x^m b_x^n \left[ \frac{\sin \left( \frac{p_x^m \Lambda + p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda + p_x^n \Lambda} + \frac{\sin \left( \frac{p_x^m \Lambda - p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda - p_x^n \Lambda} \right]
\]

\[
- \frac{b_x^m a_x^n (p_x^n \Lambda)}{(p_x^m \Lambda)} \left[ \frac{\sin \left( \frac{p_x^m \Lambda - p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda - p_x^n \Lambda} - \frac{\sin \left( \frac{p_x^m \Lambda + p_x^n \Lambda}{2} t \right)}{p_x^m \Lambda + p_x^n \Lambda} \right]. \tag{9.45}
\]
\[
\int Y_m(y)Y_n'(y)dy = a^m_y a^n_y \left[ \frac{\sin \left( \frac{p_y^m - p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda - p_y^n \Lambda} - \frac{\sin \left( \frac{p_y^m + p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda + p_y^n \Lambda} \right] - b^m_y b^n_y \left[ \frac{\sin \left( \frac{p_y^m - p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda - p_y^n \Lambda} - \frac{\sin \left( \frac{p_y^m + p_y^n \Lambda}{2} t \right)}{p_y^m \Lambda + p_y^n \Lambda} \right].
\] (9.46)

For the special case when \( p_x^m = p_x^n \) or \( p_y^m = p_y^n \), we find
\[
\int X_m(x)X_n(x)dx = \frac{a^m_x a^n_x}{2} \left[ t + \frac{\sin \left( (p_x\Lambda)t \right)}{p_x\Lambda} \right] + \frac{b^m_x b^n_x}{2(p_x\Lambda)^2} \left[ t - \frac{\sin \left( (p_x\Lambda)t \right)}{p_x\Lambda} \right].
\] (9.47)
\[
\int Y_m(y)Y_n(y)dy = \frac{a^m_y a^n_y}{2} \left[ t + \frac{\sin \left( (p_y\Lambda)t \right)}{p_y\Lambda} \right] + \frac{b^m_y b^n_y}{2(p_y\Lambda)^2} \left[ t - \frac{\sin \left( (p_y\Lambda)t \right)}{p_y\Lambda} \right].
\] (9.48)
\[
\int X_m(x)X_n'(x)dx = \frac{a^m_x b^n_x}{2} \left[ t + \frac{\sin \left( (p_x\Lambda)t \right)}{p_x\Lambda} \right] - \frac{a^n_x b^m_x}{2} \left[ t - \frac{\sin \left( (p_x\Lambda)t \right)}{p_x\Lambda} \right].
\] (9.49)
\[
\int Y_m(y)Y_n'(y)dy = \frac{a^m_y b^n_y}{2} \left[ t + \frac{\sin \left( (p_y\Lambda)t \right)}{p_y\Lambda} \right] - \frac{a^n_y b^m_y}{2} \left[ t - \frac{\sin \left( (p_y\Lambda)t \right)}{p_y\Lambda} \right].
\] (9.50)

By using these expressions in Eqs.(9.37) to (9.40), we are able to calculate the vector perturbation terms for the magnetic field.

### 9.2.2 High-index terms

We now consider the high-index term, \( \delta L^b_{mn} \), given by
\[
\delta L^b_{mn(\epsilon m \epsilon n)} = \int \int h_m e_m \cdot (\Delta n^2 k_0^2) h_n e_n \ dA',
\] (9.51)
where the integration is over only the area of the intersections of the glass strips in the rectangular PCF structure. As for the vector terms, \( \delta L^b_{mn} \) also has four different forms related to the directions of the fields \( h_m \) and \( h_n \). They are given by
\[
\delta L^b_{mn(\epsilon x \epsilon x)} = \delta L^b_{mn(\epsilon y \epsilon y)} = \int \int (\Delta n^2 k_0^2) h_m h_n \ dA',
\] (9.52)
\[
\delta L^b_{mn(\epsilon x \epsilon y)} = \delta L^b_{mn(\epsilon y \epsilon x)} = 0.
\] (9.53)
Substituting the separable field expressions Eqs.(9.35) and (9.36) into Eq.(9.52) leads to
\[
\delta L^b_{mn(\epsilon x \epsilon x)} = \delta L^b_{mn(\epsilon y \epsilon y)} = \int \int (\Delta n^2 k_0^2) \left[ X_m(x)Y_m(y) \right] \left[ X_n(x)Y_n(y) \right] \ dxdy,
\] (9.54)
where the label $A'$ shows that the two one-dimensional integrals are performed within the intersections of the glass strips. We introduce labels $j$ and $k$ to represent the $j^{th}$ and $k^{th}$ layer along the $x$ and $y$ directions respectively from the centre of one supercell to the centre of the next. For the $N \times N$ supercell structure, $j$ and $k$ start from 0 (i.e. the air hole centre) to $2N$ (i.e. the next air hole centre). Because of the alternation of air holes and glass strips in our model structure, even and odd values of $j$ and $k$ represent the air holes and glass strips respectively. At the intersections of the strips, $j$ and $k$ are both odd. Thus Eq.(9.54) can be written as

$$
\delta L^b_{mn(xz)} = \delta L^b_{mn(yy)}
$$

$$
= (\Delta n^2 k_0^2) \sum_{j=1,3,...}^{2N-1} \sum_{k=1,3,...}^{2N-1} \int_{x_j-\frac{t_j}{2}}^{x_j+\frac{t_j}{2}} X_m(x)X_n(x)dx \int_{y_k-\frac{t_k}{2}}^{y_k+\frac{t_k}{2}} Y_m(y)Y_n(y)dy, \quad (9.55)
$$

where $x_j$ and $y_k$ are the centres of the $j^{th}$ and $k^{th}$ layers in the $x$ and $y$ directions respectively, and $t_j$ and $t_k$ are the corresponding thicknesses. The two integrals in Eq.(9.55) are given by Eqs.(9.43) and (9.44); they reduce to Eqs.(9.47) and (9.48) when $p_x^m = p_y^m$ and $p_y^m = p_y^m$.

### 9.3 Projected density of states

#### 9.3.1 Analysis of the perturbation matrix

The expressions derived in Section 9.2 can be used to construct the perturbation matrices in Eq.(9.11) or (9.15). By solving these equations we can not only obtain the propagation constant for the realistic case, but we can also derive information about the interactions between the modes.

The general matrix $\Delta L$, which is used to replace $\{ L_0 + \delta L \}$ in Eq.(9.11), has both right and left eigenvectors defined as

$$
L_0 (k)^R = \beta(k)^2 \omega_R^{(k)}
$$

$$
L_0 (k)^L = \beta(k)^2 \omega_L^{(k)},
$$

where $k$ labels the eigenvector and the $R$, $L$ subscripts denote the right and left eigenvectors respectively. For a Hermitian matrix, we have $\omega_L^{(k)} = (\omega_R^{(k)})^T$. 
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but this is not true for a non-Hermitian problem (the vector term in Eq.(9.18)
is non-Hermitian). The eigenvectors obey the orthogonality and completeness
relations:

\[ \sum_i a_{Li}^{(k)} a_{R_i}^{(k')} = \delta_{kk'} \]  

(9.58)  

\[ \sum_k a_{Li}^{(k)} a_{Rj}^{(k)} = \delta_{ij}, \]  

(9.59)  

where \( i \) labels the \( i^{th} \) element in the \( k^{th} \) eigenvector.

In electronic structure calculations, the projected density of states is widely used
to express the total density of states weighted by the probability of finding an
electron in a particular energy state [106]. Here we can define the projected
photonic density of states for any basis function \( i \), where \( i \) represents a solution
of the unperturbed problem:

\[ \rho_i(\beta^2) = \sum_k a_{Li}^{(k)} a_{Ri}^{(k)} \delta(\beta^2 - \beta^{(k)2}). \]  

(9.60)  

The coefficient \( \{a_{Li}^{(k)} a_{Ri}^{(k)}\} \) in front of the delta function can be expressed as \( W_{i}^{(k)} \),
representing the weight of the \( i^{th} \) unperturbed mode in the \( k^{th} \) perturbed mode.
\( \rho_i(\beta^2) \) gives a picture of how each unperturbed mode \( i \) is ‘spread out’ over a
range of propagation constants in the full problem. In particular, if \( i \) represents
the fundamental guided mode (i.e. if \( i \equiv m_0 \)), \( \rho_{m_0}(\beta^2) \) will show how strongly the
guided mode interacts with cladding modes when the perturbation is present. As
we shall show below, the width of \( \rho_{m_0}(\beta^2) \) gives an indication of the confinement
loss caused by this interaction.

### 9.3.2 Analytic expression for the projected density of states

Following the discussion at the end of Section 9.1 it is convenient to rewrite the
operator \( \hat{L} \) in Eq.(9.56) as

\[ \hat{L} = \hat{L}_0 + \delta \hat{L}_0 + \delta \hat{L}' + \delta \hat{L}'', \]  

(9.61)  

where \( \hat{L}_0 \) is the unperturbed matrix, \( \delta \hat{L}_0 \) is the diagonal matrix constructed from
the first type of elements \( \delta L_{mm} \), \( \delta \hat{L}' \) contains the second type with terms linking
the fundamental guided mode to the cladding modes: \( \delta L_{m_0m} \), \( \delta L_{nnm_0} \), and \( \delta \hat{L}'' \)
includes the remaining (i.e. cladding-cladding) terms. In general, we can define
the Green’s function matrix $G_{\beta}^{(2)}$ for the operator in Eq.(9.61) by

$$
\left( \beta^2 L - \beta^2 L \right) G_{\beta}^{(2)} = -L^2
$$

(9.62)

where $L$ is the identity matrix. As usual, we can express the elements of $G$ in terms of the eigenvalues and eigenvectors of $L$,

$$
G_{pq} = \sum_k \frac{a_{Lq}^{(k)} a_{Rp}^{(k)}}{\beta^2 - \beta^2(k) - i\epsilon},
$$

(9.63)

where $\epsilon$ approaches 0 from above. The reason for introducing the Green’s function can be seen by using the identity [107]

$$
\lim_{y \to 0} \frac{1}{x - iy} = P \frac{1}{x} + i\pi \delta(x),
$$

(9.64)

where $P$ is the principal value and $\delta(x)$ is a Dirac delta function. The elements of the Green’s function become

$$
G_{pq} = \sum_k \left[ P \frac{a_{Lq}^{(k)} a_{Rp}^{(k)}}{\beta^2 - \beta^2(k)} + i\pi a_{Lq}^{(k)} a_{Rp}^{(k)} \delta(\beta^2 - \beta^2(k)) \right],
$$

(9.65)

and by comparison with Eq.(9.60) we find

$$
\rho_{\lambda}(\beta^2) = \frac{1}{\pi} \text{Im}[G_{\lambda\lambda}],
$$

(9.66)

Therefore, if we can calculate the Green’s function we can determine the projected density of states.

In general, it is not possible to derive analytic expressions for the Green’s function. However, there is a useful approximation we can make that enables us to derive an expression for $\rho_{\lambda\lambda}(\beta^2)$. We ignore the $\delta L^\mu$ term in Eq.(9.61) and write

$$
L = L'_0 + \delta L',
$$

(9.67)

where $L'_0 = L_0 + \delta L_0$ is a diagonal matrix whose elements are the shifted propagation constants given by Eq.(9.16). This approximate equation is closely related to a problem that is familiar in electronic structure calculations, where a localised impurity orbital is embedded in an electron gas, and our analysis follows that in Ref. [108]. In the electronic case, the localised orbital broadens into a resonance,
and the width of the resonance is related to the lifetime of the electron in the localised state. In our case the interaction of the fundamental guided mode with cladding modes leads to a broadening of the projected density of states and to attenuation of the guided mode.

For the unperturbed but shifted system, we can define a Green’s function \( \overline{G}_0 \) that satisfies

\[
\left( I'_{\overline{G}_0} - \beta^2 I \right) \overline{G}_0 = -I
\]

where the elements of the diagonal matrix \( \overline{G}_0 \) have the form

\[
G_{0mm} = \frac{1}{\beta^2 - \beta'^2_m - \imath \varepsilon}.
\]

The two Green’s function matrices \( \overline{G} \) and \( \overline{G}_0 \) are related by the Dyson equation [107]

\[
\overline{G} = \overline{G}_0 + \overline{G}_0 \delta L' \overline{G}_0
\]

where \( \delta L' \) has non-zero elements only when one of the indices is \( m_0 \). The elements in Eq.(9.70) can be expressed as

\[
G_{ab} = G_{0aa} \delta_{ab} + G_{0aa} \sum_c \delta L'_{ac} G_{cb}.
\]

When the subscripts \( \{ab\} \) are chosen as \( \{m_0m_0\}, \{mm\}, \{m_0m\} \), Eq.(9.71) becomes

\[
G_{m_0m_0} = G_{0m_0m_0} + G_{0m_0m} \sum_m \delta L'_{mm} G_{m_0m_0}
\]

\[
G_{mm} = G_{0mm} \delta L'_{mm} G_{m_0m_0}
\]

\[
G_{m_0m} = G_{0m_0m_0} \sum_m \delta L'_{m_0m} G_{mm}.
\]

Substituting Eq.(9.73) into Eq.(9.72), we obtain

\[
G_{m_0m_0} = G_{0m_0m_0} + G_{0m_0m_0} G_{m_0m_0} \sum_m \delta L'_{m_0m} G_{0mm} \delta L'_{mm_0}.
\]

Eq.(9.75) can be rearranged to give

\[
G_{m_0m_0} = \frac{G_{0m_0m_0}}{1 - G_{0m_0m_0} \sum_m \delta L'_{m_0m} G_{0mm} \delta L'_{mm_0}}
\]

and by placing Eq.(9.69) into Eq.(9.76) we obtain an analytic expression for the
element of the Green’s function we are interested in:

\[ G_{m_{0}m_{0}} = \frac{1}{\beta^2 - \beta_{0m_{0}}^2 - i\varepsilon - \sum_m \delta L'_{m_{0}m_{0}} \delta L'_{m_{m_{0}}}}. \]  

(9.77)

By comparing Eqs.(9.69) and (9.77), we can interpret the effect of the perturbation on the fundamental guided mode as a change in its value of \( \beta^2 \), given by

\[ \Delta \beta^2_{m_{0}} = \sum_m \frac{\delta L'_{m_{0}m_{0}} \delta L'_{m_{m_{0}}}}{\beta^2 - \beta_{0m}^2 - i\varepsilon}. \]  

(9.78)

It is important to note that this expression has both real and imaginary parts. By using Eq.(9.64) we can write

\[ \Delta \beta^2_{m_{0}} = \Delta \beta^2_{m_{0}}(Re) + i\Delta \beta^2_{m_{0}}(Im), \]  

(9.79)

where

\[ \Delta \beta^2_{m_{0}}(Re) = P \sum_m \frac{\delta L'_{m_{0}m_{0}} \delta L'_{m_{m_{0}}}}{\beta^2 - \beta_{0m}^2}, \]  

(9.80)

where \( P \) is the principal value, and

\[ \Delta \beta^2_{m_{0}}(Im) = \pi \sum_m \delta L'_{m_{0}m_{0}} \delta L'_{m_{m_{0}}} \delta(\beta^2 - \beta_{0m}^2), \]  

(9.81)

As we shall see in the next chapter, the shift of the real part is not very important, but the existence of an imaginary part leads directly to an attenuation of the guided mode due to the effects of the perturbation. The relationship of this with the projected density of states can be seen by writing

\[ G_{m_{0}m_{0}} = \frac{1}{\beta^2 - \beta_{0m_{0}}^2 - \Delta \beta^2_{m_{0}}(Re) - i\Delta \beta^2_{m_{0}}(Im)}, \]  

(9.82)

where \( i\varepsilon \) is omitted because it is tiny compared to the term \( i\Delta \beta^2_{m_{0}}(Im) \). It is straightforward to show that the imaginary part of \( G_{m_{0}m_{0}} \) becomes

\[ \text{Im}[G_{m_{0}m_{0}}] = \frac{\Delta \beta^2_{m_{0}}(Im)}{(\beta^2 - \beta_{0m_{0}}^2)^2 + (\Delta \beta^2_{m_{0}}(Im))^2}, \]  

(9.83)

where the small term \( \Delta \beta^2_{m_{0}}(Re) \) has been neglected. The projected photonic
density of states then becomes

\[ \rho_{mo}(\beta^2) = \frac{1}{\pi} \frac{\Delta \beta_{mo}^2 (Im)}{(\beta^2 - \beta_{0mo}^2)^2 + (\Delta \beta_{mo}^2 (Im))^2}. \]  

(9.84)

Eq.(9.84) is a Lorentzian function in \( \beta^2 \), for which the full width at half maximum (FWHM) is \( 2\Delta \beta_{mo}^2 (Im) \). This shows the relationship between the width of the projected density of states and the attenuation of the fundamental mode.

### 9.4 Summary

In this chapter we have developed a perturbation method to analyse the real model PCF structures with a vector governing equation. The perturbation matrix for the magnetic fields has been derived, and we have shown that the matrix elements can be expressed analytically by using the one-dimensional field equations. The correction of the propagation constant for the real case can be viewed in two steps. The first is a shift of the propagation constant, and the second involves the interaction of these shifted solutions. The perturbation also has two parts: the vector terms of the governing equation, and the difference between the real and ideal fibre structures. In our investigation, these effects can be analysed individually or together, which enables us to obtain a useful comparison. We have also discussed the way in which we can analyse the effect on the fundamental guided mode due to the interactions with the cladding modes. In the next chapter we will present numerical results based on the theory we have developed.
Chapter 10

Perturbation results

In this chapter, we perform perturbation calculations based on the theory presented in the previous chapter. The aim is to analyse the strength of the mode interactions, and to provide a physical explanation for the weak interaction guidance.

In Section 10.1 we discuss the shift of the guided modes due to the diagonal elements of the perturbation matrix. The perturbed propagation constants and the general pattern of the mode interactions are discussed in Section 10.2. The weight of the unperturbed fundamental guided mode in the perturbed guided modes is calculated and analysed in Section 10.3. In Section 10.4 we investigate the perturbed field for both the fundamental guided mode and the cladding modes with the largest weightings from the unperturbed fundamental mode. Calculations of the imaginary part of the propagation constant from perturbation theory are presented in Section 10.5. Section 10.6 is the conclusion.

10.1 Shift of the propagation constants

In Chapter 8, we used an ideal 8 × 8 supercell model structure to calculate the full set of the modes for the scalar wave equation for k₀Λ = 40. In our perturbation calculations, we choose the same frequency. As discussed in Section 9.1, the diagonal elements of the perturbation matrix correspond to a shift of the propagation constant. In this section, we present results for this shift, based on
the expressions derived in Section 9.1. A comparison between the shifted and unshifted $\beta \Lambda$ is shown in Fig.10.1. It contains two sets of modes for the $x$ (the upper figures) and $y$ (the lower figures) polarisations. As discussed in Section 8.5, the full set of supercell modes can be divided into air-guided and glass-guided modes. The air-guided modes with a small value of $C$ are shown in the middle figures; the glass-guided modes with large values of $C$ are shown in the two side panels. The air-guided modes consist of the combinations of modes $A(1 - 5)$ and $B(1 - 3)$, and the glass-guided modes are formed by combinations of the symmetric modes $C(1 - 4)/D(1 - 4)$ with $E(1/2/11)$ (see Tables 8.2 to 8.6).
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Figure 10.1: Shifts of air-guided and glass-guided modes. The upper three and lower three figures are for $x$ and $y$ polarised modes respectively. The middle figures are shifts of the air-guided modes, and the side figures are shifts of the glass-guided modes. The red and green points show the unshifted and shifted modes, respectively. The blue lines indicate the shifted $\beta \Lambda$ value of 39.842977 for the fundamental guided mode.
For the air-guided modes, it is found that the shifts are relatively small. For example, when $k_0\Lambda = 40$, the $\beta\Lambda$ value for the fundamental guided mode after the diagonal shift is $39.842977$, which is $4.292 \times 10^{-3}$ greater than the unperturbed solution (where $\beta\Lambda = 39.838685$). In addition, the shifts arising from the vector terms and high-index terms can be calculated separately. With only the vector terms, the shifted $\beta\Lambda$ is $39.842980$, and with only the high-index terms, it is $39.838681$. The difference between these and the scalar solutions are $4.295 \times 10^{-3}$ and $-4 \times 10^{-6}$, respectively. This shows that the shift of $\beta\Lambda$ is mainly caused by the vector terms. For all of the air-guided modes the shift due to the vector terms is about three orders of magnitude greater than that of the high-index terms.

The glass-guided modes are affected much more strongly than the air-guided modes, as can be seen from the side figures of Fig.10.1. The propagation constants for some of the glass-guided modes exhibit a very large shift. Specifically, for the $x$ polarised glass-guided modes, the large shift occurs only when the transverse field extends along the $x$ direction (e.g. Fig.8.13(a) in Section 8.5.2), while for the $y$ polarised modes, the fields spreading along the $y$ direction have a large shift (e.g. Fig.8.13 (b)). The shifts of the glass-guided modes are dominated either by vector terms or by high-index terms. We find that for those modes with a large shift the vector effect is about one order of magnitude larger than the high-index effect in the change of $\beta\Lambda$ values; for the others the vector effect is about one order of magnitude lower than the high-index effect. The large shifts require us to calculate a wide range of glass-guided modes in order to ensure that we consider all the modes with a shifted $\beta$ in the guided area. For example, the modes formed by combining the symmetric modes of $C(1 - 4)/D(1 - 4)$ with the delocalised modes $E(1/2)$ should be included, even though their scalar propagation constants are very different from the fundamental guided mode.

The shifted $(\beta\Lambda)^2$ value for the fundamental guided mode is $1587.4629$. The $(\beta\Lambda)^2$ values for the cladding modes nearest to the fundamental guided mode after the diagonal shift are $1585.5579$ and $1587.6618$ for air-guided and glass-guided modes respectively, which are produced by $A(1)$ combined with $A(2)$, and $C(1 - 4)/D(1 - 4)$ combined with $E(2)$.

The modes found with the scalar wave equation and the ideal model structure are either two-fold degenerate (i.e. $x$ and $y$ polarisations with $C = 0$) or four-fold degenerate (i.e. $x$ and $y$ polarisations and $C \rightarrow -C$). After the shift, all modes
are doubly degenerate, with the factor $C$ and the polarisation being related by $(C, x) \leftrightarrow (-C, y)$, as can be seen in Fig.10.1.

10.2 Perturbed propagation constant

By using the expressions for the matrix elements derived in Section 9.2 in Eq.(9.15), we can construct the full perturbation matrix and calculate its eigenvalues and eigenvectors. The eigenvalues in Eq.(9.15) are the square of normalised propagation constant, and the corresponding eigenvectors represent the coefficients of the unperturbed modes in the expansion of the perturbed field, as shown in Eq.(9.5).

The modes included in the perturbation matrix come from those shown in Fig.10.1, for which the shifted propagation constants with either $x$ or $y$ polarisation are in the vicinity of the shifted fundamental guided mode. For each polarisation, this gives 64 basis states from air-guided modes and 48 basis states from glass-guided modes. The perturbation matrix shown in the second term of the left hand side of Eq.(9.15) consists of four parts, arising from the different polarisations. The size of each sub-matrix is $112 \times 112$, and each contains four blocks: one with $64 \times 64$ elements for the air-air mode interaction, one with $48 \times 48$ elements for the glass-glass mode interaction and two with $64 \times 48$ or $48 \times 64$ elements for the air-glass mode interaction. Each element is a sum of a vector term (as described in Section 9.2.1) and a high-index term (as described in Section 9.2.2).

It is interesting to look at the magnitude of the different elements of the perturbation matrix. We first consider the vector terms. The maximum absolute values of the diagonal perturbation terms are 1.2146 and 445.4972 for air-guided and glass-guided modes respectively, which correspond to the largest shifts of $(\beta \Lambda)^2$. Average absolute values are 0.6037 and 222.7065 respectively. By comparison, the off-diagonal elements are considerably smaller. The largest magnitudes for modes with the same polarisation (i.e. within $\delta L_{xx}$ and $\delta L_{yy}$) are 0.5629, 8.4828 and $8.5495 \times 10^{-2}$ for the air-air, glass-glass and air-glass mode interactions respectively. More typical values are of order $10^{-1}$, $10^0$ and $10^{-3}$ respectively for these three types. For the interaction between different polarisations (i.e. within $\delta L_{xy}$ and $\delta L_{yx}$), the maximum values are $5.0883 \times 10^{-4}$, 12.8871 and 0.2951 and typical values are of order $10^{-5}$, $10^0$ and $10^{-2}$ for the three groups.

The high-index term has a rather different effect. The largest magnitudes of
the diagonal shifts for the air-guided and glass-guided modes are $1.7236 \times 10^{-3}$, 49.0511 respectively (average values are $9.1295 \times 10^{-4}$ and 32.7054), which are significantly smaller than for the vector terms. The largest magnitudes of the off-diagonal elements in $\delta L_{xx}$ and $\delta L_{yy}$ are $2.5187 \times 10^{-4}$, 14.6505 and 0.1025 for the air-air, glass-glass and air-glass mode interactions; more typical values are $10^{-5}$, $10^0$ and $10^{-2}$ respectively. The $\delta L_{xy}$ and $\delta L_{yx}$ elements are identically zero for the high-index term. In general, we can conclude that, apart from the diagonal shift, the magnitude of the perturbation is relatively small, which gives us confidence that the solutions of the ideal model structure provide a useful basis to analyse real fibre structures. We also note that the vector effects and high-index effects are both significant; neither can be neglected in performing perturbation calculations.

Before looking in detail at the effect of the perturbation on the fundamental guided mode, we first note some general properties of the solutions of the perturbation matrix. After perturbation, investigation of the eigenvectors shows that it is still possible to distinguish between modes that are predominantly air-guided and those which are predominantly glass-guided. This is what would be expected from the magnitude of the air-glass matrix elements. The very different nature of the fields of the unperturbed air-guided and glass-guided modes means that the air-glass matrix elements are small (typically of order $10^{-2}$) relative to the typical separation between the shifted $(\beta \Lambda)^2$ values, leading to only a small amount of mixing between air-guided and glass-guided modes. The magnitude of the off-diagonal matrix elements also gives an indication of how much mixing there is within the air-guided and glass-guided modes. The glass-glass matrix elements are substantially larger (by more than one order of magnitude) than the other types of elements. The strong mixing that this leads to means that the perturbed glass-guided modes typically have contributions from a number of glass-guided unperturbed modes. The situation is different, however, for the air-guided modes, where the matrix elements are relatively small compared with the typical spacing of the shifted $(\beta \Lambda)^2$ values. This means that, for nearly all of the perturbed air-guided modes, either one unperturbed mode is dominant or two unperturbed modes have fairly equal weightings.

There is one important exception to this general pattern. We find that the fundamental air-guided mode mixes strongly with some glass-guided modes, leading to two degenerate pairs of perturbed ‘fundamental’ modes with $\beta \Lambda$ values of
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39.843577 and 39.843715 respectively. The relevant unperturbed glass-guided modes are those constructed from $C(2/4)$ and $E(2)$. The shifted $(\beta \Lambda)^2$ values of the unperturbed fundamental air-guided mode and these glass-guided modes are 1587.4629 and 1587.6618 respectively; the closeness of these values explains why even the relatively weak air-glass matrix elements can produce a significant amount of mixing. It is important to emphasise that this strong mixing of the fundamental mode is not a special property of this mode. Within our $8 \times 8$ supercell structure there are a finite number of modes and it is largely a matter of ‘luck’ whether, for a given frequency $k_0 \Lambda$, there is a strong mixing between any given modes. The typical sizes of the matrix elements given above are not a matter of luck; they do give a good indication of the strength of the mode interaction. The finite spacing of the modes, however, depends on the size of the supercell used and therefore the strong mixing of the fundamental mode we have found at $k_0 \Lambda = 40$ is more a reflection of the size of supercell used than a property of the model fibre. We have confirmed this by performing calculations at other frequencies; for example, at $k_0 \Lambda = 40.1$ the fundamental mode is ‘clean’ and does not mix strongly with glass-guided modes.

10.3 Projected weighting of the fundamental guided mode

In this section we look in more detail at the properties of the fundamental air-guided mode. In order to obtain a clearer understanding of the effect of the cladding modes on the leakage from the fundamental guided mode, it is useful to analyse the projected density of states on the unperturbed fundamental guided mode, based on Eq.(9.60). Because of the finite number of modes in the supercell geometry, instead of trying to calculate Eq.(9.60) directly, we look at the individual states that make up the projected density of states, and plot the weighting $W_{m_0}^{(k)} = a_{Lm_0}^{(k)} a_{Rm_0}^{(k)}$ of the unperturbed fundamental mode $m_0$ in each perturbed state $k$ with eigenvalue $\beta^{(k)}$. As discussed in the previous section, there is a clear separation of the perturbed modes into those derived mainly from air-guided modes and those from glass-guided modes and so we consider these groups of modes separately.

The weights $W_{m_0}^{(k)}$ for the air-guided modes are shown in Fig.10.2 (a). These have been calculated for the $x$ polarised unperturbed fundamental mode; the results
for the $y$ polarisation are equivalent. The red, green and blue points represent weights larger than 0.1, between $10^{-5}$ and 0.1 and less than $10^{-5}$, respectively.
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Figure 10.2: Projected weights of the $x$ polarised fundamental mode on the perturbed modes. (a) and (b) are for the air-guided and glass-guided modes respectively. The different colours indicate the different magnitudes of the projected weight.

The largest two weights, as shown by the overlapping red points in Fig.10.2 (a), correspond to the projection on the perturbed fundamental guided modes with the same $x$ polarisation. The weights are 0.4540 and 0.5340 for $\beta\Lambda = 39.843577$ and 39.843715 respectively; these modes also have a large contribution from glass-guided modes, as discussed in the previous section. The group of modes with the second highest weights (green colour) are derived from unperturbed air-guided modes with the same $p_x$ value as the fundamental guided mode $A(1)$ and the same $p_y$ value as the both-even modes $A(2-5)$. The exact value of the projected weighting varies from $8.6503 \times 10^{-4}$ to $5.2552 \times 10^{-3}$. All other modes shown in blue have a very small contribution from the unperturbed fundamental mode.

The weights of the $x$ polarised fundamental guided mode in the perturbed glass-guided modes are shown in Fig.10.2 (b). The red points shown in Fig.10.2 (b) are the same as those in Fig.10.2 (a), showing that these modes also have a considerable contribution from glass-guided modes. The perturbed modes shown in green have weights between $1.1111 \times 10^{-5}$ and $1.5728 \times 10^{-3}$, a similar magnitude to those of the ‘strongest’ air-guided modes. Unlike the perturbed air-guided modes, each perturbed glass-guided mode has contributions from several unperturbed glass-guided modes; this will be discussed further in the next section.
Fig.10.2 shows that, within our supercell geometry, there exists a number of air-guided and glass-guided modes that have relatively strong contributions from the unperturbed fundamental mode for the selected frequency. The most prominent are two perturbed fundamental guided modes. In addition, four air-guided modes and six glass-guided modes have a projected weighting of order between $10^{-5}$ and $10^{-3}$; the weighting of the other modes is less than $10^{-5}$. In the next section, the perturbed fields for these strongly interacting modes will be plotted and analysed. From this we can understand the characteristics of the perturbed fundamental modes better, and gain a better understanding of the effects of the perturbation on the air-guided and glass-guided modes.

10.4 Perturbed field profiles

The field profiles can be calculated from Eq.(9.5) by treating the eigenvectors of the perturbation matrix as a set of coefficients. The perturbed field is then expressed as an expansion over a full set of unperturbed modes. As in the previous section, for any perturbed mode $k$ we can also calculate the weighting $W_i^{(k)}$ of each unperturbed mode $i$. The unperturbed modes are either purely $x$ or $y$ polarised. After the perturbation, the perturbed field has contributions from both polarisations. However, since we are concentrating on the $x$ polarised unperturbed fundamental mode, the majority polarisation of the field of the perturbed modes that have the largest weights in Fig.10.2 remains in the $x$ direction. For example, for the modes shown in red in Fig.10.2, the highest magnitude of the field in the $y$ direction is found to be about three orders of magnitude lower than for the $x$ polarisation.

The fields for the two perturbed fundamental guided modes (i.e. the red points in Fig.10.2) are shown in Fig.10.3, where a(1) and a(2) correspond to $\beta \Lambda = 39.843577$ and $39.843715$, respectively. The largest weightings of unperturbed modes are from the fundamental guided modes (with weights 0.4540 and 0.5340 respectively) and from the glass-guided modes formed from $E(2)$ and $C(1-4)$ (see Tables 8.4 and 8.6), where the total weights are 0.5404 and 0.4602 for a(1) and a(2). In addition, there are smaller but significant contributions from the air-guided modes formed from $A(1)$ with $A(2-5)$, for which the total weights are 0.0048 and 0.0053 respectively. The effect of the strong mixing can be clearly seen in Fig.10.3, where the field spreads from the central defect into the surrounding glass strips; specifically those parallel to the $x$ axis. Figs.10.3 b(1-2) show a
Figure 10.3: Field profiles in the supercell geometry for the perturbed fundamental guided modes when $k_0\Lambda = 40$. a(1-2) correspond to the two propagation constants of $\beta\Lambda = 39.843577$ and $39.843715$ respectively. b(1-2) are their corresponding amplitudes along the $x$ (the green lines) and $y$ (blue lines) axes. The red lines in b(1-2) are for the unperturbed fundamental field.
comparison of the perturbed fields with the unperturbed fundamental mode. The interaction with the cladding is again clear and we can also see that the field in the central defect becomes weaker. A fairly small enhanced amplitude in the outer defect regions arising from the air-guided modes can also be observed.

We now turn to the cladding modes that have the largest projected weighting of the fundamental guided mode. Fig.10.4 shows the field profiles for the perturbed air-guided modes corresponding to the green points in Fig.10.2 (a). In each of these perturbed modes, we find a single dominant projected weighting (between 0.9584 and 0.9976) from an unperturbed air-guided mode; these have been plotted in Figs.8.11 a(2-5). The comparison between the unperturbed and perturbed fields shows that these modes are relatively ‘clean’, with a limited interaction with glass-guided modes. These perturbed fields reflect a more typical case for the air-guided modes in the $8 \times 8$ supercell, rather than the unusually perturbed fundamental guided mode. By looking at the plots in Figs.10.4 b(1-4) and c(1-4), we find that the field along the $y$ direction is more heavily affected than that along the $x$ direction; the perturbation occurs mainly in the inner defect regions along the $y$ axis. Figs.10.4 b(1-4) show a clear change of amplitude at the centre of the supercell, varying from an increase between 0.0671 to 0.1039. This increase comes mainly from the contribution of the fundamental guided mode to these perturbed modes.

The glass-guided modes interact strongly due to their close $\beta\Lambda$ values and therefore their perturbed fields are complicated. The fields of the six modes shown in green in Fig.10.2 (b) are plotted in Fig.10.5. By looking at the projected weightings for all the unperturbed modes, we find these perturbed modes come mainly from the glass-guided modes with the same $(p_x, p_y)$ values as $(E(2), C(1-4))$ and $(C(1-4), E(11))$ (see Tables 8.4 and 8.6). All of these modes also have a contribution from the fundamental guided mode; this is most clearly seen in figure b(1), which corresponds to the highest green point in Fig.10.2 (b).

### 10.5 Imaginary part of the propagation constant

In the previous sections we have analysed the interaction between the fundamental guided mode and the cladding modes, by looking at the contributions to the projected weighting given in Eq.(9.60) and by plotting the fields of the perturbed modes. However, there is one important aspect of the interaction that we have
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Figure 10.4: Field profiles of the perturbed air-guided modes containing the largest weighting from the $x$ polarised fundamental guided mode (as shown by the green points in Fig.10.2 (a)). Their major components come from the unperturbed modes shown in Figs.8.11 a(2-5). b(1-4) and c(1-4) show comparisons of the amplitude of the field along the $x$ and $y$ axes respectively. The red and green/blue lines show the unperturbed and perturbed cases.
Figure 10.5: Field profiles of the perturbed glass-guided mode containing the largest weighting from the fundamental unperturbed guided mode. a(1-6) are the transverse fields after the perturbation. b(1-6) are the corresponding field amplitudes along the x and y axes, as shown by the green and blue lines respectively.
not yet discussed: the attenuation or confinement loss of the fundamental guided mode that this interaction causes. In the ideal scalar model, the confinement of the fundamental guided mode is perfect and, in the case of an infinite cladding, the attenuation would be zero. In the real structure the effects of the high-index and vector terms cause an interaction between the fundamental guided mode and the cladding modes and, because there is no bandgap, light can leak out from the guided modes into the surrounding cladding. This leakage would be modelled in the theory as an imaginary part of the propagation constant \( \beta \) and would be measured as an attenuation of the guided mode.

As was discussed in Section 9.3, the width of the density of states projected onto the fundamental guided mode gives a measure of the strength of the interaction and the confinement loss. Although we can analyse the individual components of the projected density of states in our supercell calculations, the discrete nature of the modes of the supercell and the weakness of the interaction (as shown in Fig.10.2) mean that it is not possible to define the width of \( \rho_{\text{nu}}(\beta^2) \). The usual way to define a continuous function (like the density of states in Eq.(9.60)) from a discrete set of calculated values is to use a smoothing method, for example, by replacing the delta function in Eq.(9.60) with Gaussian functions. However, this can not be done with the density of states projected onto the fundamental guided mode, because the gaussian width needed to obtain a smooth function would be greater than the intrinsic width \( \rho_{\text{nu}}(\beta^2) \). In principle this problem could be solved by using a larger supercell, but the interaction is so weak that the size of supercell required would be too large.

In order to discuss the attenuation of the fundamental guided mode we therefore turn to the approximate theory discussed in Section 9.3.2. By neglecting the cladding-cladding interaction terms, we were able to derive expressions for the Green’s function from which analytic expressions for the projected density of states and the imaginary part of propagation constant were obtained. It is difficult to make a quantitative estimate of the effect of neglecting the cladding-cladding terms, but it is reasonable to expect that the major contributions to the attenuation of the fundamental guided mode are contained in the analysis of Section 9.3.2. The key result is expression Eq.(9.81) for the imaginary part of the propagation constant, which shows that the attenuation is governed by the matrix elements between the unperturbed mode \( m_0 \) and the other modes \( m \). The mixing of the glass-guided modes that would be caused by the neglected terms
will change the details of the interaction, but not the basic magnitude of the terms in Eq. (9.81). In this section, therefore, we use the analysis of Section 9.3.2 and, in particular, expression Eq. (9.81) to analyse the attenuation of the fundamental guided mode caused by the perturbation of the high-index and vector terms.

Equation (9.81) gives the imaginary part of the shift of the value of $\beta^2$ of the fundamental guided mode due to the high-index and vector perturbation terms. It consists of two parts, the matrix elements $\delta L_{mm}^{'} \delta L_{mm}^{''}$ and the density of states term represented by the delta function. In evaluating Eq. (9.81) two questions arise: at what value of $\beta^2$ should Eq. (9.81) be calculated, and which states $m$ should be included in the sum?

Although we will need $\Delta(\beta_{m0} \Lambda)^2_{[\text{Imag}]}$ at a particular value of $\beta^2$, it is useful first to consider Eq. (9.81) as a function of $\beta^2$, for values of $\beta^2$ close to the fundamental guided mode. To do this we smooth the delta functions in Eq. (9.81) by replacing them with gaussian functions and calculate

$$
\Delta(\beta_{m0} \Lambda)^2_{[\text{Imag}]} = \pi \sum_m \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{((\beta_{mm} \lambda^2 - (\beta_{mm} \Lambda^2)^2)}{2}} \delta L_{mm}^{'} \delta L_{mm}^{''}.
$$

(10.1)

where $1/\sigma \sqrt{2\pi}$ is a normalisation factor. The width of each mode is controlled by $\sigma$; a small value of $\sigma$ represents little smoothing and a sharp peak in the plots.

Since the unperturbed cladding modes can be divided into air-guided and glass-guided modes, we can consider the weighted density of states Eq. (10.1) of these modes separately. The air-guided modes have a much high density of states than the glass-guided modes; a larger value of $\sigma$ is therefore generally required for the latter to obtain a smooth density of states.

For the purpose of the high accuracy, the gaussian function should approach the delta function. We therefore want to use as small a value of $\sigma$ as possible; this requires a very big supercell for reliably converged results. However, a problem arises if the supercell size becomes too large. As discussed in Chapter 7, the modes are found by searching for identical wave functions in neighboring supercells through a transfer matrix. As the size of the supercell increases, the transfer matrix passes through more air and glass layers. For some of the modes, especially the fundamental guided mode, the fields are well localised within a few layers and decay exponentially through the outer regions. To find these modes
in a large supercell requires calculations with a high precision. For some fibre configurations, for example exceeding $32 \times 32$ supercells, we have found that even quadruple precision is insufficient. We have therefore chosen a set of supercells no more than $32 \times 32$ in our calculation.

Plots of the matrix element weighted density of states Eq.(10.1) for the air-guided and glass-guided modes are shown in Figs.10.6 and 10.7, respectively. In each supercell, the shifted $(\beta \Lambda)^2$ values of the fundamental mode are identical to at least five decimal places, therefore they can be indicated by an identical black arrow in these figures. The plotted range of $(\beta \Lambda)^2$ for air-guided and glass-guided modes are chosen to be 10 and 50 respectively so that the patterns close to the shifted fundamental guided mode can be examined clearly.

Fig.10.6 displays the calculated imaginary part of $\Delta (\beta \Lambda)^2$ caused by interaction of the fundamental guided mode with the air-guided modes. There exists an extremely high peak at around $(\beta \Lambda)^2 = 1580$; its magnitude varies from 4 to 1 for $\sigma$ values between 0.1 and 0.4. This strong interaction comes from one air-guided mode with the field located in the outer defect regions. A comparison of Figs.10.6 (a-d) shows that both larger $\sigma$ values and supercell sizes make the results smoother. For well-converged results the minimum acceptable value of $\sigma$ in this set of supercells is 0.3, for which the difference of $\Delta (\beta_{n_0} \Lambda)^2_{[\text{Imag}]}$ between $28 \times 28$ and $32 \times 32$ supercells is less than 1%. In Fig.10.7, the weighted density of states for glass-guided modes exhibits a broad distribution over a wider range of $(\beta \Lambda)^2$. These figures show that the smallest acceptable value of $\sigma$ is 10 for the largest supercell we have used. At this value, the difference between $28 \times 28$ and $32 \times 32$ supercells is less than 2%.

Based on these findings we return to the questions asked earlier in this section. The analysis of Chapter 9 shows that we require $\Delta (\beta_{n_0} \Lambda)^2_{[\text{Imag}]}$ at the $\beta^2$ value of the fundamental guided mode. Figs.10.6 and 10.7 show that, with the smoothing method described by Eq.(10.1), we can have confidence in determining this value of $\Delta (\beta_{n_0} \Lambda)^2_{[\text{Imag}]}$. In general, the values in Fig.10.6 are larger than those in Fig.10.7, and they vary more rapidly with $(\beta \Lambda)^2$. We see that the variation in Fig.10.7 is very smooth, and that there is clearly a non-zero value of $\Delta (\beta_{n_0} \Lambda)^2_{[\text{Imag}]}$ at the $\beta^2$ value of the fundamental mode, because the density of glass-guided modes is non-zero. In contrast, we see that the value of $\Delta (\beta_{n_0} \Lambda)^2_{[\text{Imag}]}$ is zero at the $\beta^2$ value of the fundamental mode for the air-guided modes in Fig.10.6. In
Figure 10.6: Density of states of the air-guided modes weighted by the perturbation matrix elements. $\sigma$ values are 0.1, 0.2, 0.3 and 0.4 for figures (a-d) respectively. The black arrows indicate the location of the shifted fundamental guided mode with $(\beta\Lambda)^2 = 1587.46$ for all the sizes of supercells.
Figure 10.7: Density of states of the glass-guided modes weighted by the perturbation matrix elements. \( \sigma \) values are 2, 5, 10 and 15 for figures (a-d) respectively. The black arrows show the shifted fundamental guided mode, as in Fig.10.6.
effect, there is a bandgap for the air-guided modes. Therefore, for $k_0\Lambda = 40$ we consider only the glass-guided modes and calculate $\Delta(\beta_{mg}^2 \Lambda^2) = (\beta \Lambda)^2 = 1587.46$. Although this analysis is for only a sample frequency in our model structure, it should be equally valid within the high-transmission windows for the family of weak interaction guidance PCF. As will be discussed in the next chapter, there also exist regions of frequency for which the confinement loss is significantly enhanced. The value of the leakage in these high-loss regions is not very important, but the attenuation in the high-transmission windows is one of the most crucial issues in the performance of PCFs.

10.6 Conclusions

Perturbation calculations and analysis have been performed in this chapter, based on the results of Chapter 8 and the derivation in Chapter 9. We have calculated the perturbation matrix and calculated its eigenvalues and eigenvectors. The results show that the glass-guided modes interact more strongly than the air-guided modes. For the fundamental guided mode, the projected weighting and the perturbed fields have been investigated. It was found that the coupling of the fundamental guided mode with the air-guided and glass-guided modes have similar orders of magnitude. However, the effect of the glass-guided modes is more significant due to the closer $\beta$ values.

The approximate analytic expression for the attenuation derived in Chapter 9 has been used to calculate the change of the propagation constant of the fundamental guided mode after perturbation. By investigating the convergence of these results with respect to the supercell size and the width of the gaussian smoothing, we have selected a set of calculation parameters that provide reliable results. In the next chapter we will carry out a systematic analysis of the attenuation with respect to frequency and the structure of the rectangular PCF.
Chapter 11

The frequency and structural dependence of the attenuation

In this chapter, we will use the results of the last chapter to calculate the leakage of the fundamental mode due to vector and high-index perturbations and investigate the influence on the attenuation of the frequency, glass thickness and core size. This work provides us with an insight into the guidance in rectangular hollow-core PCFs and offers some perspectives in optimising fibre structures.

The method to calculate the attenuation is presented in Section 11.1. In Section 11.2 we present results for the attenuation as a function of frequency. The effect of the thickness of the glass strips is discussed in Section 11.3, and Section 11.4 discusses the effect of varying the size of the central defect. Section 11.5 presents the density of states of cladding modes, which is compared and discussed with the attenuation shown in Section 11.2. The conclusion is drawn in Section 11.6.

11.1 Calculation of the imaginary part of the propagation constant

An expression for the imaginary part of $\Delta(\beta\Delta)^2$ for the fundamental guided mode has been given in Eq.(10.1). The perturbation leads to a complex value of
\((\beta_{m_0} \Lambda)^2\), which is related to its shifted value of \((\beta'_{m_0} \Lambda)^2\) by

\[
(\beta_{m_0} \Lambda)^2_{[\text{Complex}]} = (\beta'_{m_0} \Lambda)^2_{[\text{Real}]} + \Delta(\beta_{m_0} \Lambda)^2_{[\text{Complex}]},
\]

(11.1)

where the labels \([\text{Complex}]\) and \([\text{Real}]\) represent complex and real types. The effect of the real part of \(\Delta(\beta_{m_0} \Lambda)^2_{[\text{Complex}]\text{Real}}\) is small compared to the value of \((\beta'_{m_0} \Lambda)^2\), therefore we write \(\Delta(\beta_{m_0} \Lambda)^2_{[\text{Complex}]} = i\Delta(\beta_{m_0} \Lambda)^2_{[\text{Imag}]}\). Eq.(11.1) then becomes

\[
(\beta_{m_0} \Lambda)^2_{[\text{Complex}]} = \sqrt{(\beta'_{m_0} \Lambda)^2_{[\text{Real}]} + i\Delta(\beta_{m_0} \Lambda)^2_{[\text{Imag}]},
\]

(11.2)

and by using a first order Taylor expansion on the square root in Eq.(11.2), the imaginary part of propagation constant is given by

\[
(\beta_{m_0} \Lambda)_{[\text{Imag}]} = \frac{\Delta(\beta_{m_0} \Lambda)^2_{[\text{Imag}]}}{2(\beta'_{m_0} \Lambda)_{[\text{Real}]}}.
\]

(11.3)

The combination of Eqs.(10.1) and (11.3) allows us to calculate the attenuation in rectangular hollow-core PCFs.

### 11.2 Frequency dependence

By substituting the value of \(\Delta(\beta_{m_0} \Lambda)^2_{[\text{Imag}]}\) for \(k_0 \Lambda = 40\) into Eq.(11.3), the attenuation is calculated to be \((\beta_{m_0} \Lambda)_{[\text{Imag}]} = 1.58 \times 10^{-6}\). This shows that the leakage is small in our model structure. However, it is expected that the confinement loss will significantly increase at some frequencies due to a resonance of the glass strips [65,66,90–92]. This occurs when a new one-dimensional mode is just trapped in the transverse direction across the glass strips [77]. Based on the one-dimensional field expression Eq.(7.30), the resonance condition can be written as

\[
p_x \cdot t = j\pi,
\]

(11.4)

where \(j\) is an integer. Substituting the dimensionless expression for \(p_x\), Eq.(7.19), into Eq.(11.4) gives

\[
\sqrt{(k_0 \Lambda)^2(2n^2_g - n^2_a) - (\beta \Lambda)^2 \frac{t}{\Lambda}} = j\pi,
\]

(11.5)

where \(n_g\) and \(n_a\) are the refractive indices for the glass and air respectively. By assuming that the fundamental guided mode is located on the air line, i.e. \(\beta = k_0\),
Eq.(11.5) can be simplified as [65]

\[ k_0\Lambda \sqrt{n_g^2 - n_a^2} \cdot \frac{t}{\Lambda} = j\pi. \]  

(11.6)

Eq.(11.6) determines the high-attenuation regions with respect to variation of the normalised frequency \( k_0\Lambda \) or the dimensionless thickness of the glass strips \( t/\Lambda \). An example of this effect can be seen from the guidance features of Kagome hollow-core PCFs in Fig.4.3 of Chapter 4. The resonance causes a low level of transmission over a region of about 200nm [66]. In our standard model structure, the value of \( t/\Lambda \) is set to be 0.05, therefore the first high-transmission window is \( k_0\Lambda < 56.2 \) (i.e. between \( j = 0 \) and 1). Alternatively, we can fix \( k_0\Lambda = 40 \) and change the thickness of the glass-strips to investigate the effect of the fibre structure. In this situation, the \( t/\Lambda \) value is required to be less than 0.070 so that the guidance is limited to the first high-transmission window.
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**Figure 11.1:** Imaginary part of the propagation constant over a range of frequencies in the first transmission window. Figure (a) is the comparison between the perturbation and boundary element methods. The effect of the perturbation terms is shown in Figure (b), where the red line gives the full perturbation results; the green and blue lines are results that include only the vector and high-index perturbation terms, respectively.

Fig.11.1 shows the variation of the attenuation in the first high-transmission window over a range of frequencies from \( k_0\Lambda = 26 \) to 46 at an interval of 0.2.
The attenuation exhibits a strong variation, which is similar to the previously reported Kagome and hollow-core square lattice PCFs [65,66,89–92]. There are three peaks at $k_0\Lambda = 28.0$, 33.2 and 37.4, for which the attenuation varies from $5.1 \times 10^{-5}$ to $1.3 \times 10^{-5}$. The attenuation generally shows a decreasing trend with increasing frequency in our selected region. In Section 6.6, we performed boundary element calculations for the $7 \times 7$ cell structure. Fig.11.1 (a) shows a comparison of the perturbation results and the boundary element simulations. They exhibit good agreement of the order of magnitude of the attenuation and they show a similar range of variation with frequency. The details do not match very well, but this is to be expected because the calculated structures are not the same. Leakages for Kagome and hollow-core square lattice PCFs have also been measured in experiments for the same high-transmission window [66,91], although their resonance frequencies are different due to the fibre structures. In these experiments the confinement losses vary about from $0.5dB/m$ to $1.5dB/m$ in Kagome PCFs (with pitch $\Lambda = 10.9\mu m$) [66], and from $1dB/m$ to $4dB/m$ in hollow-core square lattice PCFs (with pitch $\Lambda = 17\mu m$) [91] for a continuous range of frequencies; this can also be seen in Figs.4.3 and 4.4. In both the boundary element and perturbation methods, the attenuation exhibits a typical value of $(\beta\Lambda)_{\text{imag}}$ between $10^{-6}$ and $10^{-5}$ in a relatively flat range after the peaks. The corresponding confinement loss is about $0.58dB/m$ to $5.8dB/m$ (if the pitch $\Lambda = 15\mu m$), in accord with the experimental values.

The vector and high-index perturbation results are also compared in Fig.11.1 (b), as shown by green and blue curves respectively. It is found that the vector terms are the dominant factor in the attenuation and significantly contribute to the higher loss regions (i.e. the peaks) in the guidance window. In contrast, the high-index perturbation is maintained at a relatively low level. Only for the lowest losses is its effect comparable to the vector perturbation term.

When approaching the resonance frequency, the calculated attenuation values become negative and therefore unphysical. In this case, our choice of considering only the glass-guided modes with high value of $C$ (as discussed in Section 8.5.2) is not sufficient to calculate the attenuation. In this region, a number of modes are located very close to the fundamental guided mode. Their fields occupy both the air and glass regions, showing that they are ‘precursors’ to the set of higher-order glass-guided modes that are about to become trapped. These characteristics lead to a strong interaction with the fundamental guided mode, giving rise to
contributions to attenuations that are not included in our model.

## 11.3 The effect of glass thickness on the attenuation

For a given frequency of $k_0\Lambda = 40$, the confinement loss can also be calculated as a function of the thickness of the glass strips. In our calculation, the centres of the air and glass regions are unchanged and only the thickness of each glass strip is varied.
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**Figure 11.2:** Imaginary part of the propagation constant as a function of the glass strip thickness in the first transmission window. The full, vector and high-index perturbation results are shown by red, green and blue colours, respectively.

Fig.11.2 shows the attenuation of the fundamental guided mode. Similar peaks to those seen in Fig.11.1 are observed at $t/\Lambda = 0.030$, $0.037$ and $0.044$; a comparison with Fig.11.1 shows that the attenuation feature has shifted towards to a lower wavelength for thinner glass struts. For example, the highest frequency peak for $t/\Lambda = 0.05$ is at $k_0\Lambda = 37.4$; for the structure with $t/\Lambda = 0.044$, it is observed at $k_0\Lambda = 40.0$. 
11.4 The effect of core size on the attenuation

We now consider the variation of the size of the central defect. The frequency $k_0\Lambda$ and the thickness of glass strips $t/\Lambda$ are fixed to be the standard values of 40 and 0.05 respectively. Variation of the central defect is created by moving the four glass strips nearest to the centre by different amounts.

![Graph showing the effect of core size on the attenuation](image)

Figure 11.3: Dependence of attenuation on the size of the central defect. The results calculated by the full, vector and high-index perturbations are shown by the red, green and blue colours respectively.

Fig.11.3 displays the attenuation for different sizes of the central defect from $1.01\Lambda$ to $1.32\Lambda$; a schematic of the fibre structure for the maximum and minimum sizes of the central defect is shown in the inset. The $(\beta\Lambda)_{\text{imag}}$ values vary from $2.7 \times 10^{-7}$ to $4.7 \times 10^{-6}$. The plots show a lower attenuation region, from $1.1\Lambda$ to $1.15\Lambda$, surrounded by two relatively high loss areas. The minimum value of $(\beta\Lambda)_{\text{imag}}$ is about $2.8 \times 10^{-7}$ (i.e. a loss of $0.16dB/m$ for $\Lambda = 15\mu m$) at $1.11\Lambda$. In this case, both the vector and the high-index perturbations are simultaneously suppressed.

In order to investigate this low-loss region in more detail, we have calculated the attenuation for a central defect size of $1.11\Lambda$. The results in Fig.11.4 show a comparison of the attenuation with the standard central defect of $1.20\Lambda$. They
Figure 11.4: Attenuation values for different sizes of the central defect as a function of frequency. The red and green lines correspond to central defects of 1.20λ and 1.11λ, respectively. The normalised thickness of the glass strips in both structures is 0.05.

exhibit a very similar variation with frequency, but for the smaller core size, the attenuation characteristic is shifted towards a lower wavelength. This is similar to what happens for the thinner glass strips. A comparison of the magnitude of the attenuation for the same peaks in Fig.11.4 shows that, for a larger central defect, the perturbation leakage is relatively lower.

11.5 Density of states

In order to understand the attenuation results presented in this chapter, it is helpful to return to Eq.(9.81). The attenuation is given by a combination of the mode interaction \( \delta L^\text{imo} \delta L^\text{mom} \) and the density of states \( \delta \left( \beta^2 - \beta_{0m}^2 \right) \) of the glass-guided modes. The latter is given by

\[
\rho(\beta^2) = \sum_m \delta \left( \beta^2 - \beta_{0m}^2 \right),
\]

(11.7)
where $\beta'_{0m}^2$ represents the shifted propagation constant of the glass-guided mode $m$. As in Section 10.5, Eq.(11.7) is written as

$$
\rho((\beta A)^2) = \frac{1}{N^2} \sum_m \frac{1}{\sqrt{2\pi}\sigma} e^{-\left(\frac{(\beta A)^2 - (\beta'_{0m})^2}{\sigma}\right)^2 / 2},
$$

(11.8)

where $1/N^2$ is a normalisation factor for a $N \times N$ supercell. As above, we use $\sigma = 10$, and we look at the value of the density of states at the propagation constant of the fundamental guided mode.

In our calculations the glass-guided modes appear in groups, where each group of $N$ modes arises from a combination of closely spaced high-index modes with a delocalised mode. Each group has extremely close $\beta$ values, and we can therefore treat each group as a whole. The matrix element term of $\delta L_{nm} \delta L_{nm}'$ in Eq.(9.81) can be used to classify the groups, in particular, by looking for groups with a total interaction larger than a specific value.
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Figure 11.5: Density of states as a function of frequency for the standard fibre structure, where the central defect and normalised thickness of glass strips are 1.20$\Lambda$ and 0.05, respectively. The red and green lines are for all the glass-guided modes and only strongly interacting modes, respectively. The locations of the three peaks in Fig.11.1 (a) are indicated by dashed lines.

Fig.11.5 shows the density of states for all the glass-guided modes and for only
the most strongly interacting groups with a sum of $\delta L'_{mn0} \delta L'_{mmn}$ larger than 0.001. As in Fig.11.1, the density of states for all the glass-guided modes exhibits a decreasing trend with an increase of frequency. For the peaks that occur in Fig.11.1, we find a strong correlation with the density of states of the heavily interacting glass-guided modes. This shows that the peaks in the attenuation depend on a limited number of modes with strong interaction the fundamental guided mode, rather than a higher density of states of the cladding modes.

11.6 Conclusions

In this chapter, the attenuation of rectangular hollow-core PCFs has been discussed and the loss of the fundamental guided mode has been calculated as functions of the frequency and fibre parameters (the central defect size and glass strip thickness). The magnitude of the perturbation results for the attenuation are in good agreement with the boundary element simulations and experimental data. It has been found that the largest variations of the attenuation are caused by the effects of the vector perturbation term. We have also found that a smaller central defect or a thinner glass strut thickness plays a similar role to a larger frequency and therefore pushes the attenuation feature to a lower wavelength. Although changes in a specific fibre geometry, for example by using a larger central defect, can reduce the attenuation at a given frequency, this optimisation is not effective for other frequencies, and the order of magnitude of the attenuation is not strongly affected by details of the fibre structure. The generally low attenuation of rectangular hollow-core PCFs is due to a relatively low density of glass-guided modes and a generally weak interaction between the glass-guided modes and the fundamental mode.
Chapter 12

Conclusions

The work presented in this thesis focuses on modelling and understanding a novel guidance mechanism caused by the weak interaction of modes in PCFs. In this chapter, an overall interpretation of the light guidance and suggestions for fibre optimisation are summarised. The further development of this work is also discussed at the end of this chapter.

The main technical conclusion of the work is that the perturbation method for analysing rectangular hollow-core PCFs works well. Based on the analytic scalar ideal structure, results can be obtained quickly and the behaviour of the attenuation is in agreement with the full computational results of the boundary element method. This level of agreement gives us confidence that the perturbation method can be used to analyse and interpret the weak interaction guidance mechanism.

Due to the similar optical phenomena and guidance features, it is also possible to give an overall explanation of the guidance mechanism beyond a particular fibre structure. As illustrated in our modelling, cladding modes exist in groups in terms of their propagation constants at a specific frequency. The propagation constants for each group change as a whole with the variation of frequency. Thus in both Kagome and square-lattice hollow-core PCFs, the photonic density of states exhibits many similar features, with regard to regions with dense or sparse states.
To differentiate the states between the air-guided and glass-guided modes, two particular features can be used. The first is the difference in their distributions. The propagation constants for air-guided modes in high-transmission windows are lower than the fundamental guided mode and are located further below the air-line. In contrast, glass-guided modes have a much broader distribution, covering both the air-line and the propagation constant of the fundamental mode. In their allowed regions, the distribution of the groups of glass-guided modes is relatively even with respect to the propagation constant, giving a fairly uniform density of states. In contrast, the groups of air-guided modes are more concentrated. This point is clearly seen in the weighted density of states plots in our modelling. As a result, air-guided modes are seen as high density regions in density of states plots in a ‘background’ of glass-guided states. The second feature is the trend of the variation with frequency. The variation of the propagation constant with frequency for glass-guided modes is much stronger than for air-guided modes. This arises because the fields of glass-guided modes are located in the high refractive index material and their propagation constants are mainly affected by high-index modes in our modelling. Therefore, the groups with concentrated air-guided modes have a lower slope of the propagation constant as a function of frequency.

Equipped with this knowledge, and looking at the density of states of weak interaction guidance PCFs, one can find that there actually exist bandgaps for air-guided modes in the high-transmission windows. Our quantitative calculations have shown that the separation of propagation constants between the fundamental and other air-guided modes are sufficiently large so as to effectively prohibit the perturbation leakage. The glass-guided modes can coexist with the fundamental mode at the same frequency and propagation constant. However, their low density of states and high spatial frequency suppress the perturbation leakage from the fundamental guided mode. Light can therefore be guided under such a mechanism in weak interaction guidance PCFs.

There is another use of the density of states in predicting general attenuation features. In rectangular hollow-core PCFs, the general trend of the attenuation matches with the density of states at the propagation constant of the fundamental guided mode in the high-transmission windows. However, it can not determine the fine variation of the attenuation that is observed in the high-transmission windows. For example, the attenuation peaks are related only to the density...
of states of the mode groups with significant coupling to the fundamental mode. Because the variations of propagation constant with frequency of the fundamental guided mode and glass-guided modes are not synchronous, the attenuation of weak interaction guidance PCFs is consequently significantly varied. This is a unique feature which can be used to identify weak interaction guidance PCFs. For a specific fibre geometry, the whole attenuation feature can be shifted by changing the central defect size or glass strut thickness. However, this has only a limited effect on the overall magnitude of the confinement loss because the key factors, cladding density of states and the mode interaction, are mainly attributed to the fibre geometry.

For a generally low leakage, both the density of states of the glass-guided modes and interactions between the fundamental guided mode and glass-guided modes should be reduced. By employing an appropriate cladding structure, the density of states of glass-guided modes in the vicinity of the propagation constant of the fundamental guided mode can be generally reduced over all transmission windows. The other potential improvement regards the detailed fibre structure around the central defect area. In both rectangular and Kagome hollow-core PCFs, the field of the fundamental guided mode has a large, primary intensity in the central air hole and several residuals in some of the surrounding air holes. This can be seen in our model structure: there exist four concentrated field regions in the outer air holes. These air holes are separated from the central defect by four glass strips. Our simulations show that the glass-guided modes with fields in these four glass strips are the dominant factor in the perturbation leakage. Therefore, we can achieve a suppressed perturbation leakage by optimising the defect area for a specific cladding geometry. This is done by having a low field intensity and small field area in the outer air defect regions, and a short glass strut connecting these regions with the central air hole.

There is considerable scope for the future work applying perturbation methods to understanding PCF guidance; these can be described by: continuation, simplification and generalisation. The continuation aims to obtain a more complete guidance characteristic for rectangular hollow-core PCFs, particularly by analysing the attenuation features in more high-transmission windows and by looking in more detail at the mode interactions in the resonance regions. It is also expected that further analysis of the correlation between the interaction magnitude and the field profile will assist in explaining the finer variation of the attenuation. In
the simplification, we could hope to build up a more concise perturbation model by including only the major factors, for example, by only considering the vector perturbation term or the nearest glass strips. The generalisation means a development from our model structure to a more general form satisfying a variety of fibre structures. One possibility may be to separate the transverse governing equation into three directions, which is suitable for Kagome PCFs. Another is to consider two orthogonal directions, as in the current treatment, but where each one-dimensional field is expressed as a combination to match a complicated fibre geometry.
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