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Vedad Pašić
Summary

In this thesis we deal with *quadratic metric–affine gravity*, which is an alternative theory of gravity. We present *new vacuum solutions* for this theory and attempt to give their *physical interpretation* on the basis of comparison with existing classical models.

These new explicit vacuum solutions of quadratic metric–affine gravity are constructed using *generalised pp-waves*. A classical pp-wave is a 4-dimensional Lorentz–ian spacetime which admits a non–vanishing parallel spinor field. We *generalise* this definition to metric compatible spacetimes with torsion, describe basic properties of such spacetimes and eventually use them to construct new solutions to the field equations of quadratic metric–affine gravity.

The physical interpretation of these solutions we propose in this thesis is that these new solutions represent a *conformally invariant metric–affine model for a massless elementary particle*. We give a comparison with a classical model describing the interaction of gravitational and massless neutrino fields, namely *Einstein-Weyl theory*. 
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Chapter 1

Introduction

This thesis is our attempt in furthering the study of alternative theories of gravity. In this introductory chapter we provide background knowledge about an alternative theory of gravity, namely metric–affine gravity. We will then introduce quadratic metric–affine gravity and present known solutions of this theory. Finally, certain other alternative theories of gravity are mentioned and very briefly explained.

Please note that in this introductory Chapter we might use and mention some constructs and concepts that are only properly introduced and defined in Chapter 2 which deals with background and notation. However, as we don’t want to get entangled in too much rigorous detail right at the beginning, we will try to keep the ‘gory details’ to a minimum in this introductory Chapter. Please refer Chapter 2 for the details on constructs and concepts used within this thesis.

1.1 General relativity – a very brief introduction

In 1905, Albert Einstein published his work on the theory of special relativity. Classical mechanics and classical electromagnetism provide models that are good representations of two sets of actual experiences. As Einstein noted in [23], it is not possible to combine these into a single self–consistent model. The construction of the simplest possible self–consistent model by Einstein is the achievement of Einstein’s theory of special relativity.

This theory gave a very satisfactory representation of the electromagnetic interaction between charged particles. Special relativity itself does not deal with gravitational interaction.
General relativity is a theory of gravitation that was developed by Einstein between 1907 and 1915. Hermann Minkowski put Einstein’s special relativity model into geometrical terms, and it is widely believed that Einstein constructed his theory of general relativity by experimenting with the generalisation of the geometric model.

Two problems with general relativity became apparent quite quickly. Einstein considered that what are recognised locally as inertial properties of local matter must be determined by the properties of the rest of the universe. To what extent general relativity manages to do this is still unclear to this day, although Einstein’s efforts to discover this extent basically founded the modern study of cosmology.

The second problem of general relativity was that, although electromagnetism pointed the way to general relativity, it is not included in the theory itself. As Einstein said in the only ‘textbook’ he ever wrote, the *Meaning of Relativity*\(^1\):\

“A theory in which the gravitational field and the electromagnetic field do not enter as logically distinct structures would be much preferable”.

As is evident from his remarks, see Einstein \(^2\), Einstein expected much more from general relativity than ‘just’ the amalgamation of gravitation and electromagnetism at the macroscopic level. He thought the theory should explain the existence of elementary particles and should provide a treatment for nuclear forces. He spent most of the second part of his life in pursuit of this aim, but with no real success. It is humbling to think how much the theory of general relativity progressed in the first few years of its existence and how comparatively little had been done in its advancement for many decades afterwards. Only after Einstein’s death did the subject again really become ‘fashionable’.

Paraphrasing John Wheeler \(^3\), Einstein’s geometric theory of gravity can be summarised thus: spacetime tells matter how to move; matter tells spacetime how to curve. In order to comprehend this, we have to understand the following three things:

- the motion of particles which are so small that their effect on the gravitational field they move in is negligible;
- the nature of matter as a source for gravity;
- Einstein’s equation, which shows how this matter source is related to the curvature of spacetime.

---

1. The first edition consisted of Einstein’s Stafford Little Lectures, delivered in May 1921 at Princeton University.
Einstein’s equation is the centerpiece of general relativity. It provides a formulation of the relationship between spacetime geometry and the properties of matter. This equation is formulated using the language of Riemannian geometry, in which the geometric properties of spacetime are described by the metric. The metric encodes the information needed to compute the fundamental geometric notions of distance and angle in a curved spacetime.

The vacuum Einstein’s equation

\[ \text{Ric}_{\alpha\beta} - \frac{1}{2} R g_{\alpha\beta} = 0 \]

is obtained by varying the Einstein–Hilbert action

\[ \frac{1}{2k} \int \mathcal{R} \sqrt{|\det g|}, \]

where \( \mathcal{R} \) is the scalar curvature, \( \text{Ric} \) the Ricci curvature and \( k \) is a universal constant, with respect to the metric \( g \). For more details, see for example Landau and Lifshitz [57] and Section 5.2.1 of this thesis.

The full field equation is then obtained by adding the matter Lagrangian to the Einstein–Hilbert action, which gives us Einstein’s equation in tensor form

\[ \text{Ric}_{\mu\nu} - \frac{1}{2} g_{\mu\nu} \mathcal{R} = kT_{\mu\nu}, \quad (1.1) \]

where \( T \) is the stress energy tensor that arises from the matter Lagrangian (see Landau and Lifshitz [57]), \( \text{Ric} \) is the Ricci curvature, \( \mathcal{R} \) is the scalar curvature, \( g \) is the metric, \( G \) the gravitational constant (5.10) and \( c \) is the speed of light. So, up to a constant multiple, the quantity that measures curvature is equated with the quantity that measures the matter content. The simplest solution of this equation is the Minkowski spacetime from special relativity.

General relativity is very successful in providing an accurate model for an impressive array of physical phenomena, but there are many interesting open questions - in particular, the theory as a whole is almost certainly incomplete.
1.2 Metric–affine gravity

There are a number of different alternative theories of gravity that try to further the completion of Einstein’s theory of gravity. One such theory, propagated by Einstein himself for some time, is metric–affine gravity, which is the theory employed by this thesis.

A number of developments in physics in the last several decades have evoked the possibility that the treatment of spacetime might involve more than just the Riemannian spacetime of Einstein’s general relativity, as stated by Hehl et al. in [42]. Some of these are, for example:

- our failure so far to quantize gravity is probably the strongest reason for going beyond a geometry which is dominated by the classical distance concept;
- the generalisation of the three-dimensional theory of elastic continua with microstructure to the four-dimensional spacetime of gravity suggests physical interpretations for the newly emerging structures in post-Riemannian spacetime geometry;
- the description of hadron (or nuclear) matter in terms of extended structures;
- the study of the early universe;
- the accelerating universe;
- . . . .

The smallest departure from a Riemannian spacetime of Einstein’s general relativity would consist of admitting torsion (2.2), arriving thereby at a Riemann–Cartan spacetime, and, furthermore, possible nonmetricity (2.5), resulting in a ‘metric–affine’ spacetime.

Metric–affine gravity is a natural generalisation of Einstein’s general relativity, which is based on a spacetime with a Riemannian metric $g$ of Lorentzian signature. Similarly, in metric–affine gravity we consider spacetime to be a connected real 4–manifold $M$ equipped with a Lorentzian metric $g$ and an affine connection $\Gamma$. Note that the characterisation of the spacetime manifold by an independent linear connection $\Gamma$ initially distinguishes metric–affine gravity from general relativity. The connection incorporates the inertial properties of spacetime and it can be viewed, according
to Hermann Weyl \cite{93}, as the guidance field of spacetime. The metric describes the structure of spacetime with respect to its spacio-temporal distance relations.

The spacetime of metric–affine gravity reduces to that of general relativity provided that the torsion (2.2) of the connection $\Gamma$ vanishes and that the connection is metric–compatible (i.e. the covariant derivative of the metric $g$ vanishes, $\nabla g \equiv 0$). In this case the connection is uniquely determined by the metric (Levi–Civita connection) and the same is true for the curvature. Consequently, the metric $g$ is the only unknown quantity of Einstein’s equation. In contrast, the metric–affine approach does not involve any a priori assumptions about the connection $\Gamma$ and thus the metric $g$ and the connection $\Gamma$ are viewed as two totally independent unknown quantities. For a very comprehensive review of metric–affine gravity, see Hehl et al. \cite{42}.

The 10 independent components of the (symmetric) metric tensor $g_{\mu\nu}$ and the 64 connection coefficients $\Gamma^\lambda_{\mu\nu}$ are the unknowns of metric–affine gravity.

As stated by Hehl et al. in \cite{42}, in Einstein’s general relativity theory the linear connection of its Riemannian spacetime is metric–compatible and symmetric. The symmetry of the Levi–Civita connection translates into the closure of infinitesimally small parallelograms. Already the transition from the flat gravity-free Minkowski spacetime to the Riemannian spacetime in Einstein’s theory can locally be understood as a deformation process.

The lifting of the constraints of metric–compatibility and symmetry yields nonmetricity and torsion, respectively. The continuum under consideration, here classical spacetime, is thereby assumed to have a non-trivial microstructure, similar to that of a liquid crystal or a dislocated metal or feromagnetic material etc. It is gratifying, though, to have the geometrical concepts of nonmetricity and torsion already arising in the (three-dimensional) continuum theory of lattice defects, see \cite{51, 52}.

The most important distinction between spacetimes used in this thesis is given by the following definition of a Riemannian spacetime:

**Definition 1.2.1.** We call a spacetime $\{M, g, \Gamma\}$ **Riemannian** if the connection is Levi–Civita (i.e. $\Gamma^\lambda_{\mu\nu} = \left\{^\lambda_{\mu\nu}\right\}$), and **non-Riemannian** otherwise.

**Remark 1.2.2.** It is important to stress that throughout this thesis the metric is assumed to be Lorentzian (not positive definite). In particular, in our Definition 1.2.1 of Riemannian spacetimes the metric is also assumed to be Lorentzian. This is the convention used in theoretical physics literature. Note that the terminology used in
mathematical literature is different. In mathematical literature ‘Riemannian’ indicates positivity of the metric. We follow the terminology of theoretical physics.

1.3 Quadratic metric–affine gravity

In quadratic metric–affine gravity, we define our action as

\[
S := \int q(R)
\]

where \( q \) is a quadratic form on curvature \( R \). The coefficients of this quadratic form are assumed to depend only on the metric, and the form itself is assumed to be \( O(1, 3) \) invariant. Note that \( \int f := \int_M f \sqrt{\text{det} \ g} \ dx^0 dx^1 dx^2 dx^3, \text{det} \ g := \text{det}(g_{\mu \nu}) \).

The quadratic form \( q(R) \) has 16 \( R^2 \) terms with 16 real coupling constants, and it can be represented as

\[
q(R) = b_1 R^2 + b_1^* R_s^2
\]

\[
+ \sum_{l,m=1}^{3} b_{6lm}(A^{(l)}, A^{(m)}) + \sum_{l,m=1}^{2} b_{9lm}(S^{(l)}, S^{(m)}) + \sum_{l,m=1}^{2} b_{6lm}^*(S^{(l)}, S^{(m)})
\]

\[
+ b_{10}(R^{(10)}, R^{(10)})_{YM} + b_{30}(R^{(30)}, R^{(30)})_{YM}
\]

with some real constants \( b_1, b_1^*, b_{6lm} = b_{9ml}, b_{9lm} = b_{9ml}, b_{9lm}^* = b_{9ml}^*, b_{10}, b_{30} \). Here \( R, R_s, A^{(l)}, S^{(l)}, S^{(l)}_s, R^{(10)}, R^{(30)} \) are tensors defined in Section 2.3 and the inner-products \( (\cdot, \cdot) \) and \( (\cdot, \cdot)_{YM} \) are defined in equations (2.37) and (2.38) respectively. For the detailed explanation of irreducible pieces of curvature and quadratic forms on curvature, please see Sections 2.3 and 2.4.

Independent variation of (1.2) with respect to the metric \( g \) and the connection \( \Gamma \) produces the system of Euler–Lagrange equations which we will write symbolically as

\[
\partial S/\partial g = 0, \quad (1.3)
\]

\[
\partial S/\partial \Gamma = 0. \quad (1.4)
\]

Our objective is the study of the combined system of field equations (1.3), (1.4). This is a system of \( 10 + 64 \) real nonlinear partial differential equations with \( 10 + 64 \) real
unknowns.

The study of equations (1.3), (1.4) for specific purely quadratic curvature Lagrangians has a long history. Quadratic curvature Lagrangians were first discussed by Weyl [93], Pauli [70], Eddington [22] and Lanczos [54, 55, 56] in an attempt to include the electromagnetic field in Riemannian geometry.

Our motivation comes from Yang–Mills theory. The Yang–Mills action for the affine connection is a special case of (1.2) with

$$q(R) = q_{YM}(R) := R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu\nu}. \quad (1.5)$$

With this choice of $q(R)$, equation (1.4) is the Yang–Mills equation for the affine connection, which was analysed by Yang [96]. Yang was looking for Riemannian solutions, so he specialised equation (1.4) to the Levi–Civita connection and arrived at the equation

$$\nabla_\lambda \text{Ric}_{\kappa\mu} - \nabla_\kappa \text{Ric}_{\lambda\mu} = 0. \quad (1.6)$$

Here ‘specialisation’ means that one sets $\Gamma^{\lambda}_{\mu\nu} = \{^{\lambda}_{\mu\nu}\}$ after the variation in $\Gamma$ is carried out. For more on the solutions in Yang–Mills theory, see Section 1.4.1.

The idea of using a purely quadratic action in General Relativity goes back to Hermann Weyl, as given at the end of his paper [93], where he argued that the most natural gravitational action should be quadratic in curvature and involve all possible invariant quadratic combinations of curvature, like the square of Ricci curvature, the square of scalar curvature, etc. Unfortunately, Weyl himself never afterwards pursued this analysis. There were quite a few other authors who did pursue this idea.

Stephenson [82], for example, looked at three different quadratic invariants: scalar curvature squared, Ricci curvature squared and $R^\kappa_{\lambda\mu\nu} R^\nu_{\lambda\mu\kappa}$ (Yang–Mills Lagrangian (1.5)) and varied with respect to the metric and the affine connection. He concluded that every equation arising from the above mentioned quadratic Lagrangians has the Schwarzschild solution and that the equations give the same results for the three ‘crucial tests’ of general relativity, i.e. the bending of light, the advance of the perihelion of Mercury and the red-shift.

Higgs [47] continued in a similar fashion to show that in scalar squared and Ricci squared cases, one set of equations may be transformed into field equations of the Einstein type with an arbitrary ‘cosmological constant’ in terms of the ‘new gauge–invariant metric’.
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One can get more information and form an idea on the historical development of the quadratic metric–affine theory of gravity from [14, 26, 27, 47, 58, 68, 71, 82, 84, 85, 95, 96] to name but a few works in this field.

In the metric–affine setting there are 11 irreducible pieces of curvature, as given in much more detail in Section 2.3. Since the end of the 1980’s researchers squared all of these pieces of curvature in the study of quadratic metric–affine gravity, thus obtaining 11 terms in the quadratic action. It was later shown however that things were more complicated than that, as certain irreducible subspaces of the 96–dimensional vector space of real rank 4 tensors $R^\kappa_{\lambda\mu\nu}$ are isomorphic to each other. Hence there are in fact 16 different ways of squaring the 11 pieces of curvature, as pointed out by Esser in [25] and Hehl and Macias in [43].

**Remark 1.3.1.** It should be noted that the action (1.2) contains only purely quadratic curvature terms, so it excludes the Einstein–Hilbert term (linear in curvature) and any terms quadratic in torsion and nonmetricity. By choosing a purely quadratic curvature Lagrangian we are hoping to describe phenomena whose characteristic wavelength is sufficiently small and curvature sufficiently large.

**Remark 1.3.2.** We should also point out that the action (1.2) is conformally invariant, i.e. it does not change if we perform a Weyl rescaling of the metric $g \rightarrow e^{2f} g$, $f : M \rightarrow \mathbb{R}$, without changing the connection $\Gamma$. Here it is important to stress once again that in the metric–affine setting the metric and the connection are viewed independently, i.e. the connection is not assumed to be Levi–Civita, see Definition 1.2.1.

We should also note that the classical Einstein–Hilbert Lagrangian is not invariant under conformal changes, except for the trivial case with dimension two, see Hehl et al. [42].

**Remark 1.3.3.** In view of Remark 1.3.2, the actual number of independent equations in (1.3) is not 10 but 9.

### 1.4 Known solutions for quadratic metric–affine gravity

In this Section we shall give an overview of previously known solutions of the problem described in Section 1.3 and some of the history related to the subject of finding solutions for quadratic metric–affine gravity. This Section is divided into two parts due
to the two clearly distinct types of spacetimes considered, namely Riemannian and non-Riemannian solutions, see Definition 1.2.1

1.4.1 Known Riemannian solutions

Here we present known Riemannian solutions of the system (1.3), (1.4) and some of the work previously done on the subject.

It is important to note at this point that although we consider Riemannian solutions, the variations of the action that produce the field equations (1.3), (1.4) are still performed independently. Only after these variations have been performed do we set the connection to be Levi–Civita and consider Riemannian solutions of the field equations.

As previously mentioned in Section 1.3, Yang studied the equation (1.6) and a direct consequence of this equation is that Einstein spaces satisfy the equation (1.4).

It was shown later by a number of authors that in the special case (1.5) Einstein spaces satisfy both equations (1.3) and (1.4); see for example Mielke [58] in which the author of the review noticed a fact missed in the paper under review [82], namely, that Einstein spaces are stationary points of the Yang–Mills action with respect to the variation of both the metric and the connection, a fact repeatedly rediscovered in later years.

Apart from [58, 82], there has been substantial other work devoted to the study of the system of equations (1.3), (1.4) for the special case (1.5); see, for example, [14, 26, 27, 47, 68, 71, 84, 85, 95], with many authors rediscovering known results independently.

There have also been attempts in the past to establish a uniqueness result. The problem of uniqueness is a very delicate matter, even in the simpler Yang–Mills case (1.6). A particularly interesting attempt at establishing uniqueness was done by Fairchild [26], who wanted to show that Einstein spaces were the only solutions of (1.3), (1.4). However the result and the proof were incorrect and the author had to publish an erratum [27].

A comprehensive study of equations (1.3), (1.4) for the most general case of quadratic action with sixteen $R^2$ terms given at the beginning of section 1.3 was done relatively recently. Vassiliev [90] solved the problem of existence and uniqueness for the most general case in 2005. He showed the following spacetimes are solutions of the
equations (1.3), (1.4):

- Einstein spaces;
- pp-waves with parallel Ricci curvature;
- Riemannian spacetimes which have zero scalar curvature and are locally a product of Einstein 2–manifolds.

Furthermore, in the same paper [90] Vassiliev showed that the above spacetimes are the only Riemannian solutions of the system of field equations (1.3), (1.4), finally solving this problem. It is also interesting that before this paper it had not been noticed that pp-waves were solutions of the problem, although they were well known spacetimes in theoretical physics. The paper by Vassiliev [90] was also the main motivation behind this thesis, and because of the uniqueness result most of the work done to produce this thesis has been to establish new non-Riemannian solutions of the system (1.3), (1.4). For a detailed description of (classical) pp-waves, see Section 3.1.

1.4.2 Known non-Riemannian solutions

There is a significant amount of work by various authors devoted to finding spacetimes that solve the system (1.3), (1.4) which are non-Riemannian, i.e. which incorporate torsion. However, there is a further subdivision in this class of spacetimes, as metric–compatibility of the connection is no longer guaranteed, so we shall view these separately.

**Metric–compatible non–Riemannian solutions**

In this subsection we assume that the connection is metric–compatible, i.e. \( \nabla g \equiv 0 \) and give known non-Riemannian solutions that satisfy the above condition.

Several papers of Vassiliev [49, 87, 90] give us a substantial insight into this problematic as well as present some non-Riemannian solutions of the system (1.3), (1.4).

The following construction, as presented by Vassiliev in [90], provides one method of obtaining such solutions.

**Definition 1.4.1.** We call a spacetime \( \{M, g, \Gamma\} \) a *pseudoinstanton* if the connection is metric–compatible and curvature is irreducible and simple.
Irreducibility of curvature means that all of the 11 irreducible pieces of curvature but one are identically equal to zero. Simplicity means that the given irreducible subspace that provides the non-zero piece of curvature is not isomorphic to any other irreducible subspace.

It is the case that there are only three types of pseudoinstantons, namely the following:

1. *scalar* pseudoinstanton, where only the scalar piece of curvature $R^{(1)}$ is not identically zero,

2. *pseudoscalar* pseudoinstanton, where only the pseudoscalar piece of curvature $R^{(1)*}$ is not identically zero, and

3. *Weyl* pseudoinstanton, where only the Weyl piece of curvature $R^{(10)}$ is not identically zero.

Vassiliev [90] proved the following theorem:

**Theorem 1.4.2.** A pseudoinstanton is a solution of the field equations (1.3), (1.4).

Note that the pseudoinstanton construction is ideologically very similar to the double duality ansatz of [5, 58], as the curvature of a pseudoinstanton is an eigenvector of the double duality map, $^*R^* = \pm R$. However, unlike [5, 58], Vassiliev dealt with the most general case where the quadratic form contains 16 $R^2$ terms.

Of course, a pseudoinstanton need not necessarily be non-Riemannian, but as the uniqueness result for Riemannian solutions was already presented in Section 1.4.1, we are primarily interested in non-Riemannian pseudoinstantons. The pseudoinstanton technique is in any case limited in the sense that it does not provide all the Riemannian solutions, as an Einstein space or a pp-wave need not necessarily be pseudoinstantons.

Vassiliev [90] presented one non-Riemannian pseudoinstanton solution of the system (1.3), (1.4) and it is constructed in the following way. Consider the trivial manifold $M = \mathbb{R}^4$ equipped with global coordinates $(x^0, x^1, x^2, x^3)$ and Minkowski metric $g_{\mu\nu} = \text{diag}(+1, -1, -1, -1)$. Let $l \neq 0$ be a constant real vector, $m \neq 0$ a constant complex vector, and let

$$A(x) = m e^{-il \cdot x}$$  \hspace{1cm} (1.7)

be a plane wave solution of the polarized Maxwell equation (3.15). Define torsion as $T := \frac{1}{2} \text{Re}(A \otimes dA)$, and let $\Gamma$ be the corresponding metric–compatible connection.
Then, as shown in [87], the above described spacetime is a Weyl pseudoinstanton, and hence by Theorem 1.4.2 a solution of the field equations (1.3), (1.4).

For the Yang–Mills case (1.5) the ‘torsion wave’ solution described above was first obtained by Singh and Griffiths: see last paragraph of Section 5 in [81] and put $k = 0$, $N = e^{-il \cdot x}$ and the same solution was later rediscovered by King and Vassiliev in [49]. It should be pointed out that the torsion wave solution of King and Vassiliev is a highly specialised version of the solution obtained by Singh and Griffiths [81], which is a solution of algebraic type III, where the Riemannian spacetime is a Kundt plane-fronted gravitational wave and the contortion is purely tensor. Vassiliev’s contribution in [90] was to show that these spacetimes satisfy equations (1.3), (1.4) in the most general case of the purely quadratic action (1.2).

This work of Vassiliev went on to conclude that this torsion wave was a non-Riemannian analogue of a pp-wave, whence came the motivation for generalising the notion of a pp-wave to spacetimes with torsion in such a way as to incorporate this non-Riemannian pseudoinstanton into the construction, which led to the work presented in Sections 3.2 and 4.2.

In view of the work presented in [81], the two papers of Singh [78, 79] are also of interest to us. In [78] Singh presents solutions of the vacuum field equations with purely axial torsion, which is a class of solutions unobtainable by the double duality ansatz of [5, 58]. In fact Singh uses the ‘spin coefficient technique’ of [81] in the construction of his solutions.

In the second paper [79], Singh similarly uses the spin coefficient technique of [81] to construct solutions unobtainable by the double duality ansatz, but this time that have purely trace torsion. These solutions are similar in many ways, as the metric and the hence the Riemannian pieces of curvature are the same - which leads the author to stipulate that it might be possible to combine these two solutions but he however shows that this is unfortunately not possible.

It should be pointed out that in [78, 79] Singh was not working within the setting of the most general 16-term purely quadratic action and the solutions were obtained for the Yang–Mills case (1.5).
Non–metric–compatible non–Riemannian solutions

In this subsection we give an very brief overview of known solutions in metric–affine gravity where the spacetime is not metric–compatible, i.e. nonmetricity (2.5) appears ($\nabla g \neq 0$). Note that in this thesis we only deal with metric–compatible spacetimes.

The first set of solutions we view in this subsection arises from the triplet ansatz, see [43, 64]. The main difference between the triplet approach and the approach in this thesis is that the triplet ansatz uses only a special form of the Lagrangian, namely it is only applicable to the those quadratic forms on curvature where only one non-trivial coupling constant is allowed to be non-zero.

As Obukhov states in [67], the triplet ansatz might be considered a useful tool which helps avoid a possible ill–posedness of the field equations by reducing them to the effective Einstein–Maxwell system of equations.

According to [64], the triplet ansatz uses the irreducible decompositions of torsion and nonmetricity to provide a pattern for the decomposition of the gravitational gauge field momenta which enter the field equations of metric–affine gravity.

Obukhov et al. demonstrated in the equivalence theorem of Obukhov [64] that a triplet of torsion and nonmetricity 1–forms describes the general and unique vacuum solutions of the field equations of quadratic metric–affine gravity (under certain assumptions).

For details about this construction and results related to the triplet ansatz see [20, 28, 43, 64, 65, 92].

One other and more recent non-metric–compatible result comes from Obukhov [67] which is a result that does not fall into the triplet ansatz. The quadratic form on curvature considered is the most general, and identical to the 16–term quadratic form used in this thesis and in [69, 89, 90], see Section 2.4. However, unlike the solutions presented in these works, Obukhov constructs new solutions that have non-zero nonmetricity, which are generalisations of pp-waves. Obukhov presents solutions that have not only torsion waves present but the nonmetricity has a non-trivial wave behaviour as well, which is different from the generalised pp-waves presented in this thesis. Moreover, Obukhov suggests that his solutions provide a minimal generalisation of the pseudoinstanton, see Definition 1.4.1. However, it should be pointed out that solutions presented in [67] are not non-metric–compatible generalisations of solutions presented in this thesis, but we hope to be able to respond to this work of Obukhov’s in the near future.
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1.5 Other alternative theories of gravity

There are many other alternative theories of gravity apart from metric–affine gravity. We do not go into much detail in describing these other alternative theories of gravity, as none of these theories are used in this thesis – which is not to say that we are not interested in trying to employ them in advancing our study in the immediate future, especially with regard to teleparallelism. Hence this section provides only the basic information about these theories and the main references concerning their development and some recent results in the field.

General relativity was not the first classical relativistic field theory of gravitation, or even the first metric theory of gravitation – that was Nordström’s theory of gravitation, proposed by the Finnish theoretical physicist Gunnar Nordström in 1912–1913. In fact, there are two theories of Nordström’s – the first one was quickly dismissed, but the second became the first known example of a metric theory of gravitation. See [62, 63] for Nordström’s work. Both theories are now known to be incompatible with observation.

One very interesting alternative theory of gravity is teleparallelism, a theory initially used by Einstein to try to unify electromagnetism and gravity. The subject of teleparallelism has a long history dating back to the 1920s. Its origins lie in the pioneering works of Élie Cartan, Albert Einstein and Roland Weitzenböck. Modern reviews of the physics of teleparallelism are given in [38, 44, 60, 76].

The basic idea of teleparallelism is to work with a Lorentzian metric, vanishing curvature and non-vanishing torsion, so it could be viewed as a special case of metric–affine gravity. However, in practice instead of using the metric as the unknown of this theory, one uses a quartet of covectors (a coframe).

An interesting recent result in teleparallel gravity related to the result of this thesis can be found in [91], where a new (teleparallel) representation for the Weyl Lagrangian is given. The advantage of the teleparallel approach is that it does not require the use of spinors, Pauli matrices or covariant differentiation. The only geometric concepts used are those of a metric, differential form, wedge product and exterior derivative.

---

2English translations of Einstein’s original papers on teleparallelism are now available, see [86]
One other alternative theory of gravity, quite popular today, is $f(R)$ modified gravity, which works with Lagrangians which are functions of scalar curvature $R$. This theory was originally suggested by H. A. Buchdahl [15] and its further immediate development can be found in [6, 21, 48]. This particular alternative theory of gravity is quite popular today and especially after the publication by Carroll et al. [16] it became quite topical. An interesting recent publication on the topic by Bertolami et al. [8] derives the equation of motion for test particles in $f(R)$ modified theories of gravity and shows that in a coupling between an arbitrary function of scalar curvature and the Lagrangian density of matter an extra force arises. It goes on to discuss the connections with modified Newtonian dynamics (MOND) and the Pioneer anomaly.

1.6 Structure of the thesis

This thesis is divided into several chapters:

- Chapter 2 presents the background and notation employed in this thesis. Section 2.1 presents the notation used throughout the thesis and some basic definitions, Section 2.2 describes the irreducible pieces of torsion, Section 2.3 the irreducible pieces of curvature, Section 2.4 the quadratic forms on curvature, while Section 2.5 gives the spinor formalism used in the main body of the thesis. Finally, Section 2.7 gives a brief explanation of the main result of the thesis, working with a particular choice of local coordinates in which all of the practical calculations have been performed.

- Chapter 3 deals in its entirety with pp-waves and is divided into several Sections. In Section 3.1 we recall the notion of the classical pp-wave (without torsion) and list the basic properties of these spacetimes. Section 3.2 defines the notion of a generalised pp-wave (with torsion) and lists the main properties of these new metric-compatible spacetimes. At the end of the Chapter, in Section 3.3 we give the specifics of the spinor formalism for generalised pp-waves.

- In Chapter 4 we use generalised pp-waves described in the Section 3.2 to present a class of new solutions for quadratic metric-affine gravity. In Section 4.1 we write down explicitly our field equations (1.3), (1.4) and in Section 4.2 we present pp-wave type solutions of these equations. Section 4.2 contains the proof of Theorem 2.7.1 which is the main result of the thesis.
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• Chapter 5 is the discussion of the results obtained in Chapters 3 and 4. In Section 5.1 we give the physical interpretation of our solutions, i.e. we attempt to understand the mathematical and physical significance of generalised pp-waves with parallel Ricci curvature. In Section 5.2 we explore this matter further by explicitly constructing pp-wave type solutions of Einstein–Weyl theory, a known classical model describing the interaction of gravitational and massless neutrino fields, and we compare our new metric–affine solutions to the Einstein–Weyl solutions. We also provide references to earlier work by several authors on this subject. In Section 5.3 we compare our solutions to similar results in existing literature.

• Finally, Appendices provide some auxiliary mathematical facts, but also a lot of original work that enabled the construction of the results obtained. Appendix A gives the brief derivation of the Bianchi identity for curvature, Appendix B gives details of the variations of Weyl’s action and finally Appendix C gives the variations of quadratic forms on curvature used in this thesis.
Chapter 2

Notation and Background

This chapter provides the notation and the description of the main structures used in the thesis, in particular regarding the irreducible pieces of torsion and curvature, quadratic forms on curvature and the spinor formalism. At the end of the chapter, after the introduction of all the relevant material, we present the main result of the thesis in a simplified form.

2.1 Notation and basic definitions

This introductory Section provides the notation used in this thesis and some basic definitions. Our notation follows [49, 69, 87, 90].

In particular, we denote local coordinates by $x^\mu$, $\mu = 0, 1, 2, 3$, and write $\partial_\mu := \partial/\partial x^\mu$.

We define the covariant derivative of a vector field as

$$\nabla_\mu v^\lambda := \partial_\mu v^\lambda + \Gamma^\lambda_{\mu\nu} v^\nu.$$  \hspace{1cm} (2.1)

Torsion is defined to be as

$$T^\lambda_{\mu\nu} := \Gamma^\lambda_{\mu\nu} - \Gamma^\lambda_{\nu\mu}.$$  \hspace{1cm} (2.2)

We define contortion as

$$K^\lambda_{\mu\nu} := \frac{1}{2} (T^\lambda_{\mu\nu} + T^\lambda_{\nu\mu} + T^\lambda_{\mu\nu})$$  \hspace{1cm} (2.3)
(see formula (7.35) in [61]). It is easy to see that contortion has the antisymmetry property \( K_{\lambda\mu\nu} = -K_{\nu\mu\lambda} \) and that

\[
T_{\mu\nu}^\lambda = K_{\lambda\mu\nu} - K_{\nu\lambda\mu}.
\] (2.4)

Formulae (2.3), (2.4) allow us to express torsion and contortion via one another.
We say that our connection \( \Gamma \) is metric compatible if \( \nabla g \equiv 0 \).

We define nonmetricity \( Q \) by

\[
Q_{\mu\alpha\beta} := \nabla_\mu g_{\alpha\beta}.
\] (2.5)

The Christoffel symbol is

\[
\left\{ \begin{array}{c}
\lambda \\
\mu \nu
\end{array} \right\} := \frac{1}{2} g^{\lambda\kappa} \left( \partial_\mu g_{\nu\kappa} + \partial_\nu g_{\mu\kappa} - \partial_\kappa g_{\mu\nu} \right).
\] (2.6)

We denote by \( \{\nabla\} \) the covariant derivative with respect to the Levi-Civita connection, i.e.

\[
\{\nabla\}_{\mu} v^\lambda := \partial_\mu v^\lambda + \left\{ \begin{array}{c}
\lambda \\
\mu \nu
\end{array} \right\} v^\nu,
\] (2.7)

so our convention is to use the curly brackets for this purpose.

The interval is \( ds^2 := g_{\mu\nu} \, dx^\mu \, dx^\nu \).

We define curvature as

\[
R^\kappa_{\lambda\mu\nu} := \partial_\mu \Gamma^\kappa_{\nu\lambda} - \partial_\nu \Gamma^\kappa_{\mu\lambda} + \Gamma^\kappa_{\mu\eta} \Gamma^\eta_{\nu\lambda} - \Gamma^\kappa_{\nu\eta} \Gamma^\eta_{\mu\lambda},
\] (2.8)

Ricci curvature as

\[
Ric_{\lambda\nu} := R^\kappa_{\lambda\kappa\nu},
\] (2.9)

scalar curvature as

\[
\mathcal{R} := Ric^\lambda_{\lambda}
\] (2.10)

and trace-free Ricci curvature as

\[
\mathcal{R}ic := Ric - \frac{1}{4} \mathcal{R} g.
\] (2.11)

We denote Weyl curvature by \( \mathcal{W} \); here, as in [69, 87, 90], Weyl curvature is understood
as the irreducible piece of curvature defined by conditions

\[ R_{\kappa\lambda\mu\nu} = R_{\mu\nu\kappa\lambda}, \quad (2.12) \]
\[ \varepsilon^{\kappa\lambda\mu\nu} R_{\kappa\lambda\mu\nu} = 0, \quad (2.13) \]
\[ \text{Ric} = 0. \quad (2.14) \]

We employ the standard convention of raising and lowering tensor indices by means of the metric tensor, i.e.

\[ g_{\alpha\beta} v^\beta = v_\alpha, \quad g^{\alpha\beta} v_\beta = v^\alpha. \]

Some care is, however, required when performing covariant differentiation: the operations of raising and lowering of indices do not commute with the operation of covariant differentiation unless the connection is metric compatible.

Given a scalar function \( f : M \to \mathbb{R} \) we write for brevity

\[ \int f := \int_M f \sqrt{|\text{det} g|} \, dx^0 dx^1 dx^2 dx^3, \quad \text{det} g := \det(g_{\mu\nu}). \quad (2.15) \]

A spacetime \( \{ M, g, \Gamma \} \) is called Riemannian if the connection is Levi–Civita (i.e. \( \Gamma^{\lambda}_{\mu\nu} = \{^{\lambda}_{\mu\nu}\} \)), and non-Riemannian otherwise, as already stated in the Introduction.

**Definition 2.1.1.** An Einstein space is a Riemannian spacetime with \( \text{Ric} = \Lambda g \) where \( \Lambda \) is some real constant.

We define the action of the Hodge star on a rank \( q \) antisymmetric tensor as

\[ (\ast Q)_{\mu_1...\mu_q} := (q!)^{-1} \sqrt{|\text{det} g|} Q^{\mu_1...\mu_q} \varepsilon_{\mu_1...\mu_q}, \quad (2.16) \]

where \( \varepsilon \) is the totally antisymmetric quantity, \( \varepsilon_{0123} := +1. \)

When we apply the Hodge star to curvature we have a choice between acting either on the first or the second pair of indices, so we introduce two different Hodge stars: the left Hodge star

\[ (\ast R)_{\kappa\lambda\mu\nu} := \frac{1}{2} \sqrt{|\text{det} g|} R^\kappa_{\chi\nu} \varepsilon^{\kappa\chi\lambda\kappa\lambda} \quad (2.17) \]
and the right Hodge star

\[
(R^*)_{\kappa\lambda\mu\nu} := \frac{1}{2} \sqrt{\det g} \, R_{\kappa\lambda} \, \epsilon_{\mu'\nu'\nu\mu}. \tag{2.18}
\]

Note that the star in (2.16) is inline, whereas in (2.17), (2.18) it comes as a superscript. The right Hodge star (2.18) is the Hodge star normally used in Yang–Mills theory and in relevant literature it is usually written inline to the left of curvature. As to the left Hodge star (2.17), it is important to observe that in the general metric–affine setting curvature is not antisymmetric in the first pair of indices so the linear map \( R \rightarrow *R \) is not an automorphism of the vector space of curvatures. Hence, use of the left Hodge star really makes sense only in the metric compatible setting when we are guaranteed antisymmetry in the first pair of indices.

We use the term ‘parallel’ to describe the situation when the covariant derivative of some spinor or tensor field is identically zero.

We do not assume that our spacetime admits a (global) spin structure, cf. Section 11.6 of [61]. In fact, our only topological assumption is connectedness. This does not prevent us from defining and parallel transporting spinors or tensors locally.

### 2.2 Irreducible Pieces of Torsion

This Section gives the explanation of the irreducible pieces of torsion. Torsion as an extension to Einstein’s version of general relativity was introduced by Élie Cartan in 1922. He recognized that the torsion was characterized by a tensor and developed a differential geometric formulation, see [17]. His idea was that the torsion of spacetime might be connected to the intrinsic angular momentum (spin) of matter. As such, he believed that it should vanish in matter-free regions of spacetime.

In [45] Hehl and Obukhov give a review of the use of torsion in field theory in which they state that Cartan’s investigations started by analyzing Einstein’s general relativity theory and by taking recourse to the theory of Cosserat continua.

Our notation in this Section differs from the more modern exposition, as given for example in Appendix B.2 from [42]. We use holonomic notation so for the sake of convenience we present everything in this form, hence this Section follows the exposition from Appendix C from [87]. According to [42, 87] the irreducible pieces of
torsion are

\[ T^{(1)} = T - T^{(2)} - T^{(3)}, \]  
\[ T^{(2)}_{\lambda\mu\nu} = g_{\lambda\mu}v_{\nu} - g_{\lambda\nu}v_{\mu}, \]  
\[ T^{(3)} = *w, \]

where

\[ v_{\nu} = \frac{1}{3} T^{\lambda}_{\lambda\nu}, \quad w_{\nu} = \frac{1}{6} \sqrt{|\det g|} T^{\kappa\lambda\mu} \varepsilon_{\kappa\lambda\mu\nu}. \]

The pieces \( T^{(1)} \), \( T^{(2)} \) and \( T^{(3)} \) are called tensor torsion, trace torsion, and axial torsion respectively.

We define the action of the Hodge star on torsions as

\[ (*T)_{\lambda\mu\nu} := \frac{1}{2} \sqrt{|\det g|} T^{\lambda\mu\nu} \varepsilon_{\mu'\nu'\lambda'}. \]

The Hodge star maps tensor torsions to tensor torsions, trace to axial, and axial to trace:

\[ (*T)^{(1)} = *(T^{(1)}), \]  
\[ (*T)^{(2)}_{\lambda\mu\nu} = g_{\lambda\mu}w_{\nu} - g_{\lambda\nu}w_{\mu}, \]  
\[ (*T)^{(3)} = -*w. \]

Note that the \(*\) appearing in the RHS’s of formulae (2.21) and (2.26) is the standard Hodge star (2.16) which should not be confused with the Hodge star on torsions (2.23).

The decomposition described above assumes torsion to be real and metric to be Lorentzian. If torsion is complex or if \( \det g > 0 \) then the subspace of tensor torsions decomposes further into eigenspaces of the Hodge star.

Substituting formulae (2.19)–(2.21) into formula (2.3), and formula (2.4) into formulae (2.22) we obtain the irreducible decomposition of contortion:

\[ K^{(1)} = K - K^{(2)} - K^{(3)}, \]  
\[ K^{(2)}_{\lambda\mu\nu} = g_{\lambda\mu}v_{\nu} - g_{\lambda\nu}v_{\mu}, \]  
\[ K^{(3)} = \frac{1}{2} *w. \]
where
\[ v_\nu = \frac{1}{3} K^\lambda_{\lambda \nu}, \quad w_\nu = \frac{1}{3} \sqrt{|\det g|} K^{\kappa \lambda \mu} \epsilon_{\kappa \lambda \mu \nu}. \] (2.30)

The irreducible pieces of torsion (2.19)–(2.21) and contortion (2.27)–(2.29) are related as
\[ T^{(j)}_{\lambda \mu \nu} = K^{(j)}_{\mu \lambda \nu}, \quad j = 1, 2, \quad T^{(3)}_{\lambda \mu \nu} = 2 K^{(3)}_{\lambda \mu \nu} \]
(note the order of indices).

### 2.3 Irreducible Pieces of Curvature

This Section provides facts about the irreducible pieces of curvature, and it follows the notation and exposition from [90].

A curvature generated by a general affine connection has only one (anti)symmetry, namely,
\[ R^\kappa_{\lambda \mu \nu} = -R^\kappa_{\lambda \nu \mu}. \] (2.31)

For a fixed \( x \in M \) we denote by \( \mathcal{R} \) the 96-dimensional vector space of real rank 4 tensors \( R^\kappa_{\lambda \mu \nu} \) satisfying condition (2.31).

Let \( g \) be the Lorentzian metric at the point \( x \in M \) and let \( O(1,3) \) be the corresponding full Lorentz group, i.e. the group of linear transformations of coordinates in the tangent space \( T_x M \) which preserve the metric. It is known, see Appendix B.4 from [42], that the vector space \( \mathcal{R} \) decomposes into a direct sum of 11 subspaces which are invariant and irreducible under the action of \( O(1,3) \). These subspaces are listed in Table 2.1. Note that our notation differs from that of [42]: we want to emphasize the fact that there are 3 groups of isomorphic subspaces, namely,
\[ \{ \mathcal{R}^{(6,l)}, \ l = 1, 2, 3 \}, \quad \{ \mathcal{R}^{(9,l)}, \ l = 1, 2 \}, \quad \{ \mathcal{R}^{(9,l)}_*, \ l = 1, 2 \}. \] (2.32)

Two subspaces are said to be isomorphic if there is a linear bijection between them which commutes with the action of \( O(1,3) \).

In what follows we lower and raise tensor indices using the metric and we also use the right Hodge star (2.18). The linear map \( R \rightarrow R^* \) is an automorphism of \( \mathcal{R} \); note that as we are working in the real Lorentzian setting this map has no eigenvalues.

The explicit description of irreducible subspaces of dimension < 10 is given in Table 2.2. Here \( \mathcal{R}, \mathcal{R}_* \) are arbitrary scalars, \( \mathcal{A}^{(l)} \) are arbitrary rank 2 antisymmetric
Table 2.1: List of irreducible subspaces

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Number of subspaces</th>
<th>Notation for subspaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>( R^{(1)} ), ( R_{*}^{(1)} )</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>( R^{(6,l)} ), ( l = 1, 2, 3 )</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>( R^{(9,l)} ), ( R_{*}^{(9,l)} ), ( l = 1, 2 )</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>( R^{(10)} )</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>( R^{(30)} )</td>
</tr>
</tbody>
</table>

Tensors, and \( S^{(l)} \), \( S_{*}^{(l)} \) are arbitrary rank 2 symmetric trace-free tensors, with ‘arbitrary’ meaning that the quantity in question spans its vector space. The \( a \)’s in Table 2.2 are some fixed real constants, the only condition being that \( a_1, a_{*1} \), \( \det (a_{6lm})_{l,m=1}^3 \), \( \det (a_{9lm})_{l,m=1}^2 \), and \( \det (a_{*9lm})_{l,m=1}^2 \) are non-zero. The freedom in choosing irreducible subspaces of dimension 6 and 9 is due to the fact that we have groups of isomorphic subspaces (2.32).

Table 2.2: Explicit description of irreducible subspaces of dimension < 10

<table>
<thead>
<tr>
<th>Subspace</th>
<th>Formula for curvature ( R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R^{(1)} )</td>
<td>( R_{\kappa\lambda\mu\nu} = a_1 (g_{\kappa\mu} g_{\lambda\nu} - g_{\kappa\nu} g_{\lambda\mu}) R )</td>
</tr>
<tr>
<td>( R_{*}^{(1)} )</td>
<td>( (R_{*})<em>{\kappa\lambda\mu\nu} = a</em>{<em>1} (g_{\kappa\mu} g_{\lambda\nu} - g_{\kappa\nu} g_{\lambda\mu}) R_{</em>} )</td>
</tr>
<tr>
<td>( R^{(6,l)} )</td>
<td>( R_{\kappa\lambda\mu\nu} = a_{6l1} (g_{\kappa\mu} A^{(l)}<em>{\lambda\nu} - g</em>{\kappa\nu} A^{(l)}<em>{\lambda\mu}) + a</em>{6l2} (g_{\lambda\mu} A^{(l)}<em>{\kappa\nu} - g</em>{\lambda\nu} A^{(l)}<em>{\kappa\mu}) + a</em>{6l3} g_{\kappa\lambda} A^{(l)}_{\mu\nu} )</td>
</tr>
<tr>
<td>( R^{(9,l)} )</td>
<td>( R_{\kappa\lambda\mu\nu} = a_{9l1} (g_{\kappa\mu} S^{(l)}<em>{\lambda\nu} - g</em>{\kappa\nu} S^{(l)}<em>{\lambda\mu}) + a</em>{9l2} (g_{\lambda\mu} S^{(l)}<em>{\kappa\nu} - g</em>{\lambda\nu} S^{(l)}_{\kappa\mu}) )</td>
</tr>
<tr>
<td>( R_{*}^{(9,l)} )</td>
<td>( (R_{*})<em>{\kappa\lambda\mu\nu} = a</em>{*9l1} (g_{\kappa\mu} S^{(l)}<em>{\lambda\nu} - g</em>{\kappa\nu} S^{(l)}<em>{\lambda\mu}) + a</em>{*9l2} (g_{\lambda\mu} S^{(l)}<em>{\kappa\nu} - g</em>{\lambda\nu} S^{(l)}_{\kappa\mu}) )</td>
</tr>
</tbody>
</table>

It is convenient to choose the following \( a \)’s:

\[
a_1 = a_{*1} = \frac{1}{12}, \quad (a_{6lm}) = \begin{pmatrix} \frac{5}{12} & -\frac{1}{12} & -\frac{1}{6} \\ -\frac{1}{12} & \frac{5}{12} & -\frac{1}{6} \\ -\frac{1}{12} & -\frac{1}{12} & \frac{1}{3} \end{pmatrix},
\]

\[
(a_{9lm}) = (a_{*9lm}) = \begin{pmatrix} \frac{3}{8} & -\frac{1}{8} \\ -\frac{1}{8} & \frac{3}{8} \end{pmatrix}.
\]
Then the lower rank tensors $\mathcal{R}, \mathcal{R}_s, \mathcal{A}^{(l)}, \mathcal{S}^{(l)}, \mathcal{S}_s^{(l)}$ appearing in Table 2.2 are expressed via the full (rank 4) curvature tensor $R$ according to the following simple formulae:

\[
\mathcal{R} := R^{\kappa\lambda}_{\kappa\lambda},
\]

\[
Ric^{(1)}_{\kappa\lambda} := R^\kappa_{\kappa\lambda\nu}, \quad Ric^{(2)}_{\kappa\lambda} := R^\kappa_{\kappa\lambda\nu},
\]

\[
\mathcal{R} := Ric^{(1)} - \frac{1}{4}\mathcal{R}g, \quad Ric^{(2)} := Ric^{(2)} + \frac{1}{4}\mathcal{R}_s g,
\]

\[
\mathcal{S}^{(l)}_{\mu\nu} := \frac{Ric^{(l)}_{\mu\nu} + Ric^{(l)}_{\nu\mu}}{2}, \quad \mathcal{A}^{(l)}_{\mu\nu} := \frac{Ric^{(l)}_{\mu\nu} - Ric^{(l)}_{\nu\mu}}{2}, \quad l = 1, 2, \quad \mathcal{A}^{(3)}_{\mu\nu} := R^\kappa_{\kappa\mu\nu}, \quad (2.34)
\]

and

\[
\mathcal{R}_s := (R^s)^\kappa_{\kappa\lambda},
\]

\[
Ric_s^{(1)}_{\kappa\lambda} := (R^s)^\kappa_{\kappa\lambda\nu}, \quad Ric_s^{(2)}_{\kappa\lambda} := (R^s)^\lambda_{\kappa\lambda\nu},
\]

\[
\mathcal{R}_s := Ric_s^{(1)} - \frac{1}{4}\mathcal{R}_s g, \quad Ric_s^{(2)} := Ric_s^{(2)} + \frac{1}{4}\mathcal{R}_s g,
\]

\[
\mathcal{S}_s^{(l)}_{\mu\nu} := \frac{Ric_s^{(l)}_{\mu\nu} + Ric_s^{(l)}_{\nu\mu}}{2}, \quad \mathcal{A}_s^{(l)}_{\mu\nu} := \frac{Ric_s^{(l)}_{\mu\nu} - Ric_s^{(l)}_{\nu\mu}}{2}, \quad l = 1, 2, \quad \mathcal{A}_s^{(3)}_{\mu\nu} := (R^s)^\kappa_{\kappa\mu\nu}. \quad (2.35)
\]

Note that the tensors $\mathcal{A}^{(l)}$ are not used in Table 2.2. This is not surprising as the tensors $\mathcal{A}^{(l)}$ and $\mathcal{A}_s^{(l)}$ are not independent: the $\mathcal{A}^{(l)}$ are linear combinations of the Hodge duals of $\mathcal{A}_s^{(l)}$ and vice versa. Also note that the tensor $Ric_s^{(1)}$ is equivalent to the usual Ricci tensor $Ric$, as given in equation (2.9).

Finally, let us give an explicit description of the 10- and 30-dimensional irreducible subspaces. $\mathcal{R}^{(10)}$ is the subspace of curvatures $R$ such that

\[
R^\kappa_{\kappa\lambda\nu} = (R^s)^\kappa_{\kappa\lambda\nu} = 0, \quad R^\lambda_{\kappa\lambda\nu} = (R^s)^\lambda_{\kappa\lambda\nu} = 0, \quad R^\kappa_{\kappa\mu\nu} = 0 \quad (2.36)
\]

(all possible traces are zero) and $R^\kappa_{\kappa\lambda\mu\nu} = -R^\lambda_{\kappa\lambda\mu\nu}$. $\mathcal{R}^{(30)}$ is the subspace of curvatures $R$ satisfying (2.36) and $R^\kappa_{\kappa\lambda\mu\nu} = R^\lambda_{\kappa\lambda\mu\nu}$.

Given a decomposition

\[
\mathcal{R} = \mathcal{R}^{(1)} \oplus \mathcal{R}_s^{(1)} \oplus \sum_{l=1}^{3} \mathcal{R}^{(6,l)} \oplus \sum_{l=1}^{2} \mathcal{R}^{(9,l)} \oplus \sum_{l=1}^{2} \mathcal{R}^{(9,l)} \oplus \mathcal{R}_s^{(9,l)} \oplus \mathcal{R}^{(10)} \oplus \mathcal{R}^{(30)}
\]
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any $R \in \mathbb{R}$ can be uniquely written as

$$R = R^{(1)} + R^{(1)*} + \sum_{l=1}^{3} R^{(6,l)} + \sum_{l=1}^{2} R^{(9,l)} + \sum_{l=1}^{2} R^{(9,l)*} + R^{(10)} + R^{(30)}$$

where the $R$’s in the RHS are from the corresponding irreducible subspaces. We will call these $R$’s the **irreducible pieces of curvature**.

We call the irreducible subspaces $R^{(1)}$, $R^{(1)*}$, $R^{(10)}$, $R^{(30)}$ **simple** because they are not isomorphic to any other subspaces. Accordingly, we call the irreducible pieces $R^{(1)}$, $R^{(1)*}$, $R^{(10)}$, $R^{(30)}$ simple.

**Remark 2.3.1.** ‘Starred’ and ‘unstarred’ subspaces of same dimension are not isomorphic under the action of the group $O(1, 3)$ because the Hodge star is a linear map which depends on the choice of the element of the group. This dependence is encoded in the normalisation of the totally antisymmetric quantity: $\varepsilon_{0123} = +1$ or $\varepsilon_{0123} = -1$ depending on whether the orientation of the coordinate system is positive or negative.

**Remark 2.3.2.** The global definition of the Hodge star requires the orientability of our manifold $M$. However, for the purpose of decomposing curvatures orientability is not needed: any abstract vector subspace is preserved under inversion ($\text{vector} \mapsto -\text{vector}$), so when writing explicit formulae for subspaces it does not matter whether $\varepsilon_{0123} = +1$ or $\varepsilon_{0123} = -1$. The delicate features of the Hodge star come to light only when we examine the relationship between *pairs* of different subspaces, see Remark 2.3.1.

**Remark 2.3.3.** If we complexify our problem then our 11 subspaces will still remain irreducible under the action of $O(1, 3)$. In order to justify this claim we argue as follows. Replace the full Lorentz group $O(1, 3)$ by the proper orthochronous Lorentz group $SO(1, 3)^\uparrow$. Then we have the standard algorithm (see, for example, Section 1.2 in [13]), for finding irreducible subspaces in terms of spinors. Applying this algorithm we see that the complexified subspaces $R^{(6,l)}$, $R^{(10)}$ and $R^{(30)}$ split into eigenspaces of the right Hodge star (2.18), and these ‘halves’ are the only proper $SO(1, 3)^\uparrow$-invariant subspaces of the original subspaces. However, the ‘halves’ are not invariant under change of orientation.
2.4 Quadratic Forms on Curvature

This Section provides information about the quadratic forms on curvature, and it follows the notation and exposition from [90]. We provide here the Lagrangian used in obtaining the solutions in this thesis.

Let us define an inner product on rank 2 tensors

$$(K, L) := K_{\mu\nu} L^{\mu\nu}, \tag{2.37}$$

and a Yang–Mills inner product on curvatures

$$(R, Q)_{YM} := R^\kappa_{\lambda\mu\nu} Q^\lambda_{\kappa\mu\nu}. \tag{2.38}$$

**Lemma 2.4.1.** Let $q : \mathbb{R} \to \mathbb{R}$ be an $O(1,3)$-invariant quadratic form on curvature. Then

$$q(R) = b_1 R^2 + b_1^* R^2_*,$$

$$+ \sum_{l,m=1}^3 b_{6lm}(A^{(l)}, A^{(m)}) + \sum_{l,m=1}^2 b_{9lm}(S^{(l)}, S^{(m)}) + \sum_{l,m=1}^2 b_{9lm}^*(S^{(l)}_*, S^{(m)}_*)$$

$$+ b_{10}(R^{(10)}, R^{(10)})_{YM} + b_{30}(R^{(30)}, R^{(30)})_{YM} \tag{2.39}$$

with some real constants $b_1, b_1^*, b_{6lm} = b_{6ml}, b_{9lm} = b_{9ml}, b_{9lm}^* = b_{9ml}^*, b_{10}, b_{30}$. Here $\mathcal{R}, \mathcal{R}_*, A^{(l)}, S^{(l)}, S^{(l)}_*, R^{(10)}, R^{(30)}$ are tensors defined in Section 2.3.

**Proof.** Let us equip each of the 11 irreducible subspaces of curvature, see Table 2.1, with an $O(1,3)$-invariant non-degenerate inner product. For 1-dimensional subspaces we employ the usual multiplication of scalars, and for 6- and 9-dimensional subspaces we employ (2.37); here scalars and rank 2 tensors are related to irreducible pieces of curvature in accordance with Table 2.2. Note that these inner products are well defined even if the manifold $M$ is non-orientable: the fact that in a ‘starred’ subspace our scalar or rank 2 tensor may be defined up to sign has no bearing on the inner product because both entries in the inner product would simultaneously retain or change sign upon continuation over a loop in $M$. See also Remark 2.3.2. Our inner products on 1-, 6- and 9-dimensional subspaces are clearly non-degenerate.

For 10- and 30-dimensional subspaces we employ the inner product (2.38). It is
not a priori clear that this inner product is non-degenerate on these subspaces. We establish non-degeneracy as follows. The inner product (2.38) is clearly non-degenerate on the whole vector space \( R \). It is easy to check that any pair of non-isomorphic subspaces is orthogonal with respect to the inner product (2.38), so \( R \) decomposes into a direct sum of 7 orthogonal subspaces

\[
\begin{align*}
R^{(1)}, & \quad R^{(1)}_s, \quad \oplus_{l=1}^3 R^{(6,l)}_{s}, \quad \oplus_{l=1}^2 R^{(9,l)}_{s}, \quad \oplus_{l=1}^2 R^{(9,l)}_{s}, \quad R^{(10)}, \quad R^{(30)}. 
\end{align*}
\]

Hence, the inner product (2.38) is non-degenerate on each of these 7 subspaces. In particular, it is non-degenerate on \( R^{(10)} \) and \( R^{(30)} \).

Further on in the proof we deal with the bilinear form \( b : R \times R \to R \) associated with the quadratic form \( q \), i.e. \( q(R) = b(R,R) \).

Let \( V \) and \( W \) be irreducible subspaces of \( R \) and let \((\cdot, \cdot)_V \) and \((\cdot, \cdot)_W \) be their \( O(1,3) \)-invariant non-degenerate inner products. Here \( V \) and \( W \) are not necessarily distinct. Consider the \( O(1,3) \)-invariant bilinear form \( b_{VW} := b|_{V \times W} \). Then there is a unique linear map \( B_{VW} : V \to W \) such that

\[
(B_{VW}v, w)_W = b_{VW}(v, w), \quad \forall v \in V, \quad \forall w \in W,
\]

and this map commutes with the action of \( O(1,3) \). By Schur’s lemma \( B_{VW} \) is either zero or a bijection, in which case \( V \) and \( W \) are isomorphic. Thus, only pairs of isomorphic irreducible subspaces can give non-zero contributions to the bilinear form \( b \).

The proof of Lemma \( 2.4.1 \) has been reduced to proving the following fact: if \( V \) is an irreducible subspace of \( R \) and \( B_V : V \to V \) is a linear operator which commutes with the action of \( O(1,3) \) then \( B_V \) is a multiple of the identity map. In order to prove this fact we complexify our problem, noting that by Remark 2.3.3 this does not affect the irreducibility of \( V \). After complexification the fact we are proving becomes a special case of a well known abstract result. \[\]

Formula (2.39) in different (anholonomic) notation was first established in [25], [43].
2.5 Spinor Formalism

This Section provides the spinor formalism used throughout the thesis. Unless otherwise stated, we work in a general metric compatible spacetime with torsion.

When introducing our spinor formalism, we were faced with the problem that there doesn’t seem to exist a uniform convention in the existing literature on how to treat spinors. Optimally, we would have wanted to achieve the following:

(i) consecutive raising and lowering of a spinor index does not change the sign of a rank 1 spinor;

(ii) the metric spinor $e^{ab}$ is the raised version of $\epsilon_{ab}$ and vice versa;

(iii) the spinor inner product is invariant under raising and lowering of indices, i.e.

$$\zeta^a \eta^a = \xi^a \eta_a.$$ 

Unfortunately, it becomes clear that it is not possible to satisfy all three desired properties, as shown in [75]. This inconsistency is related to the well known fact (see for example Section 19 in [7] or Section 3–5 in [83]), that a spinor does not have a particular sign – for example, a spatial rotation of the coordinate system by $2\pi$ leads to a change of sign. Also see [73] for more helpful insight about the problem of choice of the spinor formalism.

There are various conventions and different authors defined their spinor formalisms in different ways.

Remark 2.5.1. Pirani [75] notes that in his spinor formalism the spinor inner product is not invariant under raising and lowering of indices, hence property (iii) sacrificed. Namely, in Pirani’s spinor formalism one gets that $\zeta^a \eta^a = -\eta_a \zeta^a$. The other properties are satisfied.

Remark 2.5.2. Yet another convention is found in Buchbinder and Kuzenko [13], where properties (ii) and (iii) are not satisfied, due to defining the metric spinor so that $\epsilon_{ab} = -e^{ab}$. Hence in this formalism $e^{ab}$ is not the raised version of $\epsilon_{ab}$ and vice versa and the inner product is not invariant under raising and lowering of indices. However, property (i) is satisfied.

Remark 2.5.3. Griffiths [30, 81] defines his formalism so that only property (i) is sacrificed, i.e. the consecutive raising and lowering of indices leads to a change of sign. The other properties are satisfied.
Remark 2.5.4. Landau and Lifshitz [7] also give their version of spinor formalism, but we are not completely sure what their precise convention is as their textbook does not provide sufficient details.

Remark 2.5.5. Blagojevic [9] follows Pirani’s formalism, hence only property (iii) is not satisfied.

We decided to define our spinor formalism in the following way, as was done in Appendix A from [69]. We define the ‘metric spinor’ as

\[ \epsilon_{ab} = \epsilon_{\dot{a}\dot{b}} = \epsilon^{ab} = \epsilon^{\dot{a}\dot{b}} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \]  

(2.40)

with the first index enumerating rows and the second enumerating columns. We raise and lower spinor indices according to the formulae

\[ \xi^a = \epsilon^{ab} \xi_b, \quad \xi_a = \epsilon_{ab} \xi^b, \quad \eta^{\dot{a}} = \epsilon^{\dot{a}\dot{b}} \eta_{\dot{b}}, \quad \eta_{\dot{a}} = \epsilon_{\dot{a}\dot{b}} \eta^{\dot{b}}. \]  

(2.41)

Our definition (2.40), (2.41) has the following advantages:

• The spinor inner product is invariant under the operation of raising and lowering of indices, i.e. \((\epsilon_{ac}\xi^c)(\epsilon^{ad}\eta_d) = \xi^a \eta_a\).

• The ‘contravariant’ and ‘covariant’ metric spinors are ‘raised’ and ‘lowered’ versions of each other, i.e. \(\epsilon^{ab} = \epsilon^{ac} \epsilon_{cd} \epsilon^{bd}\) and \(\epsilon_{ab} = \epsilon_{ac} \epsilon^{cd} \epsilon_{bd}\).

The disadvantage of our definition (2.40), (2.41) is that the consecutive raising and lowering of a single spinor index leads to a change of sign, i.e. \(\epsilon_{ab} \epsilon^{bc} \xi_c = -\xi_a\). In formulae where the sign is important we will be careful in specifying our choice of sign; see, for example, (2.42), (2.47). We in a sense intentionally ‘sacrificed’ this property in order to guarantee that the other two properties, which in our view have greater physical significance, are satisfied.

Let \(v\) be the real vector space of Hermitian \(2 \times 2\) matrices \(\sigma_{ab}\). Pauli matrices \(\sigma^{\alpha}_{ab}\), \(\alpha = 0, 1, 2, 3\), are a basis in \(v\) satisfying \(\sigma^{\alpha}_{ab} \sigma^{\beta}_{cb} + \sigma^{\beta}_{ab} \sigma^{\alpha}_{cb} = 2g^{\alpha\beta} \delta_a^c\) where

\[ \sigma^{\alpha}_{ab} := \epsilon^{ac} \sigma^{\alpha}_{cd} \epsilon^{\dot{a}\dot{b}}. \]  

(2.42)
At every point of the manifold $M$ Pauli matrices are defined uniquely up to a Lorentz transformation.

Define
\[ \sigma_{\alpha\beta ac} := \frac{1}{2} \left( \sigma_{\gamma ab} \epsilon^{\gamma bd} \sigma_{\beta cd} - \sigma_{\gamma ab} \epsilon^{\gamma bd} \sigma_{\alpha cd} \right). \] (2.43)
These ‘second order Pauli matrices’ are polarized, i.e.
\[ * \sigma = \pm i \sigma \] (2.44)
depending on the orientation of ‘basic’ Pauli matrices $\sigma_{\alpha ab}, \alpha = 0, 1, 2, 3$.

We define the covariant derivatives of spinor fields as
\[ \nabla_\mu \xi^a = \partial_\mu \xi^a + \Gamma^a_{\mu b} \xi^b, \quad \nabla_\mu \xi_a = \partial_\mu \xi_a - \Gamma^b_{\mu a} \xi_b, \]
\[ \nabla_\mu \eta^a = \partial_\mu \eta^a + \bar{\Gamma}^a_{\mu b} \eta^b, \quad \nabla_\mu \eta_a = \partial_\mu \eta_a - \bar{\Gamma}^b_{\mu a} \eta_b, \]
where $\bar{\Gamma}^a_{\mu b} = \Gamma^a_{\mu b}$. The explicit formula for the spinor connection coefficients $\Gamma^a_{\mu b}$ can be derived from the following two conditions:
\[ \nabla_\mu \epsilon^{ab} = 0, \] (2.45)
\[ \nabla_\mu j^{\alpha} = \sigma^{\alpha}_{ab} \nabla_\mu \epsilon^{ab}, \] (2.46)
where $\zeta$ is an arbitrary rank 2 mixed spinor field and $j^{\alpha} := \sigma^{\alpha}_{ab} \epsilon^{ab}$ is the corresponding vector field (current). Conditions (2.45), (2.46) give a system of linear algebraic equations for $\text{Re} \Gamma^a_{\mu b}$, $\text{Im} \Gamma^a_{\mu b}$ the unique solution of which is
\[ \Gamma^a_{\mu b} = \frac{1}{4} \sigma^{a \dot{c}} \left( \partial_\mu \sigma^{a \dot{b} \dot{c}} + \Gamma^a_{\mu \beta} \sigma^{\beta \dot{b} \dot{c}} \right). \] (2.47)
See for example section 3 of [31] for more background on covariant differentiation of spinors.

### 2.6 Pauli matrices in Minkowski space

Here we give the standard choice of Pauli matrices for Minkowski space, a 4-dimensional manifold $M = \mathbb{R}^4$ equipped with global coordinates $(x^0, x^1, x^2, x^3)$ and Minkowski metric $g_{\mu\nu} = \text{diag}(+1, -1, -1, -1)$. The Pauli matrices $\sigma^\alpha_{ab}$ in this setting are given
by:

\[
\sigma^0_{ab} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma^1_{ab} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \\
\sigma^2_{ab} = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \sigma^3_{ab} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(2.48)

We also provide the explicit formulae for the ‘second order Pauli matrices’ (2.43) for the Minkowski metric. Note that as the second order Pauli matrices \(\sigma^\alpha_{ab}\) are anti-symmetric over the tensor indices, i.e. \(\sigma^\alpha_{ab} = -\sigma^\beta_{ab}\), we only give the independent non-zero terms.

\[
\sigma^{01}_{ab} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma^{02}_{ab} = \begin{pmatrix} i & 0 \\ 0 & i \end{pmatrix}, \quad \sigma^{03}_{ab} = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}, \\
\sigma^{12}_{ab} = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad \sigma^{13}_{ab} = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma^{23}_{ab} = \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix}.
\]

(2.49)

2.7 The main result of the thesis

This Section gives a brief explanation of the main result of the thesis. We first need to introduce and briefly describe a new class of spacetimes, namely generalised pp-waves. The whole of Chapter 3 is devoted to the properties of pp-waves and their generalisations, where we give a much more detailed description of these spacetimes. In order to give a simplified but more straightforward and ‘visual’ version of the main theorem, in this introductory Section we shall be working with a particular choice of local coordinates in which all of the practical calculations have been performed. These coordinates arise from the following definition of (classical) pp-waves:

A pp-wave is a Riemannian spacetime whose metric can be written locally in the form

\[
ds^2 = 2 \, dx^0 \, dx^3 - (dx^1)^2 - (dx^2)^2 + f(x^1, x^2, x^3) \, (dx^3)^2
\]

in some local coordinates \((x^0, x^1, x^2, x^3)\).

The choice of local coordinates in which the pp–metric assumes the above form is not unique. We choose a particular set of such coordinates in this Section.

It has been discovered recently by Vassiliev [90] that pp-waves of parallel Ricci
curvature are solutions of the system (1.3), (1.4). We want to generalise the concept of these spacetimes to create new solutions of our field equations. One natural way of generalising the notion of a pp-wave is simply to extend it to general metric–compatible spacetimes. However, this would give us a class of spacetimes which is too wide and difficult to work with. We choose to extend the classical definition in a more special way, and in this Section we do it by introducing torsion explicitly.

Let $A$ be a complex vector field defined by

$$A = h(x^3) m + k(x^3) l$$

where $l$ is a parallel null light–like vector and $m$ is a complex isotropic vector field orthogonal to $l$. We choose the set of local coordinates for which $l^\mu = (1, 0, 0, 0)$ and $m^\mu = (0, 1, \mp i, 0)$. The functions $h, k : \mathbb{R} \to \mathbb{C}$ are arbitrary.

We can then define a generalised pp-wave as a metric–compatible spacetime with pp–metric and torsion

$$T := \frac{1}{2} \text{Re}(A \otimes dA).$$

Torsion can be expressed more explicitly in our local coordinates as

$$T^\alpha_{\beta\gamma} = \frac{1}{2} \text{Re} \left[ (k(x^3) h'(x^3) l^\alpha + h(x^3) h'(x^3) m^\alpha) (l \wedge m)_{\beta\gamma} \right].$$

Torsion is purely tensor (see Lemma 3.2.4) and it has 4 non-zero independent components. The formula for curvature in our local coordinates is

$$R_{\alpha\beta\gamma\delta} = -\frac{1}{2} (l \wedge \partial)_{\alpha\beta} (l \wedge \partial)_{\gamma\delta} f + \frac{1}{4} \text{Re} \left( (h(x^3)^2)'' (l \wedge m)_{\alpha\beta} (l \wedge m)_{\gamma\delta} \right).$$

Curvature only has two irreducible pieces, namely symmetric trace-free Ricci and Weyl and it can be written down as

$$R_{\kappa\lambda\mu\nu} = \frac{1}{2} (g_{\kappa\mu} Ric_{\lambda\nu} - g_{\lambda\mu} Ric_{\kappa\nu} + g_{\lambda\nu} Ric_{\kappa\mu} - g_{\kappa\nu} Ric_{\lambda\mu}) + \mathcal{W}_{\kappa\lambda\mu\nu}.$$
The Ricci and Weyl curvatures are given by

\[ R_{\mu \nu} = \frac{1}{2} (f_{11} + f_{22}) l_\mu l_\nu, \]
\[ W_{\kappa \lambda \mu \nu} = \sum_{j,k=1}^{2} w_{jk} (l \wedge m_j) \otimes (l \wedge m_k), \]

where \( m_1 = \text{Re}(m), m_2 = \text{Im}(m), f_{\alpha \beta} := \partial_\alpha \partial_\beta f \) and \( w_{jk} \) are real scalars given by

\[ w_{11} = \frac{1}{4} [-f_{11} + f_{22} + \text{Re}((h^2)''], \quad w_{22} = -w_{11}, \]
\[ w_{12} = \pm \frac{1}{2} f_{12} - \frac{1}{4} \text{Im}((h^2)''], \quad w_{21} = w_{12}. \]

Note that our generalised pp-waves have the same irreducible pieces of curvature as classical pp-waves and that their curvature has all the usual symmetries of curvature in the Riemannian case (see equations (3.25)-(3.28)). For more details on the properties of generalised pp-waves, see Section 3.2.

Now we can state the main result of the thesis:

**Theorem 2.7.1.** Generalised pp-waves of parallel Ricci curvature are solutions of the system of equations (1.3), (1.4).

Note that when using Theorem 2.7.1 it does not really matter whether the condition ‘parallel Ricci curvature’ is understood in the non-Riemannian sense \( \nabla R_{ic} = 0 \), the Riemannian sense \( \{\nabla\} R_{ic} = 0 \), or any combination of the two \( (\{\nabla\}) R_{ic} = 0 \) or \( \nabla \{Ric\} = 0 \). Here curly brackets refer to the Levi–Civita connection, see equation (2.7).

In special local coordinates, the condition that Ricci curvature is parallel is written as \( f_{11} + f_{22} = \text{const} \), where \( f_{\alpha \beta} := \partial_\alpha \partial_\beta f \). Hence, generalised pp-waves of parallel Ricci curvature admit a simple explicit description.

The proof of the main theorem is done by ‘brute force’. We write down our field equations (1.3), (1.4) explicitly under certain assumptions on the properties of the spacetime, which generalised pp-waves automatically posses, see Section 4.1. The proof of the theorem is then quite straightforward, as we explicitly show that the field equations are satisfied by inserting the formulae for the irreducible pieces of curvature and torsion of generalised pp-waves.
Chapter 3

PP-waves With Torsion

In this chapter we introduce pp-waves, starting with the notion of a classical pp-wave, with historical background and its various mathematical and physical properties. Then we introduce a generalisation with the addition of torsion. Lastly, we deal with the particular spinor formalism of pp-waves.

3.1 Classical pp-waves

PP-waves are well known spacetimes in general relativity, first discovered by Brinkmann \[11\] in 1923, and subsequently rediscovered by several authors, for example Peres\[72\] in 1959. They are used in this thesis as the basis for constructing new solutions for quadratic metric–affine gravity. Hence, an introduction to classical pp-waves is required in order to fully understand this construction.

There are differing views on what the ‘pp’ stands for. According to Griffiths \[29\] and Kramer et al. \[50\] for example, ‘pp’ is an abbreviation for ‘plane-fronted gravitational waves with parallel rays’, the reasons for which will be explained below. According to Peres \[72\], ‘pp’ is an abbreviation for ‘plane polarized gravitational waves’, which we now believe to be wrong.

We define pp-waves in a different, much more geometric way from the one originally used.

As we are not dealing with torsion in this Section, please note that spacetime is assumed to be Riemannian (see Definition \[1.2.1\]), i.e. the connection is assumed to be

\[\text{Note that when we first constructed the solutions presented in [69], we were not aware of Brinkmann’s work and believed Peres invented pp-waves}\]
Levi-Civita.

**Definition 3.1.1.** A *pp-wave* is a Riemannian spacetime which admits a nonvanishing parallel spinor field.

Note that we use the term ‘parallel’ to describe the situation when the covariant derivative of some tensor or spinor field is identically equal to zero.

The metric of a pp-wave is called the *metric of the pp-wave* or simply the *pp-metric*.

The nonvanishing parallel spinor field appearing in the definition of pp-waves will be denoted throughout this thesis by

\[ \chi = \chi^a \]

and we assume this spinor field to be *fixed*. However, it should be noted that there is no natural normalisation, i.e. a nonvanishing spinor field can be scaled by a non-zero complex factor. Also, in flat space there are two linearly independent nonvanishing spinor fields. We fix the spinor field \( \chi \) in order to be able to give the following arguments without ambiguity.

Put

\[ l^\alpha := \sigma^\alpha_{ab} \chi^a \bar{\chi}^b \]  

(3.1)

where the \( \sigma^\alpha \) are Pauli matrices, see Section 2.5 for notation and Section 3.3 for spinor formalism for pp-waves. Then \( l \) is a nonvanishing parallel real null vector field.

Now we define the real scalar function

\[ \varphi : M \rightarrow \mathbb{R}, \quad \varphi(x) := \int l \cdot dx. \]  

(3.2)

This function is called the *phase*. It is defined uniquely up to the addition of a constant and possible multi-valuedness resulting from a nontrivial topology of the manifold.

The 3-manifolds \( \tilde{M} = \{ \varphi = \text{const} \} \) are called *wave fronts*. Let us fix a particular wave front \( \tilde{M} \), take a pair of points \( \tilde{p}, \tilde{q} \in \tilde{M} \), and a curve \( \tilde{\gamma} \subset \tilde{M} \) connecting these points. Take a 4-vector tangent to \( \tilde{M} \) at \( \tilde{p} \) and parallel transport it in accordance with the Levi-Civita connection along \( \tilde{\gamma} \). It is easy to see that the resulting 4-vector will be tangent to \( \tilde{M} \) at \( \tilde{q} \). This means that the Levi-Civita connection \( \Gamma \) over \( TM \) admits a natural restriction to a connection \( \tilde{\Gamma} \) over \( T\tilde{M} \). The latter cannot be interpreted as the Levi-Civita connection corresponding to the restriction of our Lorentzian 4-metric to the 3-manifold \( \tilde{M} \) as this restricted metric is degenerate.
An important property of pp-waves is that the connection $\tilde{\Gamma}$ is flat. This gives the explanation for the first meaning of ‘pp’ in pp-waves, i.e. ‘plane-fronted gravitational waves with parallel rays’. The fact that the wave fronts are flat motivates the following definitions:

**Definition 3.1.2.** We say that a complex vector field $u$ is transversal if $l_\alpha u^\alpha = 0$.

**Definition 3.1.3.** We say that a complex vector field $v$ is a plane wave if $u^\alpha \nabla_\alpha v^\beta = 0$ for any transversal vector field $u$.

**Remark 3.1.4.** Note that Definition [3.1.3] is far from standard, see for example Griffiths [29]. We however use Definition [3.1.3] to more clearly present our arguments in this chapter.

Clearly, $l$ itself is both transversal and a plane wave. Put

$$F_{\alpha\beta} := \sigma_{\alpha\beta ab} \chi^a \chi^b \quad (3.3)$$

where the $\sigma_{\alpha\beta}$ are ‘second order Pauli matrices’ (2.43). Then $F$ is a nonvanishing parallel complex 2-form with the additional properties $\ast F = \pm i F$ and $\det F = 0$. It can be written as

$$F = l \wedge m \quad (3.4)$$

where $m$ is a complex vector field satisfying $m_\alpha m^\alpha = l_\alpha m^\alpha = 0$, $m_\alpha \bar{m}^\alpha = -2$. The vector field $m$ is defined uniquely up to the addition of

$$\{\text{arbitrary complex valued scalar function}\} \times l.$$

We can impose an additional restriction on our choice of $m$ requiring that $m$ be a plane wave. Under this restriction the vector field $m$ is defined uniquely up to the addition of

$$\{\text{arbitrary complex valued scalar function of } \varphi\} \times l$$

and

$$\nabla_\alpha m_\beta = p l_\alpha l_\beta \quad (3.5)$$

where $p : M \to \mathbb{C}$ is some scalar function.

Our choice of the vector field $m$ is assumed to be fixed. This implies, in particular, that the function $p$ appearing in (3.5) is fixed.
It is known (see Alekseevsky [1], Bryant [12]), that Definition 3.1.1 is equivalent to the following

**Definition 3.1.5.** A **pp-wave** is a Riemannian spacetime whose metric can be written locally in the form

\[
ds^2 = 2 \, dx^0 \, dx^3 - (dx^1)^2 - (dx^2)^2 + f(x^1, x^2, x^3) \, (dx^3)^2 \quad (3.6)
\]
in some local coordinates \((x^0, x^1, x^2, x^3)\).

This was the definition originally used by Peres when he introduced pp-waves in [72, 74]. His main motivation for the introduction of the concept of a pp-wave was the simplicity of the formula for curvature, as the remarkable property of the metric (3.6) is that the corresponding curvature tensor \(R\) is linear in \(f\):

\[
R_{\alpha\beta\gamma\delta} = -\frac{1}{2} (l \wedge \partial)_{\alpha\beta} (l \wedge \partial)_{\gamma\delta} f \quad (3.7)
\]

where \((l \wedge \partial)_{\alpha\beta} := l_{\alpha} \partial_{\beta} - \partial_{\alpha} l_{\beta}\).

The advantage of Definition 3.1.5 is that it gives an explicit formula for the metric of a pp-wave. Its disadvantage is that it relies on a particular choice of local coordinates in each coordinate patch. Although our preferred definition of pp-waves is the much more geometrical Definition 3.1.1, we do all our practical calculations in coordinates (3.6) and with Pauli matrices (3.31). Of course, the choice of local coordinates in which the pp-metric assumes the form (3.6) is not unique. We will restrict our choice to those coordinates in which

\[
\chi^a = (1, 0), \quad l^\mu = (1, 0, 0, 0), \quad m^\mu = (0, 1, \mp i, 0). \quad (3.8)
\]

With such a choice formula (3.2) reads \(\varphi(x) = x^3 + \text{const}\). Observe now that in our special local coordinates \(f\) satisfies the equations

\[
l^\mu \partial_\mu f = 0, \quad m^\mu \partial_\mu f = 2p \quad (3.9)
\]

where \(p\) is the function from (3.5). Equations (3.9) are invariantly defined equations for a scalar function \(f : M \to \mathbb{R}\). These equations allow us to give an invariant interpretation of our function \(f\) as a **potential** for a pp-wave. Equations (3.9) specify
the gradient of $f$ along wave fronts, and, consequently, they define $f$ uniquely up to the addition of an arbitrary real valued scalar function of $\varphi$.

Formula (3.7) can now be rewritten in invariant form

$$R = -\frac{1}{2} (l \wedge \nabla) \otimes (l \wedge \nabla) f$$

(3.10)

where $l \wedge \nabla := l \otimes \nabla - \nabla \otimes l$. Indeed, in our special local coordinates all the terms with connection coefficients in the RHS of (3.10) cancel out and (3.10) becomes (3.7). As both sides of (3.10) are tensors, formula (3.10) holds in any coordinate system.

The curvature of a pp-wave has the following irreducible pieces: (symmetric) trace–free Ricci and Weyl. The curvature tensor $R$ can therefore be represented as

$$R_{\kappa\lambda\mu\nu} = \frac{1}{2} (g_{\kappa\mu}Ric_{\lambda\nu} - g_{\lambda\nu}Ric_{\kappa\mu} + g_{\lambda\mu}Ric_{\kappa\nu} - g_{\kappa\nu}Ric_{\lambda\mu}) + W_{\kappa\lambda\mu\nu},$$

(3.11)

where $W$ denotes Weyl curvature, i.e. the irreducible piece of curvature that satisfies the symmetries (2.12), (2.13) and (2.14). Note that in view of Section 2.3 and Table 2.2 which provide the description of the irreducible pieces of curvature, the only non-zero irreducible pieces of curvature come from the $R^{(9,1)}$, $R^{(9,2)}$ and $R^{(10)}$ irreducible subspaces of the 96-dimensional vector space of rank 4 tensors satisfying $R^{\kappa}_{\kappa\lambda\mu\nu} = -R^{\kappa}_{\lambda\kappa\mu\nu}$.

Ricci curvature is proportional to $l \otimes l$ whereas Weyl curvature is a linear combination of $\text{Re}((l \wedge m) \otimes (l \wedge m))$ and $\text{Im}((l \wedge m) \otimes (l \wedge m))$. In our special local coordinates (3.6), (3.8), we can express these as

$$Ric_{\mu\nu} = \frac{1}{2} (f_{11} + f_{22}) l_\mu l_\nu,$$

(3.12)

$$W_{\kappa\lambda\mu\nu} = \sum_{j,k=1}^{2} w_{jk} (l \wedge m_j) \otimes (l \wedge m_k),$$

(3.13)

where $m_1 = \text{Re}(m), m_2 = \text{Im}(m), f_{\alpha\beta} := \partial_\alpha \partial_\beta f$ and $w_{jk}$ are real scalars given by

$$w_{11} = \frac{1}{4} (-f_{11} + f_{22}), \quad w_{22} = -w_{11},$$

$$w_{12} = \pm \frac{1}{2} f_{12}, \quad w_{21} = w_{12}.$$

(3.14)


## 3.2 Generalised pp–waves

One natural way of generalising the concept of a classical pp-wave is simply to extend Definition 3.1.1 to general metric compatible spacetimes, i.e. spacetimes whose connection is not necessarily Levi-Civita. However, this gives a class of spacetimes which is too wide and difficult to work with. We choose to extend the classical definition in a more special way better suited to the study of the system of field equations (1.3), (1.4).

Consider the polarized Maxwell equation

\[ *dA = \pm i dA \]  

in a classical pp-space, see Section 3.1. Here \( A \) is the unknown complex vector field. We seek plane wave solutions of (3.15), see Definition 3.1.3. These can be written down explicitly:

\[ A = h(\varphi) m + k(\varphi) l. \]  

(3.16)

Here \( l \) and \( m \) are the vector fields defined in Section 3.1, \( h, k : \mathbb{R} \to \mathbb{C} \) are arbitrary functions, and \( \varphi \) is the phase (3.2).

**Definition 3.2.1.** A generalised pp-wave is a metric compatible spacetime with pp-metric and torsion

\[ T := \frac{1}{2} \text{Re}(A \otimes dA) \]  

(3.17)

where \( A \) is a vector field of the form (3.16).

We list below the main properties of generalised pp-waves. Note that here and further on we denote by \( \{\nabla\} \) the covariant derivative with respect to the Levi-Civita connection which should not be confused with the full covariant derivative \( \nabla \) incorporating torsion, see equations (2.1) and (2.7).

The curvature of a generalised pp-wave is

\[ R = -\frac{1}{2}(l \wedge \{\nabla\}) \otimes (l \wedge \{\nabla\}) f + \frac{1}{4} \text{Re} \left( (h^2)^n (l \wedge m) \otimes (l \wedge m) \right). \]  

(3.18)

and the torsion of a generalised pp-wave is

\[ T = \text{Re} \left( (a l + b m) \otimes (l \wedge m) \right), \]  

(3.19)
where 

\[ a := \frac{1}{2} h'(\varphi) k(\varphi), \quad b := \frac{1}{2} h'(\varphi) h(\varphi). \]

**Remark 3.2.2.** Here and further on, the prime simply stands for the derivative of a function of one real variable, e.g. in equations (3.30), (3.32), (5.2), (5.18).

Torsion can be written down even more explicitly in the following form

\[ T = \sum_{j,k=1}^{2} t_{jk} m_j \otimes (l \wedge m_k) + \sum_{j=1}^{2} t_j l \otimes (l \wedge m_j), \tag{3.20} \]

where

\[ t_{11} = -t_{22} = \frac{1}{2} \text{Re}(b), \quad t_{12} = t_{21} = \frac{1}{2} \text{Im}(b), \quad t_1 = \frac{1}{2} \text{Re}(a), \quad t_2 = -\frac{1}{2} \text{Im}(a), \]

\[ m_1 = \text{Re}(m), \quad m_2 = \text{Im}(m) \] and \( a \) and \( b \) at the same functions of the phase \( \varphi \) appearing in equation (3.19).

**Remark 3.2.3.** From equation (3.20) we can clearly see that torsion has 4 independent non-zero components.

**Lemma 3.2.4.** The torsion (3.17) of a generalised pp-wave is purely tensor, i.e.

\[ T^\alpha_{\alpha\gamma} = 0, \quad \varepsilon_{\alpha\beta\gamma\delta} T^\alpha_{\beta\gamma} = 0. \tag{3.21} \]

**Proof.** The first equation \( T^\alpha_{\alpha\gamma} = 0 \) follows directly from equation (3.19) and the fact that we have that \( l_\alpha l^\alpha = m_\alpha l^\alpha = m_\alpha m^\alpha = 0 \), as stated in Section 3.1.

The second equation \( \varepsilon_{\alpha\beta\gamma\delta} T^\alpha_{\beta\gamma} = 0 \) follows from the fact that

\[ *(l \wedge m) = \pm i(l \wedge m). \]

Using equation (2.16) that defines the action of the Hodge star on a rank \( q \) antisymmetric tensor and the equation above, clearly we have

\[ \varepsilon_{\alpha\beta\gamma\delta}(l \wedge m)^{\beta\gamma} = Z(l \wedge m)_{\alpha\delta}, \]

where \( Z \in \mathbb{C} \) is some constant. Then using the formula for torsion (3.19) we have

\[ \varepsilon_{\alpha\beta\gamma\delta} T^\alpha_{\beta\gamma} = \text{Re} \left( Z (a l + b m)^\alpha (l \wedge m)_{\alpha\delta} \right) = 0, \]

45
using the same argument as before, i.e. the fact that \( l_\alpha l^\alpha = m_\alpha l^\alpha = m_\alpha m^\alpha = 0 \).

In the beginning of Section 3.1 we introduced the spinor field \( \chi \) satisfying \( \{\nabla\}\chi = 0 \). It becomes clear that this spinor field also satisfies \( \nabla \chi = 0 \).

**Lemma 3.2.5.** The generalised pp-wave and the underlying classical pp-wave admit the same nonvanishing parallel spinor field.

**Proof.** To see that \( \nabla \chi = 0 \), we look at the only remaining torsion generated term from formula (2.47) for the spinor connection coefficients \( \Gamma^a_{\mu b} \), namely

\[
\nabla_\mu \chi^a = \{\nabla\}_\mu \chi^a + \frac{1}{4} \sigma^{\alpha \dot{a}} T_{\mu \alpha \beta \sigma} \chi^b.
\]

In view of equation (3.19), it is sufficient to show that the term involving \((l \wedge m)\) contracted with the Pauli matrices gives zero. To see this, we rewrite the term in the following form

\[
\sigma^{\alpha \dot{a}} (l \wedge m)_{\alpha \beta} \sigma_{\beta \dot{b}} = \frac{1}{2} (l \wedge m)_{\alpha \beta} (\sigma^{\alpha \dot{a}} \sigma_{\beta \dot{b}} - \sigma^{\beta \dot{a}} \sigma_{\alpha \dot{b}}),
\]

\[
= (l \wedge m)_{\alpha \beta} \sigma^{\alpha \dot{a}} = 0,
\]

which can be checked directly using our local coordinates (3.6), (3.8) and the second order Pauli matrices (3.35), i.e.

\[
-\sigma^{13}_{ab} - i\sigma^{23}_{ab} + \sigma^{31}_{ab} + i\sigma^{31}_{ab} = 0.
\]

Hence, \( \nabla \chi = 0 \).

**Remark 3.2.6.** In view of Lemma 3.2.5, it is clear that both the generalised pp-wave and the underlying classical pp-wave admit the same nonvanishing parallel real null vector field \( l \) and the same nonvanishing parallel complex 2-form \( l \wedge m \).

Examination of formula (3.18) for the curvature of a generalised pp-wave reveals the following remarkable properties of generalised pp-waves:

- The curvatures generated by the Levi-Civita connection and torsion simply add up (compare formulae (3.10) and (3.18)).
- The second term in the RHS of (3.18) is purely Weyl. Consequently, the Ricci curvature of a generalised pp-wave is completely determined by the pp-metric.
Clearly, generalised pp-waves have the same non-zero irreducible pieces of curvature as classical pp-waves, namely symmetric trace–free Ricci and Weyl. Using special local coordinates (3.6), (3.8), these can be expressed explicitly as

\( \text{Ric}_{\mu\nu} = \frac{1}{2} (f_{11} + f_{22}) l_{\mu} l_{\nu}, \)  
\( \mathcal{W}_{\kappa\lambda\mu\nu} = \sum_{j,k=1}^{2} w_{jk} (l \wedge m_j) \otimes (l \wedge m_k), \)

where \( m_1 = \text{Re}(m), m_2 = \text{Im}(m), f_{\alpha\beta} := \partial_\alpha \partial_\beta f \) and \( w_{jk} \) are real scalars given by

\[ w_{11} = \frac{1}{4} \left[ -f_{11} + f_{22} + \text{Re}((h^2)''') \right], \quad w_{22} = -w_{11}, \]
\[ w_{12} = \pm \frac{1}{2} f_{12} - \frac{1}{4} \text{Im}((h^2)'''), \quad w_{21} = w_{12}. \]

Compare these to the corresponding equations (3.12) and (3.13) for classical pp-waves.

- The curvature of a generalised pp-wave has all the usual symmetries of curvature in the Riemannian case, that is,

\[ R_{\kappa\lambda\mu\nu} = R_{\mu\nu\kappa\lambda}, \]
\[ \varepsilon^{\alpha\lambda\mu\nu} R_{\kappa\lambda\mu\nu} = 0, \]
\[ R_{\kappa\lambda\mu\nu} = -R_{\lambda\kappa\mu\nu}, \]
\[ R_{\kappa\lambda\mu\nu} = -R_{\kappa\lambda\nu\mu}. \]

Of course, (3.28) is true for any curvature whereas (3.27) is a consequence of metric compatibility. Also, (3.27) follows from (3.25) and (3.28).

- The second term in the RHS of (3.16) is pure gauge in the sense that it does not affect curvature (3.18). It does, however, affect torsion (3.17).

- The Ricci curvature of a generalised pp-wave is zero if and only if

\[ f_{11} + f_{22} = 0 \]
and the Weyl curvature is zero if and only if

\[ f_{11} - f_{22} = \text{Re} \left( (h^2)^{''} \right), \quad f_{12} = \pm \frac{1}{2} \text{Im} \left( (h^2)^{''} \right). \]  

(3.30)

Here we use special local coordinates (3.6), (3.8) and denote \( f_{\alpha\beta} := \partial_{\alpha} \partial_{\beta} f \).

- The curvature of a generalised pp-wave is zero if and only if we have both (3.29) and (3.30). Clearly, for any given function \( h \) we can choose a function \( f \) such that \( R = 0 \): this \( f \) is a quadratic polynomial in \( x^1, x^2 \) with coefficients depending on \( x^3 \). Thus, as a spin-off, we get a class of examples of Weitzenböck spaces \((T \neq 0, R = 0)\).

### 3.3 Spinor formalism for generalised pp–waves

In this Section we provide the particular spinor formalism for generalised pp-waves. For the general spinor formalism used in this thesis see Section 2.5.

For the pp-metric (3.6) we choose Pauli matrices

\[
\sigma^{0}_{ab} = \begin{pmatrix} 1 & 0 \\ 0 & -f \end{pmatrix}, \quad \sigma^{1}_{ab} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

\[
\sigma^{2}_{ab} = \begin{pmatrix} 0 & \mp i \\ \pm i & 0 \end{pmatrix}, \quad \sigma^{3}_{ab} = \begin{pmatrix} 0 & 0 \\ 0 & 2 \end{pmatrix}.
\]

(3.31)

Our two choices of Pauli matrices differ by orientation. When dealing with a classical pp-wave the choice of orientation of Pauli matrices does not really matter, but for a generalised pp-wave it is convenient to choose orientation of Pauli matrices in agreement with the sign in (3.15) and (5.4) as this simplifies the resulting formulae.

**Remark 3.3.1.** In the case \( f = 0 \), formulae (3.31) do not turn into the Minkowski space Pauli matrices (2.48), since we write the metric in the form (3.6). This is a matter of convenience in calculations.

Now we want to describe the spinor connection coefficients \( \Gamma^a_{\mu b} \). For a generalised pp-wave, formula (2.47) given in Section 2.5 which describes the spinor formalism used throughout this thesis reads as follows: the non-zero coefficients of

\[
\Gamma^a_{\mu b} = \frac{1}{4} \sigma_a \sigma^a_{bc} \left( \partial_{\mu} \sigma^b \sigma^c + \Gamma^a_{\mu \beta} \sigma^\beta \sigma^c \right).
\]
Here we use special local coordinates (3.6), (3.8) and Pauli matrices (3.31). Note that with our choice of Pauli matrices the signs in formulae (3.31) and (2.44) agree.

In a generalised pp-wave torsion is purely tensor, see (3.21), so Weyl’s equation (B.2) takes the form

\[ \sigma^\mu_{ab} \nabla_\mu \xi^a = 0, \]  

(3.33)

or equivalently

\[ \sigma^\mu_{ab}(\nabla)_{\mu} \xi^a = 0, \]  

(3.34)

see Appendix B for more on Weyl’s equation.

**Remark 3.3.2.** In view of equations (3.33) and (3.34), it is easy to see that \( \chi F(\varphi) \) is a solution of Weyl’s equation. Here \( F \) is an arbitrary function of the phase \( \varphi \) (3.2) and \( \chi \) is the parallel spinor introduced in Section 3.1.

We also provide the explicit formulae for the ‘second order Pauli matrices’ (2.43) for the pp-metric (3.6).

\[
\begin{align*}
\sigma^{01}_{ab} &= \begin{pmatrix} 1 & 0 \\ 0 & f \end{pmatrix}, & \sigma^{02}_{ab} &= \begin{pmatrix} \mp i & 0 \\ 0 & \pm if \end{pmatrix}, & \sigma^{03}_{ab} &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \\
\sigma^{12}_{ab} &= \begin{pmatrix} 0 & \mp i \\ \mp i & 0 \end{pmatrix}, & \sigma^{13}_{ab} &= \begin{pmatrix} 0 & 0 \\ 0 & 2 \end{pmatrix}, & \sigma^{23}_{ab} &= \begin{pmatrix} 0 & 0 \\ 0 & \pm 2i \end{pmatrix}
\end{align*}
\]  

(3.35)

Note that as the second order Pauli matrices \( \sigma^{\alpha\beta}_{ab} \) are antisymmetric over the tensor indices, i.e. \( \sigma^{\alpha\beta}_{ab} = -\sigma^{\beta\alpha}_{ab} \), we only give the independent non-zero terms.
Chapter 4

New Vacuum Solutions for Quadratic Metric–Affine Gravity

This Chapter provides the construction of new solutions of quadratic metric–affine gravity and contains the proof of the main result of the thesis, Theorem 2.7.1. As the proof of the main theorem relies on the explicit representation of the field equations (1.3), (1.4), Section 4.1 contains the derivation of these equations, while Section 4.2 shows that generalised pp-waves with parallel Ricci curvature are solutions of the field equations.

4.1 Explicit representation of the field equations

We write down explicitly our field equations (1.3), (1.4) under the following assumptions:

(i) our spacetime is metric compatible;

(ii) torsion is purely tensor, see (3.21);

(iii) curvature has symmetries (3.25), (3.26);

(iv) scalar curvature is zero.

Note that a generalised pp-space automatically possesses these properties - property (i) is clear as $\nabla g \equiv 0$, property (ii) was shown in Lemma 3.2.4, property (iii) is clear from formula (3.18) for curvature of a generalised pp-wave and (iv) is satisfied as
scalar curvature for a generalised pp-wave is indeed zero (see equation (3.22)). The main result of this Section is the following

**Lemma 4.1.1.** Under the above assumptions (i)–(iv), the field equations (1.3), (1.4) are

\[ d_1 \mathcal{W}^{\kappa\lambda\mu\nu} R_{\kappa\mu} + d_3 \left( R_{\kappa}^{\lambda\mu} R_{\kappa}^{\nu} - \frac{1}{4} g^{\lambda\nu} R_{\kappa\mu} R_{\kappa}^{\mu} \right) = 0, \quad (4.1) \]

0 = d_6 \nabla_\lambda R_{\kappa\mu} - d_7 \nabla_\kappa R_{\lambda\mu} + d_6 \left( R_{\kappa}^{\eta\kappa} (T_{\eta\lambda\kappa} - T_{\lambda\eta\kappa}) + \frac{1}{2} g_{\kappa\lambda} \mathcal{W}^{\eta\kappa\xi\zeta} (T_{\eta\xi\zeta} - T_{\xi\eta\zeta}) + g_{\kappa\lambda} R_{\eta\lambda}^{\eta\lambda} T_{\xi\kappa} \right)
- d_7 \left( R_{\eta\lambda}^{\eta\lambda} (T_{\eta\kappa\lambda} - T_{\lambda\eta\kappa}) + \frac{1}{2} g_{\eta\lambda} \mathcal{W}^{\eta\kappa\xi\zeta} (T_{\eta\xi\zeta} - T_{\xi\eta\zeta}) + g_{\eta\lambda} R_{\eta\lambda}^{\eta\lambda} T_{\xi\kappa} \right)
+ b_{10} \left( (g_{\kappa\mu} \mathcal{W}^{\eta\kappa\lambda\xi} - g_{\kappa\lambda} \mathcal{W}^{\eta\kappa\xi\zeta}) (T_{\eta\xi\zeta} - T_{\xi\eta\zeta}) + R_{\eta\lambda}^{\eta\lambda} (T_{\eta\xi\kappa} - T_{\xi\eta\kappa}) - \mathcal{W}^{\eta\kappa\lambda\xi} T_{\eta\kappa\lambda} \right), \quad (4.2)

where

\[ d_1 = b_{912} - b_{922} + b_{10}, \quad d_3 = b_{922} - b_{911}, \]
\[ d_6 = b_{912} - b_{911} + b_{10}, \quad d_7 = b_{912} - b_{922} + b_{10}, \]

the b’s being coefficients from formula (2.39).

**Remark 4.1.2.** It is important to stress once more that all the independent variations with respect to the metric and the affine connection of the action that produce the field equations (1.3), (1.4) are performed without any of the above assumptions. Only after the variations are performed do we apply the assumptions (i)-(iv) in order to look for solutions of this type. Hence, non-metricity (2.5) for example is allowed in the variations.

**Remark 4.1.3.** The number of independent equations in (4.1) is 9 in view of Remarks 1.3.3 and 1.3.2. The number of independent equations in (4.2) is 64. There are 5 different independent parameters appearing in equations (4.1), (4.2).

**Remark 4.1.4.** An effective technique for writing down the field equations explicitly can be found in [38, 42]. Namely, according to formulae (142), (143) of [38], our system of field equations reads

\[ e_\alpha \] V - (e_\alpha \] R_\beta^\gamma \wedge \frac{\partial V}{\partial R_\beta^\gamma} \) = 0, \quad (4.3)
\[ D \frac{\partial V}{\partial R_\alpha^\beta} \) = 0. \quad (4.4)
Here the notation is *anholonomic* (as opposed to the holonomic notation of this thesis), $V := \ast q(R)$ is the Lagrangian, $e_\alpha$ is the frame and $D$ is the covariant exterior differential, $\rfloor$ is the interior product and the exterior product is $\wedge$. Equation (4.4) is the explicit form of equation (1.4), but equations (4.3) and (1.3) are somewhat different: the difference is that (4.3) is the result of variation with respect to the frame rather than the metric. It is known, however, that the systems (1.3), (1.4) and (4.3), (4.4) are equivalent.

Before proving Lemma 4.1.1, let us have a brief discussion of this result. The LHS of equation (4.1) and the RHS of equation (4.2) are respectively the components of tensors $A$ and $B$ from the formula

$$\delta S = \int \left( 2A^{\lambda\nu} \delta g_{\lambda\nu} + 2B^{\kappa\mu}_{\lambda} \delta \Gamma^\lambda_{\mu\kappa} \right).$$

Here $\delta g$ and $\delta \Gamma$ are the (independent) variations of the metric and the connection, and $\delta S$ is the resulting variation of the action. In (4.2) the first two indices of $B$ have been lowered to make the expression easier to read.

Note that the LHS of equation (4.1) is trace-free, which is a consequence of the conformal invariance of our action (1.2), as noted before in Remark 1.3.2.

Equation (4.1) is equation (12) of [90] but with $\mathcal{R} = 0$. This is not surprising because when we vary the metric it does not matter whether the curvature tensor $R^\kappa_{\lambda\mu\nu}$ was generated by a Levi-Civita connection or a general affine connection. What matters are the symmetries (3.25), (3.26) which in our case are the same as in the Riemannian case. In fact, our case is simpler because scalar curvature is zero.

Equation (4.2) is similar to equation (13) of [90] but is not exactly the same. Namely,

- the first line of the RHS of (4.2) coincides with the LHS of equation (13) of [90] with $\mathcal{R} \equiv 0$,

- the remaining lines of the RHS of (4.2) contain extra algebraic terms generated by torsion.

Note also that the covariant derivatives in (4.2) and in equation (13) of [90] are different: we use the notation $\nabla$ for the full covariant derivative, so the $\nabla$ in (4.2) itself incorporates torsion.
We will now prove Lemma 4.1.1.

In deriving explicit formulae for tensors \( A \) and \( B \) we simplified our calculations by adopting the following argument. Formula (2.39) can be rewritten as

\[
q(R) = \sum_{l,m=1}^{2} b_{9lm}(S^{(l)}, S^{(m)}) + b_{10}(R^{(10)}, R^{(10)})_{YM} + \ldots
\]

where by \ldots we denote terms which do not contribute to \( \delta S \) when we start our variation using the assumptions from the beginning of this Section and \((\cdot, \cdot)_{YM}\) is the Yang–Mills inner product on curvatures \( (R, Q)_{YM} := R_{\kappa\lambda\mu\nu} Q^\kappa \lambda^\mu^\nu \). Recall that the \( R_{\kappa}^{\lambda\mu\nu} \) are defined in accordance with (2.34) and the \( b \)'s are coefficients from formula (2.39).

In accordance with the convention of [69, 90], put

\[
P_- := \frac{1}{2}(R_{\kappa}^{\lambda\mu\nu} - R_{\kappa}^{\lambda\mu\nu}),
\]

\[
P_+ := \frac{1}{2}(R_{\kappa}^{\lambda\mu\nu} + R_{\kappa}^{\lambda\mu\nu}) = \frac{1}{2}(R_{\kappa}^{\lambda\mu\nu} + R_{\kappa}^{\lambda\mu\nu}).
\]

Note that in a metric compatible spacetime \( R_{\kappa}^{\lambda\mu\nu} = -R_{\kappa}^{\lambda\mu\nu} \), hence \( P_- = R_{\kappa}^{\lambda\mu\nu} \) and \( P_+ = 0 \), so the tensor \( P_+ \) is generated by nonmetricity. Our quadratic form can now be rewritten as

\[
q(R) = b_{10}(R^{(10)}, R^{(10)})_{YM} + (b_{911} - 2b_{912} + b_{922})(P_-, P_-) + 2(b_{911} - b_{922})(P_-, P_+) + \ldots
\]

(4.5)

We also provide another version of this formula which is in accordance with the notation of [87], where most of these terms were studied in detail. The equation (4.5) can be rewritten as

\[
q(R) = c_{1}(R^{(1)}, R^{(1)})_{YM} + c_{3}(R^{(3)}, R^{(3)})_{YM} + 2(b_{911} - b_{922})(P_-, P_+) + \ldots
\]

(4.6)

where

\[
c_{1} = -\frac{1}{2}(b_{911} - 2b_{912} + b_{922}), \quad c_{3} = b_{10},
\]

(4.7)

and the \( R^{(j)} \)'s are the irreducible pieces of curvature labeled in accordance with [87]; note that the labeling of irreducible pieces in [87] differs from that used in this thesis.
4.1.1 Variation with respect to the connection

The variations of $\int (R^{(j)}, R^{(j)})_{YM}$ were computed in Section 4 of [87]:

$$\delta \int (R^{(j)}, R^{(j)})_{YM} = 4 \int ((\delta_{YM} R^{(j)})^\mu (\delta \Gamma)_\mu) \tag{4.8}$$

where $(\delta_{YM} R)^\mu := \frac{1}{\sqrt{|\det g|}} (\partial \nu + [\Gamma \nu, \cdot])(\sqrt{|\det g|} R^{\mu \nu})$ is the Yang–Mills divergence. Here we hide the Lie algebra indices of curvature by using matrix notation; say, $[\Gamma \xi, R_{\mu \nu}]$ stands for

$$[\Gamma \xi, R_{\mu \nu}]^\kappa = \Gamma^\kappa{}_{\xi \eta} R_{\lambda \mu \nu}^\eta - R_{\eta \mu \nu}^\eta \Gamma^\eta{}_{\xi \lambda}. \tag{4.9}$$

Now, in our case $R^{(1)}_{\kappa \lambda \mu \nu} = \frac{1}{2}(g_{\kappa \mu}Ric_{\lambda \nu} - g_{\lambda \mu}Ric_{\kappa \nu} - g_{\kappa \nu}Ric_{\lambda \mu} + g_{\lambda \nu}Ric_{\kappa \mu})$, $R^{(3)} = \mathcal{W}$, with the other $R^{(j)}$’s being zero. Substituting these expressions into (4.8) we get

$$\delta \int (R^{(1)}, R^{(1)})_{YM} = 2 \int (\nabla_\lambda Ric_{\kappa \mu} - \nabla_\kappa Ric_{\lambda \mu} + g_{\kappa \mu} \nabla_\eta Ric_{\lambda \eta}^\eta - g_{\lambda \mu} \nabla_\eta Ric_{\kappa \eta}^\eta + Ric_{\eta}^\eta(T_{\eta \mu \lambda} - T_{\eta \lambda \mu}) + Ric_{\lambda}^\eta(T_{\kappa \mu \eta} - T_{\kappa \eta \mu}) \delta \Gamma^\lambda{}_{\mu \kappa}, \tag{4.10}$$

$$\delta \int (R^{(3)}, R^{(3)})_{YM} = 4 \int (\nabla_\eta \mathcal{W}_{\kappa \lambda \mu \eta} + \mathcal{W}_{\kappa \lambda}^\eta T_{\eta \mu \lambda}) \delta \Gamma^\lambda{}_{\mu \kappa}. \tag{4.11}$$

The variation of $\int (P_-, P_+)$ is

$$\delta \int (P_-, P_+) = \int (Ric, \delta P_+) = \frac{1}{2} \int (Ric, \delta Ric) + \frac{1}{2} \int (Ric, \delta Ric^{(2)})$$

$$= -\frac{1}{2} \int (\nabla_\lambda Ric_{\kappa \mu} + \nabla_\kappa Ric_{\lambda \mu} - g_{\mu \lambda} \nabla_\eta Ric_{\kappa \eta}^\eta - g_{\mu \lambda} \nabla_\eta Ric_{\kappa \eta}^\eta + Ric_{\eta}^\eta(T_{\eta \mu \lambda} - T_{\eta \lambda \mu}) + Ric_{\lambda}^\eta(T_{\kappa \mu \eta} - T_{\kappa \eta \mu}) \delta \Gamma^\lambda{}_{\mu \kappa}. \tag{4.12}$$

Compare this with the corresponding formula in Section 3 of [90] and see Appendix C for the explicit variations of quadratic forms used.

Combining formulae (4.6), (4.7), (4.10)–(4.12) we arrive at the explicit form of the field equation (1.4):
\[ \begin{align*}
&d_6'(\nabla_\lambda \text{Ric}_{\kappa\mu} - g_{\mu\lambda} \nabla_\eta \text{Ric}_\alpha^\kappa - T_{\lambda\mu\eta} \text{Ric}_\alpha^\kappa + T_{\eta\mu\lambda} \text{Ric}_\alpha^\kappa) \\
&-d_7'(\nabla_\kappa \text{Ric}_{\lambda\mu} - g_{\kappa\mu} \nabla_\eta \text{Ric}_\alpha^\lambda - T_{\kappa\mu\eta} \text{Ric}_\alpha^\lambda + T_{\eta\mu\kappa} \text{Ric}_\alpha^\lambda) \\
&\quad + 2b_{10}(\nabla_\eta \mathcal{W}_\mu^\eta \mu\lambda\kappa - \mathcal{W}_\mu^\eta \mu\kappa\xi (T_\xi^\eta \lambda - T_\eta^\xi \lambda)) = 0 \\
\end{align*} \]

(4.13)

where

\[ d_6' = b_{912} - b_{911}, \quad d_7' = b_{9312} - b_{9222}. \]

Let us now make use of the Bianchi identity for curvature

\[ \begin{align*}
&\partial_\xi + [\Gamma_\xi, \cdot] \right) R_{\mu\nu} + \left( \partial_\nu + [\Gamma_\nu, \cdot] \right) R_{\xi\mu} + \left( \partial_\mu + [\Gamma_\mu, \cdot] \right) R_{\nu\xi} = 0, \\
\end{align*} \]

(4.14)

where we hide the Lie algebra indices of curvature by using matrix notation as in (4.9). Making one contraction in (4.14) and using the four assumptions listed in the beginning of Section 4.1 we get

\[ \begin{align*}
&\nabla_\kappa \text{Ric}_{\mu\lambda} - \nabla_\lambda \text{Ric}_{\mu\kappa} + g_{\mu\kappa} \nabla_\eta \text{Ric}_\alpha^\kappa - g_{\mu\lambda} \nabla_\eta \text{Ric}_\alpha^\lambda \\
&+ \text{Ric}_\alpha^\kappa (g_{\mu\kappa} T_\kappa^\eta \lambda - g_{\mu\lambda} T_\kappa^\eta \kappa) + \text{Ric}_\alpha^\lambda (T_\kappa^\eta \mu - T_\eta^\kappa \mu) \\
&+ 2 \left[ \nabla_\eta \mathcal{W}_\mu^\eta \mu\lambda\kappa + \mathcal{W}_\mu^\eta \mu\kappa\xi (T_\xi^\eta \kappa - T_\kappa^\xi \eta) \right] = 0. \\
\end{align*} \]

(4.15)

Another contraction in (4.15) yields

\[ \begin{align*}
&\nabla_\eta \text{Ric}_\alpha^\lambda = -\text{Ric}_\alpha^\kappa T_\eta^\xi \lambda - \frac{1}{2} \mathcal{W}_\eta^\eta \mu\xi (T_\xi^\eta \kappa - T_\kappa^\xi \eta). \\
\end{align*} \]

(4.16)

Substitution of (4.16) into (4.15) gives

\[ \begin{align*}
&\nabla_\eta \mathcal{W}_\mu^\eta \mu\lambda\kappa = \mathcal{W}_\mu^\eta \mu\kappa\xi (T_\xi^\eta \kappa - T_\kappa^\xi \kappa) + \mathcal{W}_\mu^\eta \mu\lambda\xi (T_\lambda^\eta \eta - T_\eta^\lambda \eta) \\
&\quad + \frac{1}{4}(T_\xi^\eta \kappa - T_\xi^\kappa \eta) (g_{\mu\lambda} \mathcal{W}_\eta^\eta \kappa\xi - g_{\mu\kappa} \mathcal{W}_\eta^\eta \kappa\xi) \\
&\quad + \frac{1}{2} \left[ \nabla_\lambda \text{Ric}_{\mu\kappa} - \nabla_\kappa \text{Ric}_{\mu\lambda} + \text{Ric}_\alpha^\kappa (T_\lambda^\eta \mu - T_\eta^\lambda \mu) + \text{Ric}_\alpha^\lambda (T_\eta^\mu \kappa - T_\mu^\eta \kappa) \right]. \\
\end{align*} \]

(4.17)

Formulae (4.16) and (4.17) allow us to exclude the terms with \( \nabla_\eta \text{Ric}_\alpha^\kappa \), \( \nabla_\eta \text{Ric}_\alpha^\lambda \) and \( \nabla_\eta \mathcal{W}_\mu^\eta \mu\lambda\kappa \) from equation (4.13) reducing the latter to (4.2).

\(^1\text{For the detailed calculations used in this Section, see Appendix A}\)
4.1.2 Variation with respect to the metric

Although it has been already remarked that the field equation (4.1) is identical to the one in the Riemannian case as given in [90], only with the scalar curvature being zero, here we give an outline of the derivation.

A lengthy but straightforward calculation shows that

\[ \delta \int (R^{(1)}, R^{(1)})_{YM} = -2 \int \mathcal{W}_{\kappa\beta\alpha\nu} Ric_{\kappa\nu} \delta g_{\alpha\beta} \] (4.18)

\[ \delta \int (R^{(3)}, R^{(3)})_{YM} = -2 \int \mathcal{W}_{\kappa\beta\alpha\nu} Ric_{\kappa\nu} \delta g_{\alpha\beta} \] (4.19)

The variation of \( \int (P_-, P_+) \) is

\[ \delta \int (P_-, P_+) = \int (\text{Ric}, \delta P_+) = \frac{1}{2} \int (\text{Ric}, \delta \text{Ric}) + \frac{1}{2} \int (\text{Ric}, \delta \text{Ric}^{(2)}) \]

\[ = -\frac{1}{4} \int (4 \text{Ric}^\kappa \text{Ric}_\kappa \beta - g^{\alpha\beta} \text{Ric}^\kappa \text{Ric}_{\kappa\nu} + 2 \mathcal{W}^{\kappa\alpha\beta\nu} \text{Ric}_{\kappa\nu}) \delta g_{\alpha\beta}, \] (4.20)

see Appendices C.2.2, C.3.2.

Combining formulae (4.6), (4.7), (4.18)–(4.20) we arrive at the explicit form of the field equation

\[ d_1 \mathcal{W}^{\kappa\alpha\beta\nu} \text{Ric}_{\kappa\nu} + d_3 (\text{Ric}^\kappa \text{Ric}_\kappa \beta - \frac{1}{4} g^{\alpha\beta} \text{Ric}_\kappa \nu \text{Ric}_{\kappa\nu}) = 0, \]

which is exactly equation (4.1).

This ends the proof of Lemma 4.1.1.

4.2 PP-wave type solutions of the field equations

The main result of this thesis is given in Theorem 2.7.1 which we recall here:

Generalised pp-spaces of parallel Ricci curvature are solutions of the system of field equations (1.3), (1.4).

Proof. The theorem is proved by direct substitution of formulae for torsion, Ricci curvature and Weyl curvature of a generalised pp-space into the field equations (4.1), (4.2).

\(^2\)Here we use the fact that the Ricci curvature does not depend on the metric
The $\nabla R\text{ic}$ terms in the LHS of (4.2) vanish as Ricci curvature is assumed to be parallel, so it remains to check the vanishing of the remaining purely algebraic terms in the LHS’s of (4.1), (4.2).

According to Section 3.2, torsion, Ricci curvature and Weyl curvature of a generalised pp-space are of the form

$$T = \sum_{j,k=1}^{2} t_{jk} m_j \otimes (l \wedge m_k) + \sum_{j=1}^{2} t_j l \otimes (l \wedge m_j), \quad (4.21)$$

$$R\text{ic} = s l \otimes l, \quad (4.22)$$

$$W = \sum_{j,k=1}^{2} w_{jk} (l \wedge m_j) \otimes (l \wedge m_k), \quad (4.23)$$

where $t_{jk}, t_j, s, w_{jk}$ are some real scalars satisfying

$$t_{jk} = t_{kj}, \quad w_{jk} = w_{kj}, \quad t_{11} + t_{22} = w_{11} + w_{22} = 0,$$

$l$ and $m$ are vectors introduced in Section 3.1 and $m_1 = \text{Re } m, m_2 = \text{Im } m$. Note that the real vectors $l, m_1, m_2$ satisfy

$$l \cdot l = l \cdot m_1 = l \cdot m_2 = m_1 \cdot m_2 = 0, \quad m_1 \cdot m_1 = m_2 \cdot m_2 = -1.$$

All the algebraic terms containing $R\text{ic}$ in the LHS’s of (4.1), (4.2) vanish because they involve contractions with at least one of the indices of $R\text{ic}$, the latter being of the form (4.22) with vector $l$ orthogonal to all other vectors appearing in (4.21)–(4.23). It remains to consider the $W \times T$ terms in the LHS of (4.2). The terms with 3 contractions vanish because in view of (4.21) at least one of the contractions involves the vector $l$. The term $W^\eta_{\kappa \lambda} T^\eta_{\mu \xi}$ also vanishes because in view of (4.23) at least one of the contractions involves the vector $l$. Thus, the proof of Theorem 2.7.1 reduces to checking that

$$W^\eta_{\mu \kappa \xi} (T^\xi_{\eta \lambda} - T^\xi_{\lambda \eta}) + W^\eta_{\mu \lambda \xi} (T^\xi_{\kappa \eta} - T^\xi_{\eta \kappa}) = 0. \quad (4.24)$$

The tensor in the LHS of (4.24) is proportional to $l_\lambda l_\mu l_\kappa$. In special local coordinates we can write this as

$$W^\eta_{\mu \kappa \xi} (T^\xi_{\eta \lambda} - T^\xi_{\lambda \eta}) = \left( -\frac{1}{2} \text{Re}(b) f_{11} + \frac{1}{2} \text{Re}(b) f_{22} + \text{Im}(b) f_{12} \right) l_\mu l_\kappa l_\lambda.$$
where \( b = \frac{1}{2} h'(\varphi) h(\varphi) \) as in equation (3.19). Since the LHS of (4.24) is antisymmetric in \( \kappa, \lambda \), it is therefore zero.

**Remark 4.2.1.** We know (see the list of properties at the end of Section 3.2) that in a generalised pp-space \( \text{Ric} = \{\text{Ric}\} \). Moreover, it is easy to see that in a generalised pp-space \( \nabla \text{Ric} = \{\nabla\} \text{Ric} \). This means that when using Theorem 2.7.1 it does not really matter whether the condition “parallel Ricci curvature” is understood in the non-Riemannian sense \( \nabla \text{Ric} = 0 \), the Riemannian sense \( \{\nabla\}\{\text{Ric}\} = 0 \), or any combination of the two (\( \{\nabla\} \text{Ric} = 0 \) or \( \nabla \{\text{Ric}\} = 0 \)).

**Remark 4.2.2.** In special local coordinates (3.6), (3.8) the condition that Ricci curvature is parallel in Theorem 2.7.1 is written as \( f_{11} + f_{22} = \text{const} \). Compare this to equation (3.29).
Chapter 5

Discussion

In this Chapter we attempt to give a physical interpretation of our new vacuum solutions of field equations (1.3), (1.4) obtained in Chapters 3 and 4. As noted before in Section 1.4.1, the following two classes of Riemannian spacetimes are solutions of our field equations:

- Einstein spaces \((\text{Ric} = \Lambda g)\), and
- classical pp-spaces of parallel Ricci curvature.

In general relativity, Einstein spaces are an accepted mathematical model for vacuum. However, classical pp-spaces of parallel Ricci curvature do not have an obvious physical interpretation. This Chapter gives an attempt at understanding whether our newly constructed spacetimes are of mathematical or physical significance.

5.1 Physical interpretation of the new solutions

Our analysis of vacuum solutions of quadratic metric–affine gravity shows, see Theorem 2.7.1, that classical pp-spaces of parallel Ricci curvature should not be viewed on their own. They are a particular (degenerate) representative of a wider class of solutions, namely, generalised pp-spaces of parallel Ricci curvature. Indeed, according to formula (3.18) the curvature of a generalised pp-space is a sum of two curvatures: the curvature

\[
-\frac{1}{2}(l \wedge \{\nabla\}) \otimes (l \wedge \{\nabla\})f
\]  

(5.1)
of the underlying classical pp-space and the curvature

\[ \frac{1}{4} \text{Re} \left( (h^2)'' (l \wedge m) \otimes (l \wedge m) \right) \]  

(5.2)

generated by a torsion wave traveling over this classical pp-space. Our torsion (3.17), (3.16) and corresponding curvature (5.2) are waves traveling at speed of light because \( h \) and \( k \) are functions of the phase \( \varphi \) which plays the role of a null coordinate, \( g^{\mu \nu} \nabla_\mu \varphi \nabla_\nu \varphi = 0 \), see formula (3.2). The underlying classical pp-space of parallel Ricci curvature can now be viewed as the ‘gravitational imprint’ created by a wave of some massless matter field. Such a situation occurs in Einstein–Maxwell theory\(^1\) and Einstein–Weyl theory\(^2\). The difference with our model is that Einstein–Maxwell and Einstein–Weyl theories contain the gravitational constant which dictates a particular relationship between the strengths of the fields in question, whereas our model is conformally invariant and the amplitudes of the two curvatures (5.1) and (5.2) are totally independent.

In the remainder of this subsection we outline an argument in favour of interpreting our torsion wave (3.17), (3.16) as a mathematical model for some massless particle.

We base our interpretation on the analysis of the curvature (5.2) generated by our torsion wave. Examination of formula (5.2) indicates that it is more convenient to deal with the complexified curvature

\[ \mathcal{R} := r (l \wedge m) \otimes (l \wedge m) \]  

(5.3)

where \( r := \frac{1}{4} (h^2)'' \) (this \( r \) is a function of the phase \( \varphi \)); note also that complexification is in line with the traditions of quantum mechanics. Our complex curvature is polarized,

\[ {}^* \mathcal{R} = \mathcal{R}^* = \pm i \mathcal{R} , \]  

(5.4)

and purely Weyl, hence it is equivalent to a (symmetric) rank 4 spinor \( \omega \). The relationship between \( \mathcal{R} \) and \( \omega \) is given by the formula

\[ \mathcal{R}_{\alpha \beta \gamma \delta} = \sigma_{\alpha \beta ab} \omega^{abcd} \sigma_{\gamma \delta cd} \]  

(5.5)

---

\(^1\)Einstein–Maxwell theory is a classical model describing the interaction of gravitational and electromagnetic fields

\(^2\)Einstein–Weyl theory is a classical model describing the interaction of gravitational and massless neutrino fields
where the $\sigma_{\alpha\beta}$ are “second order Pauli matrices” (2.43). Resolving (5.5) with respect to $\omega$ we get, in view of (5.3), (3.4), (3.3),

$$\omega = \xi \otimes \xi \otimes \xi \otimes \xi$$  \hspace{1cm} (5.6)

where

$$\xi := r^{1/4} \chi$$  \hspace{1cm} (5.7)

and $\chi$ is the spinor field introduced in the beginning of Section 3.1.

Formula (5.6) shows that our rank 4 spinor $\omega$ has additional algebraic structure: it is the 4th tensor power of a rank 1 spinor $\xi$. Consequently, the complexified curvature generated by our torsion wave is completely determined by the rank 1 spinor field $\xi$.

We claim that the spinor field (5.7) satisfies Weyl’s equation, see (3.33) or (3.34). Indeed, as $\chi$ is parallel checking that $\xi$ satisfies Weyl’s equation reduces to checking that $(r^{1/4})' \sigma_{ab} l^a l^b = 0$. The latter is established by direct substitution of the explicit formula for $l$, see (3.1).

### 5.2 Comparison with Einstein–Weyl theory

The aim of this Section is first to provide a reminder of Einstein–Weyl theory and the field equations arising from this classical model describing the interaction of gravitational and massless neutrino fields, then to provide pp-wave type solutions within this model, provide the previously known solutions of this type and, finally, to compare them to the pp-wave type solutions of our conformally invariant metric–affine model of gravity.

#### 5.2.1 Einstein–Weyl field equations

In Einstein–Weyl theory the action is given by

$$S_{EW} := 2i \int \left( \xi^a \sigma_{ab} (\{\nabla_\mu \nabla_\nu \xi^b\} - \{\nabla_\mu \xi^a\} \sigma_{ab} \xi^b) + k \int \mathcal{R} \right)$$  \hspace{1cm} (5.8)

where

$$\xi := r^{1/4} \chi$$  \hspace{1cm} (5.7)
where the constant $k$ can be chosen so that the non-relativistic limit yields the usual form of Newton’s gravity law. According to Brill and Wheeler \[10\] for example

$$k = \frac{c^4}{16\pi G},$$  \hfill (5.9)

where $G$ is the gravitational constant. In SI units the recommended numerical value of the gravitational constant\[3\] is

$$G := (6.6742 \pm 0.001) \times 10^{-11} \text{Nm}^2\text{kg}^{-2}.$$ \hfill (5.10)

**Remark 5.2.1.** Note that in Einstein–Weyl theory the connection is assumed to be Levi-Civita, so we only vary the action (5.8) with respect to the metric and the spinor.

We obtain the well known Einstein–Weyl field equations

$$\frac{\delta S_{EW}}{\delta g} = 0,$$ \hfill (5.11)

$$\frac{\delta S_{EW}}{\delta \xi} = 0.$$ \hfill (5.12)

The first term of the action $S$ depends on the spinor $\xi$ and the metric $g$ while the second depends on the metric $g$ only. Hence the formal variation of the action (5.8) with respect to the spinor just yields the Weyl equation, see Appendix B.

The variation with respect to the metric is somewhat more complicated as both terms of the action (5.8) depend on the metric $g$. The variation of the first term of the action with respect to the metric yields the energy momentum tensor of the Weyl action (B.1), i.e.

$$E^{\mu\nu} = \frac{i}{2} \left[ \sigma_{ab} \left( \xi^b \nabla^\mu \xi^a - \xi^a \nabla^\mu \xi^b \right) + \sigma_{ab} \left( \xi^b \nabla^\nu \xi^a - \xi^a \nabla^\nu \xi^b \right) \right]$$

$$+ \ i \left( \xi^a \sigma^\eta_{ab} \left( \nabla^\eta \xi^b \right) g^{\mu\nu} - \left( \nabla^\eta \xi^a \right) \sigma^\eta_{ab} \xi^b g^{\mu\nu} \right).$$ \hfill (5.13)

Note that the energy momentum tensor is not a priori trace-free.

\[3\]According to the Committee on Data for Science and Technology
Variation with respect to the metric of the Einstein–Hilbert term of the action yields

$$\delta \int \mathcal{R} = -\int (Ric_{\mu \nu} - \frac{1}{2} \mathcal{R} g_{\mu \nu}) \delta g_{\mu \nu},$$

which is a straightforward calculation, see e.g. Landau and Lifshitz [57].

Hence we get the explicit representation of the Einstein–Weyl field equations (5.11), (5.12):

$$\sigma_{\mu a} \dot{b} \left( \xi \frac{\partial}{\partial \xi} \xi_{a} \mu - \xi_{a} \frac{\partial}{\partial \xi} \xi_{b} \mu \right) + \sigma_{\mu b} \left( \xi_{b} \frac{\partial}{\partial \xi} \xi_{a} \mu - \xi_{a} \frac{\partial}{\partial \xi} \xi_{b} \mu \right)$$

$$+ i \left( \xi_{a} \sigma_{\mu b} \left( (\nabla)_{\eta} \xi_{a} \mu - (\nabla)_{\mu} \xi_{a} \eta \right) g_{\mu \nu} - (\nabla)_{\eta} \xi_{a} \mu \right)$$

$$- kRic_{\mu \nu} + \frac{k}{2} \mathcal{R} g_{\mu \nu} = 0, (5.14)$$

$$\sigma_{\mu a} \frac{\partial}{\partial \xi} \xi_{a} \mu = 0. (5.15)$$

**Remark 5.2.2.** Note that when equation (5.15) is satisfied, we have that the energy-momentum tensor (5.13) is trace free and the second line of (5.14) vanishes, see e.g. end of section 2 of Griffiths and Newing [32].

### 5.2.2 Known solutions of Einstein–Weyl theory

The examination of the Einstein–Weyl field equations has a long and fruitful history with many interesting results from a number of authors. Here we would like to give a brief literature review of this theory, in particular in view of finding exact solutions.

In one of the early works on this subject, Griffiths and Newing [31] show how the solutions of Einstein–Weyl equations can be constructed and present five examples of solutions. The authors define a neutrino field as the particle that satisfies the Dirac equation and has zero mass and zero charge. They then generalise the Dirac equation by using four matrices that satisfy the equation $\sigma_{a b}^{\alpha \beta} + \sigma_{a b}^{\alpha c} \sigma_{c d}^{\beta} = 2 g^{\alpha \beta} \delta_{a}^{c}$ (Pauli matrices) and explain the covariant derivative of spinors, as done similarly in this thesis in Section 2.5. The authors then develop the tensor method of incorporating Dirac’s equation into general relativity and use it to then obtain a number of exact solutions of the neutrino-gravitational field equations corresponding to the particular case of pure radiation fields. Although this paper is presented in a non-standard notation, it is of great interest to us, as in particular the solutions contain the plane-wave solution.
A later work by the same authors [32] presents a more general solution of Kundt’s class, by exhibiting the Weyl neutrino equations as equivalent tetrad equations, constructing a tetrad of null vectors from the spinors and Pauli matrices (in a very similar fashion to equation (3.1) of this thesis) and employing this setting to show that Weyl’s equation is equivalent to a tensor equation previously derived.

Audretsch and Graf [3] derive a differential equation representing radiation solutions of the general relativistic Weyl equation and study the corresponding energy-momentum tensor. In section 6, an exact solution of Einstein–Weyl equations in the form of pp-waves is presented. The authors conclude that gravitational and neutrino pp-waves taken together, represent an exact solution of the Einstein–Weyl system of field equations. In [2] Audretsch continues to study the asymptotic behaviour of the neutrino energy-momentum tensor in curved space-time with the sole aid of generally covariant assumptions about the nature of the Weyl field. In particular, the author shows that these Weyl fields behave asymptotically like neutrino radiation.

The work presented in [32] was further investigated by Griffiths [33] and this paper is of particular interest to us as in section 5 of [33] the author presents solutions whose metric is the pp-wave metric (3.6) and the author also presents a condition on the function $f$ from the pp-metric (3.6). In view of the pp-wave type solutions presented in Section 5.2.3, it should be stated that these were obtained independently and we only became aware of the work in [33] recently.

In [34], Griffiths identifies a class of neutrino fields with zero energy momentum tensor and stipulates that these spacetimes may also be interpreted as describing gravitational waves. Collinson and Morris [18] showed that these could be either pp-waves or Robinson-Trautman type N solutions presented in [31]. Subsequently these were called ‘ghost neutrinos’ by Davis and Ray in [19] where the authors state that neutrinos, as before, yield a zero energy momentum tensor and therefore the gravitational field is the same as for the vacuum case.

Kuchowicz and Żebrowski [53] expand on the work on ghost neutrinos trying to resolve this anomaly by considering non-zero torsion in the framework of Einstein–Cartan theory, showing that the extra terms specific to this theory remove the incompatibility found in general relativity. Griffiths [36] also considers the possibility of non-zero torsion and in a more general work [37] he showed that neutrino fields in Einstein-Cartan theory must have metrics that belong to the family of solutions of Kundt’s class, which include the pp-waves.
Singh and Griffiths [80] corrected several mistakes from [37] and showed that neutrino fields in Einstein–Cartan theory also include the Robinson–Trautman type $N$ solutions and that any solution of the Einstein–Weyl equations in general relativity has a corresponding solution in Einstein–Cartan theory. Thus pp-wave type solutions of Einstein–Weyl equations have corresponding solutions in Einstein–Cartan theory. This paper was one of the main inspirations behind Section 5.2.3.

5.2.3 PP–wave type solutions of Einstein–Weyl theory

The aim of this Section is to point out again the fact that the nonlinear system of equations (5.14), (5.15) has solutions in the form of pp-waves. Throughout this Section we use the set of local coordinates (3.6), (3.8) and Pauli matrices (3.31). We now present a class of explicit solutions of (5.14), (5.15) where the metric $g$ is in the form of a pp-metric and the spinor $\xi$ as in (5.7). As shown in the Section 5.1, the spinor (5.7) satisfies the equation (5.15). In the setting of a pp-space scalar curvature vanishes and as the spinor $\chi$ appearing in formula (5.7) is parallel, in view of Remark 5.2.2 equation (5.14) becomes

$$i \frac{1}{2} \sigma^\nu_{ab} \left( \xi^b \{ \nabla \}^\mu \xi^a - \xi^a \{ \nabla \}^\mu \xi^b \right) + i \frac{1}{2} \sigma^\mu_{ab} \left( \xi^b \{ \nabla \}^\nu \xi^a - \xi^a \{ \nabla \}^\nu \xi^b \right) - k \text{Ric}^{\mu\nu} = 0.$$

(5.16)

We now need to determine under what condition the equation (5.16) is satisfied. In our local coordinates, we have

$$\text{Ric} = \left( \frac{1}{2} \frac{\partial^2 f}{\partial (x^1)^2} + \frac{1}{2} \frac{\partial^2 f}{\partial (x^2)^2} \right) (l \otimes l).$$

(5.17)

Substituting formulae (5.7), (5.17) into equation (5.16), and using the fact that the spinor $\chi$ is parallel, we obtain the equality

$$i (\sigma^\nu_{ab} l^\mu + \sigma^\mu_{ab} l^\nu) \left( (r^{1/4})' \overline{r^{1/4}} - r^{1/4} (\overline{r^{1/4}})' \right) \chi^a \overline{\chi}^b = \frac{1}{2} kl^{\mu} l^\nu \left( \frac{\partial^2 f}{\partial (x^1)^2} + \frac{\partial^2 f}{\partial (x^2)^2} \right).$$

Since we know that $\sigma^\mu_{ab} \chi^a \overline{\chi}^b = l^\mu$, we obtain the condition for a pp-wave type solution of the Einstein–Weyl model

$$\frac{1}{2} \frac{\partial^2 f}{\partial (x^1)^2} + \frac{1}{2} \frac{\partial^2 f}{\partial (x^2)^2} = \frac{i}{k} \left( (r^{1/4})' \overline{r^{1/4}} - r^{1/4} (\overline{r^{1/4}})' \right).$$

(5.18)
Thus, the complex valued function $r$ of one real variable $x^3$ can be chosen arbitrarily and it uniquely determines the RHS of (5.18). From (5.18) one recovers the pp-metric by solving Poisson’s equation.

### 5.2.4 Comparison of metric–affine and Einstein–Weyl solutions

To make our comparison clearer, let us compare these models in the case of monochromatic solutions of both models using local coordinates (3.6), (3.8) and Pauli matrices (3.31).

#### Monochromatic metric–affine solutions

In the case of the metric–affine model, from Theorem [2.7.1] we know that generalised pp-waves of parallel Ricci curvature are solutions of the equations (1.3), (1.4). Whether we are viewing monochromatic solutions or not, the condition on the solution of the model remains unchanged, namely Ricci curvature (5.17) has to be parallel. In our special local coordinates the condition of parallel Ricci curvature is written as

$$\frac{1}{2} \frac{\partial^2 f}{\partial (x^1)^2} + \frac{1}{2} \frac{\partial^2 f}{\partial (x^2)^2} = C,$$

where $C$ is an arbitrary real constant.

However, the construction of torsion simplifies in the monochromatic case. Namely, we can choose the function $h$ of the phase (3.2) so that the plane wave (3.16) becomes

$$A = \frac{ic^2}{2a} e^{2i(ax^3+b)} m,$$

where $a, b, c \in \mathbb{R}, a \neq 0$. Torsion (3.17) then takes the form

$$T = -\frac{c^4}{4a} \text{Re} \left( i e^{4i(ax^3+b)} m \otimes (l \wedge m) \right).$$

Hence the complexified curvature (5.3) generated by the torsion wave becomes

$$\mathcal{R} = c^4 e^{4i(ax^3+b)} (l \wedge m) \otimes (l \wedge m),$$

and $r$ from (5.3) becomes

$$r = c^4 e^{4i(ax^3+b)}.$$
The spinor $\xi$ from (5.7) is explicitly given by

$$\xi = c \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{i(ax^3+b)}. \tag{5.20}$$

**Monochromatic Einstein–Weyl solutions**

Let us now look for monochromatic solutions in Einstein–Weyl theory. We take the spinor field as in formula (5.20) in which case condition (5.18) simplifies to

$$\frac{1}{2} \frac{\partial^2 f}{\partial (x^1)^2} + \frac{1}{2} \frac{\partial^2 f}{\partial (x^2)^2} = - \frac{2ac^2}{k}. \tag{5.21}$$

**Comparison of monochromatic metric–affine and Einstein–Weyl solutions**

The main difference between the two models is that in the metric–affine model our generalised pp-waves solutions have parallel Ricci curvature, whereas in the Einstein–Weyl model the pp-wave type solutions do not necessarily have parallel Ricci curvature. However, when we look at monochromatic pp-wave type solutions in the Einstein–Weyl model their Ricci curvature also becomes parallel. The only remaining difference is in the right-hand sides of equations (5.19) and (5.21): in (5.19) the constant is arbitrary whereas in (5.21) the constant is expressed via the characteristics of the spinor wave and the gravitational constant.

In other words, comparing equations (5.19) and (5.21) we see that while in the metric–affine case the Laplacian of $f$ can be any constant, in the Einstein–Weyl case it is required to be a particular constant. This should not be surprising as our metric–affine model is conformally invariant, see Remark 1.3.2, while the Einstein–Weyl model is not.

We also want to clarify that $f$ and the quantities $a, b, c$ appearing in this Section 5.2.4 are generally arbitrary functions of the null coordinate $x^3$. As such, if these quantities are non-zero only for a short finite interval of $x^3$, the solutions represent spinors, curvature and torsion components which propagate at the speed of light.

We want to point out a very interesting fact that that generalised pp-waves of parallel Ricci curvature are very similar to pp-type solutions of the Einstein–Weyl model, which is a classical model describing the interaction of massless neutrino and gravitational fields, to suggest that
Generalised pp-waves of parallel Ricci curvature represent a metric–affine model for some massless particle.

Which particle this is remains object of discussion and we hope to be able to address this question with more certainty in the near future.

5.3 Comparison with existing literature

There are a number of publications in which authors suggested various generalisations of the concept of a classical pp-wave. These generalisations were performed within the Riemannian setting and usually involved the incorporation of a constant non-zero scalar curvature; see [66] and extensive further references therein. Our construction described in Section 3.2 generalises the concept of a classical pp-wave in a different direction: we add torsion while retaining zero scalar curvature.

A powerful method which in the past has been used for the construction of vacuum solutions of quadratic metric–affine gravity is the so-called double duality ansatz [4, 5, 58, 59, 87, 90]. Its basic version [87] is as follows. For certain types of quadratic actions (see item (b) below) the following is known to be true: if the spacetime is metric compatible and curvature is irreducible (i.e. all irreducible pieces except one are identically zero) then this spacetime is a solution of (1.3), (1.4). This fact is referred to as the double duality ansatz because the proof is based on the use of the double duality transform $R \mapsto R^\ast$ (this idea is due to Mielke [58]) and because the above conditions imply $R^\ast = \pm R$. However, solutions presented in Theorem 2.7.1 do not fit into the double duality scheme. This is due to the following reasons.

(a) The curvature of a pp-wave, classical or generalised, contains trace-free Ricci and Weyl pieces, hence this curvature is not necessarily irreducible and not necessarily an eigenvector of the double duality operator. Namely, for a pp-wave the following statements are equivalent:

\[
\begin{align*}
R \text{ is purely trace-free Ricci} & \iff \text{condition (3.30) is satisfied} \iff R^\ast = +R, \\
R \text{ is purely Weyl} & \iff \text{condition (3.29) is satisfied} \iff R^\ast = -R.
\end{align*}
\]

Furthermore, the curvature of a pp-wave, classical or generalised, does not necessarily satisfy the conditions of the modified double duality ansatz [4, 5, 59].
(b) The double duality ansatz in its basic [87] or modified [4, 5, 59] forms does not work for the most general 16-parameter actions introduced in [25, 43, 90] and considered in our current paper. It works only for more special actions with up to 11 coupling constants. The fundamental difference between the 11-parameter and 16-parameter models is best seen if one considers the specialisation of the field equation (1.4) to the Levi-Civita connection:

$$\partial S/\partial \Gamma|_{\text{L-C}} = 0.$$ \hspace{1cm} (5.22)

Equation (5.22) arises when one looks for Riemannian solutions of (1.4). Here it is important to understand the logical sequence involved in the derivation of (5.22): we set $\Gamma^\lambda_{\mu\nu} = \{^\lambda_{\mu\nu}\}$ after the variation of the connection has been carried out. It is known [87] that for a generic 11-parameter action equation (5.22) reduces to

$$\nabla_\lambda R_{\kappa\mu} - \nabla_\kappa R_{\lambda\mu} = 0,$$

whereas according to [90] for a generic 16-parameter action equation (5.22) reduces to

$$\nabla R = 0.$$ \hspace{1cm} (5.24)

The field equations (5.23) and (5.24) are very much different, with (5.24) being by far more restrictive. In particular, Nordström–Thompson spacetimes (Riemannian spacetimes with $\ast R = +R$) satisfy (5.23) but do not necessarily satisfy (5.24).

c) The basic double duality ansatz [87] can be reformulated in a way that makes it applicable to 16-parameter actions: one has to impose the additional condition that curvature is simple, i.e. the given irreducible subspace of the vector space of curvatures is not isomorphic to any other irreducible subspace, see Section 6 of [90] for details. According to formula (44) of [90] the (symmetric) trace-free Ricci piece of curvature is not simple, hence the version of the double duality ansatz from [90] works for a pp-wave, classical or generalised, only when curvature is purely Weyl.

The new vacuum solutions of quadratic metric–affine gravity presented in Theorem 2.7.1 are similar to those of Singh and Griffiths [81]. The main differences are as follows.
• The solutions in [81] satisfy the condition \( \{\text{Ric}\} = 0 \) whereas our solutions satisfy the weaker condition \( \{\nabla\}\{\text{Ric}\} = 0 \), see also Remark 4.2.1.

• The solutions in [81] were obtained for the Yang–Mills case (1.5) whereas we deal with a general \( O(1, 3) \)-invariant quadratic form \( q \) with 16 coupling constants.

The two papers of Singh [78, 79] construct solutions for the Yang–Mills case (1.5) with purely axial and purely trace torsion respectively and unlike the solution of [81], \( \{\text{Ric}\} \) is not assumed to be zero. It is obvious that these solutions differ from the ones presented in this thesis, as our torsion is assumed to be purely tensor. It would however be of interest to us to see whether this construction of Singh’s can be expanded to our most general \( O(1, 3) \)-invariant quadratic form \( q \) with 16 coupling constants. This is a question we hope to answer sometime in the future.

The observation that one can construct vacuum solutions of quadratic metric–affine gravity in terms of pp-waves is a recent development. The fact that classical pp-waves of parallel Ricci curvature are solutions was first pointed out in [88, 89, 90].

One interesting generalisation of the concept of a pp-wave was presented by Obukhov in [67], which is a more recent result from the one presented in [69]. Obukhov’s motivation comes from his previous work [66] which is the Riemannian case. In fact, the ansatz for the metric and the coframe of [67] is exactly the same as in the Riemannian case. However, the connection extends the Christoffel connection in such a way that torsion and nonmetricity (2.5) are present, and are determined by this extension of the connection.

Obukhov studies the same general quadratic Lagrangian as studied in this thesis with 16 terms, see Section 2.4, and the result of [67] does not belong to the triplet ansatz, see [43, 64]. Similarly to the result of this thesis, his gravitational wave solutions have only two non-trivial pieces of curvature. However, unlike our solution, the two non-zero pieces of curvature in [67] are equivalent to the pieces of curvature coming from the 10-dimensional \( R^{(10)} \) and the 30-dimensional \( R^{(30)} \) irreducible curvature subspaces, as given in Section 2.3.

Hence the main differences between our result and Obukhov’s generalisation of [67] as the following:

• In Obukhov’s plane-fronted waves not only are the torsion waves present, but the non-metricity has a non-trivial wave behaviour as well. As we are only looking...
at metric–compatible spacetimes in this thesis, nonmetricity cannot appear in our construction. However, as Obukhov states, his construction yields a number of interesting mathematical and physical applications.

- Our construction of generalised pp-waves only has, like Obukhov’s construction, two non-zero irreducible pieces of curvature. However, the non-zero pieces in our construction differ from the non-zero pieces in Obukhov’s construction (see above).

- One more very interesting property of Obukhov’s gravitational wave solutions is that they provide a minimal generalisation of the pseudoinstanton (see Definition 1.4.1), in the sense that nonmetricity does not vanish and that curvature has two non-zero pieces.

As these generalised pp-waves with nonmetricity constructed by Obukhov were a response to the results presented by Pasic and Vassiliev in [69], we hope to also respond in the near future to his work by trying to further expand the generalised pp-waves presented in Chapter 3.2 to non-metric–compatible spacetimes and to then compare these to Obukhov’s spacetimes from [67].
Appendix A

Bianchi Identity for Curvature

In this Appendix we present the derivation of the Bianchi identity for curvature (4.15) used in producing the explicit form of the second field equation (1.4) in Section 4.1. We will use the assumptions on the curvature used in deriving the explicit representation of field equations (1.3), (1.4) given in the beginning of Section 4.1, namely

(i) Our spacetime is metric compatible.

(ii) Torsion is purely tensor, see (3.21).

(iii) Curvature has symmetries (3.25), (3.26).

(iv) Scalar curvature is zero.

We start from the Bianchi identity for curvature

\[
(\partial_\xi + [\Gamma_\xi, \cdot])(R^\mu\nu) + (\partial_\nu + [\Gamma_\nu, \cdot])(R_\xi^\mu) + (\partial_\mu + [\Gamma_\mu, \cdot])(R_\nu^\xi) = 0
\]

where we hide the Lie algebra indices of curvature by using matrix notation as in (4.9).

Using the assumptions (i)-(iv), we can represent the curvature as

\[
R_{\kappa\lambda\mu\nu} = \frac{1}{2} (g_{\kappa\mu}Ric_{\lambda\nu} - g_{\lambda\mu}Ric_{\kappa\nu} + g_{\lambda\nu}Ric_{\kappa\mu} - g_{\kappa\nu}Ric_{\lambda\mu}) + W_{\kappa\lambda\mu\nu}. \quad (A.1)
\]

Remark A.1. The following calculation is done here to demonstrate how the result was obtained. For an alternative and shorter exposition of the Bianchi’s identity, see for example Schouten [77].
Remark A.2. Note that in equation (A.1) we can use $\text{Ric}$ or $\mathcal{R}ic$ interchangeably, as under assumption (iv) scalar curvature $\mathcal{R}$ is zero.

Substituting (A.1) into the Bianchi identity for curvature, after a lengthy but straightforward calculation, we obtain that the Bianchi identity becomes

$$
\frac{1}{2} \left[ \delta^\kappa_\mu (\nabla_\xi \text{Ric}_\lambda \nu + \Gamma^\eta_\xi \nu \text{Ric}_\lambda \eta) + g_{\lambda \mu} (-\nabla_\xi \text{Ric}_\nu \kappa - \Gamma^\eta_\xi \nu \text{Ric}_\kappa \eta) \\
+ g_{\lambda \nu} (\nabla_\xi \text{Ric}_\mu \kappa + \Gamma^\eta_\xi \mu \text{Ric}_\nu \eta) + \delta^\kappa_\nu (-\nabla_\xi \text{Ric}_\lambda \mu - \Gamma^\eta_\xi \lambda \text{Ric}_\nu \eta) \\
+ \delta^\kappa_\xi (\nabla_\nu \text{Ric}_\lambda \mu + \Gamma^\mu_\nu \lambda \text{Ric}_\lambda \eta) + \delta^\kappa_\mu (\nabla_\nu \text{Ric}_\lambda \xi - \Gamma^\eta_\nu \lambda \text{Ric}_\xi \eta) \\
+ g_{\lambda \xi} (\nabla_\mu \text{Ric}_\nu \kappa + \Gamma^\eta_\mu \nu \text{Ric}_\xi \eta) + g_{\lambda \nu} (-\nabla_\mu \text{Ric}_\nu \xi - \Gamma^\eta_\mu \xi \text{Ric}_\nu \kappa) \\
+ \Gamma^\kappa_\nu \lambda (\delta^\eta_\xi \text{Ric}_\lambda \mu - \delta^\eta_\mu \text{Ric}_\lambda \xi) + \Gamma^\eta_\nu \lambda (g_{\eta \xi} \text{Ric}_\kappa \mu - g_{\eta \mu} \text{Ric}_\kappa \xi) \\
+ \Gamma^\kappa_\xi \nu (\delta^\eta_\mu \text{Ric}_\lambda \xi - \delta^\eta_\xi \text{Ric}_\lambda \nu) + \Gamma^\eta_\xi \nu (g_{\eta \nu} \text{Ric}_\kappa \mu - g_{\eta \mu} \text{Ric}_\kappa \nu) \\
+ \Gamma^\kappa_\mu \nu (\delta^\eta_\nu \text{Ric}_\lambda \xi - \delta^\eta_\xi \text{Ric}_\lambda \nu) + \Gamma^\eta_\mu \nu (g_{\eta \nu} \text{Ric}_\kappa \xi - g_{\eta \xi} \text{Ric}_\kappa \nu)] \\
+ \partial_\xi \mathcal{W}^\kappa_\lambda \mu \nu + \partial_\mu \mathcal{W}^\kappa_\lambda \xi \nu + \partial_\nu \mathcal{W}^\kappa_\lambda \xi \nu + \Gamma^\kappa_\nu \eta \mathcal{W}^\eta_\xi \mu \\
- \Gamma^\eta_\nu \lambda \mathcal{W}^\nu_\xi \eta \eta \mu \nu - \Gamma^\eta_\xi \lambda \mathcal{W}^\xi_\eta \eta \mu \nu + \Gamma^\kappa_\mu \eta \mathcal{W}^\kappa_\eta \lambda \xi \eta - \Gamma^\eta_\mu \lambda \mathcal{W}^\eta_\xi \eta \xi = 0.
$$

Now we make one contraction, between $\kappa$ and $\mu$. As this is a very long equality now, we break it down into three manageable pieces. First we handle the terms involving the Weyl piece of curvature $\mathcal{W}$.

$$
\partial_\xi \mathcal{W}^\mu_\lambda \nu \mu \nu + \partial_\nu \mathcal{W}^\mu_\lambda \xi \nu + \partial_\nu \mathcal{W}^\mu_\lambda \nu \xi + \Gamma^\mu_\nu \eta \mathcal{W}^\eta_\xi \lambda \mu \\
- \Gamma^\eta_\nu \lambda \mathcal{W}^\nu_\xi \eta \mu \nu - \Gamma^\eta_\xi \lambda \mathcal{W}^\xi_\eta \nu \mu \nu + \Gamma^\mu_\nu \eta \mathcal{W}^\eta_\lambda \nu \xi - \Gamma^\eta_\mu \lambda \mathcal{W}^\eta_\xi \mu \xi \\
= \nabla_\mu \mathcal{W}^\mu_\lambda \nu \xi + \mathcal{W}^\mu_\lambda \xi \eta (\Gamma^\mu_\nu \mu - \Gamma^\mu_\nu \mu) + \mathcal{W}^\mu_\lambda \nu \eta (\Gamma^\mu_\nu \xi - \Gamma^\mu_\xi \mu) \\
= \nabla_\mu \mathcal{W}^\mu_\lambda \nu \xi + \mathcal{W}^\mu_\lambda \xi \eta (K^\eta_\nu \nu - K^\eta_\nu \nu) + \mathcal{W}^\mu_\lambda \nu \eta (K^\eta_\xi \xi - K^\eta_\xi \xi)
$$

completing the covariant derivative and using the fact that the Levi-Civita part of the connection disappears due to symmetry and using contortion for simplicity for the torsion generated part of the connection.
The terms involving the covariant derivative of Ricci $\nabla Ric$ become

$$\frac{1}{2}[4\nabla_\xi Ric_{\lambda\nu} - g_{\lambda\mu} \nabla_\xi Ric^{\mu}_{\nu} + g_{\lambda\mu} \nabla_\xi Ric^{\mu}_{\lambda\nu} - \delta^{\mu}_{\nu} \nabla_\xi Ric_{\lambda\mu} + \delta^{\mu}_{\xi} \nabla_\nu Ric_{\lambda\mu} - 4 \nabla_\nu Ric_{\lambda\xi}$$

$$+ g_{\lambda\mu} \nabla_\nu Ric^{\mu}_{\xi} - g_{\lambda\xi} \nabla_\nu Ric_{\lambda\mu} + \delta^{\mu}_{\nu} \nabla_\xi Ric_{\lambda\mu} + g_{\lambda\xi} \nabla_\nu Ric^{\mu}_{\nu} - g_{\lambda\nu} \nabla_\nu Ric^{\mu}_{\lambda}]$$

$$= \frac{1}{2}[\nabla_\xi Ric_{\lambda\nu} - \nabla_\nu Ric_{\lambda\xi} + g_{\lambda\xi} \nabla_\nu Ric^{\mu}_{\nu} - g_{\lambda\nu} \nabla_\nu Ric^{\mu}_{\lambda}]$$

The other terms from the Bianchi identity are

$$\frac{1}{2}[4 Ric_{\lambda\eta}(\Gamma^n_{\xi\nu} - \Gamma^n_{\nu\xi}) + g_{\lambda\mu} Ric^\mu_{\eta}(\Gamma^n_{\nu\xi} - \Gamma^n_{\xi\nu}) + g_{\lambda\nu} Ric^\mu_{\eta}(\Gamma^n_{\mu\xi} - \Gamma^n_{\xi\mu})$$

$$+ \delta^{\mu}_{\nu} Ric_{\lambda\eta}(\Gamma^n_{\nu\xi} - \Gamma^n_{\xi\nu}) + \delta^{\mu}_{\xi} Ric_{\lambda\eta}(\Gamma^n_{\nu\mu} - \Gamma^n_{\nu\mu}) + g_{\lambda\xi} Ric^\mu_{\eta}(\Gamma^n_{\mu\nu} - \Gamma^n_{\nu\mu})$$

$$+ Ric_{\lambda\mu}(\Gamma^n_{\nu\xi} - \Gamma^n_{\nu\xi}) + Ric_{\lambda\xi}(\Gamma^n_{\mu\nu} - \Gamma^n_{\nu\mu}) + Ric^\mu_{\eta}(\Gamma^n_{\xi\nu} - \Gamma^n_{\xi\nu})$$

$$+ Ric^\mu_{\xi}(\Gamma^n_{\nu\lambda} - \Gamma^n_{\mu\lambda}) + Ric_{\lambda\nu}(\Gamma^n_{\xi\mu} - \Gamma^n_{\xi\mu}) + Ric^\mu_{\nu}(\Gamma^n_{\xi\lambda} - \Gamma^n_{\xi\lambda})]$$

$$= \frac{1}{2}[Ric^\mu_{\eta}(g_{\lambda\xi} K^n_{\nu\mu} - g_{\lambda\nu} K^n_{\xi\mu}) + Ric^\mu_{\xi}(K^n_{\nu\mu} - K^n_{\mu\nu}) + Ric^\mu_{\nu}(K^n_{\xi\lambda} - K^n_{\xi\mu})]$$

where again we can disregard the Levi-Civita part of the connection due to symmetry. Also, since we have assumed that torsion is purely tensor, the terms with a contraction in the contortion disappear.

Putting all these calculations together we get that the Bianchi identity for curvature is

$$\frac{1}{2}[\nabla_\xi Ric_{\lambda\nu} - \nabla_\nu Ric_{\lambda\xi} + g_{\lambda\xi} \nabla_\nu Ric^{\mu}_{\nu} - g_{\lambda\nu} \nabla_\nu Ric^{\mu}_{\lambda}]$$

$$+ Ric^\mu_{\eta}(g_{\lambda\xi} K^n_{\nu\mu} - g_{\lambda\nu} K^n_{\xi\mu}) + Ric^\mu_{\xi}(K^n_{\nu\mu} - K^n_{\mu\nu}) + Ric^\mu_{\nu}(K^n_{\xi\lambda} - K^n_{\xi\mu})$$

$$+ \nabla_\mu \mathcal{W}^\mu_{\lambda\nu\xi} + \mathcal{W}^\mu_{\lambda\xi\eta}(K^n_{\nu\mu} - K^n_{\mu\nu}) + \mathcal{W}^\mu_{\lambda\nu\eta}(K^n_{\xi\mu} - K^n_{\eta\mu}) = 0. \quad (A.2)$$

As we assume that torsion is purely tensor, we have that $K_{\alpha\beta\gamma} = T_{\alpha\beta\gamma}$. If we substitute contortion for torsion in equation (A.2), and rename some indices, we obtain formula (4.15).

Making another contraction here between $\xi$ and $\lambda$ in equation (A.2) gives us the following formula

$$\nabla_\mu Ric^\mu_{\nu} = - Ric^\mu_{\eta} K^n_{\mu\nu} - \frac{1}{2} \mathcal{W}^\mu_{\alpha\nu}(K^n_{\alpha\mu} - K^n_{\alpha\mu}). \quad (A.3)$$
Substituting equation (A.3) into (A.2) yields

\[ \nabla_{\mu} W_{\nu \kappa \lambda} = W_{\mu \nu \lambda \eta}(K^{\eta}_{\mu \kappa} - K^{\eta}_{\kappa \mu}) + W_{\mu \nu \kappa \eta}(K^{\eta}_{\lambda \mu} - K^{\eta}_{\mu \lambda}) \]

\[ + \frac{1}{4}(K^{\eta}_{\alpha \mu} - K^{\eta}_{\mu \alpha})(g_{\nu \kappa} W^{\mu \alpha \lambda \eta} - g_{\nu \lambda} W^{\mu \alpha \kappa \eta}) \]

\[ + \frac{1}{2}[\nabla_{\kappa} \text{Ric}_{\nu \lambda} - \nabla_{\lambda} \text{Ric}_{\nu \kappa} + \text{Ric}^{\mu}_{\lambda}(K_{\mu \kappa \nu} - K_{\kappa \mu \nu}) + \text{Ric}^{\mu}_{\kappa}(K_{\lambda \mu \nu} - K_{\lambda \mu \nu})], \]

which, after substituting torsion for contortion and renaming of some indices, is identical to equation (4.17), i.e.

\[ \nabla_{\eta} W_{\mu \lambda \kappa} = W_{\mu \kappa \xi \eta}(T^{\xi}_{\eta \lambda} - T^{\xi}_{\lambda \eta}) + W_{\mu \lambda \xi \eta}(T^{\xi}_{\kappa \eta} - T^{\xi}_{\eta \kappa}) \]

\[ + \frac{1}{4}(T^{\xi}_{\zeta \eta} - T^{\xi}_{\eta \zeta})(g_{\mu \lambda} W_{\nu \kappa \xi \zeta} - g_{\mu \kappa} W_{\nu \lambda \xi \zeta}) \]

\[ + \frac{1}{2}[\nabla_{\lambda} \text{Ric}_{\mu \kappa} - \nabla_{\kappa} \text{Ric}_{\mu \lambda} + \text{Ric}^{\eta}_{\lambda}(T_{\kappa \eta \mu} - T_{\eta \kappa \mu}) + \text{Ric}^{\eta}_{\lambda}(T_{\eta \mu \kappa} - T_{\kappa \mu \eta})]. \]
Appendix B

Weyl’s Equation

The generally accepted point of view \[30, 39, 40, 41, 46\] is that a massless neutrino field in a metric compatible spacetime with or without torsion is described by the action, see formula (11) of \[30\].

\[
S_{\text{neutrino}} := 2i \int \left( \xi^a \sigma^\mu_{ab} \left( \nabla_\mu \tilde{\xi}^b \right) - \left( \nabla_\mu \xi^a \right) \sigma^\mu_{ab} \cdot \tilde{\xi}^b \right). \tag{B.1}
\]

Note that in this Appendix we do not assume that torsion is zero, but is considered to be fixed.

We first vary the action (B.1) with respect to the spinor \(\xi\), while keeping torsion and the metric fixed. A straightforward calculation produces Weyl’s equation

\[
\sigma^\mu_{ab} \nabla_\mu \xi^a - \frac{1}{2} T^\eta_{\eta \mu} \sigma^\mu_{ab} \xi^a = 0 \tag{B.2}
\]

which can be equivalently rewritten as

\[
\sigma^\mu_{ab} \{\nabla\}_\mu \xi^a = \frac{i}{4} \varepsilon_{\alpha \beta \gamma \delta} T^\alpha_{\beta \gamma} \sigma^\delta_{ab} \xi^a = 0 \tag{B.3}
\]

where \(\{\nabla\}\) is the covariant derivative with respect to the Levi-Civita connection.

B.1 Energy momentum tensor

In this subsection we give the derivation of the energy momentum tensor of the action \(S_{\text{neutrino}}\), where we vary the metric keeping the spinor fixed.
If the covariant metric changes in the following way

\[ g_{\alpha\beta} \mapsto g_{\alpha\beta} + \delta g_{\alpha\beta}, \]  
(B.4)

then the contravariant metric changes as

\[ g^{\alpha\beta} \mapsto g^{\alpha\beta} - g^{\alpha\alpha'}(\delta g_{\alpha'\beta'})g_{\beta'\beta'} \]  
(B.5)

We are interested to see what happens to the Pauli matrices when varying the metric. It is easy to see that they transform in the following way

\[ \sigma_\alpha \mapsto \sigma_\alpha + \frac{1}{2} \delta g_{\alpha\beta} g^{\beta\gamma} \sigma_\gamma, \]  
(B.6)

\[ \sigma^\alpha \mapsto \sigma^\alpha - \frac{1}{2} g^{\alpha\beta}(\delta g_{\beta\gamma})\sigma^\gamma. \]  
(B.7)

Formulae describe a ‘symmetric’ variation of the Pauli matrices caused by the (symmetric) variation of the (symmetric) metric. We did not include an ‘antisymmetric’ variation of the Pauli matrices in formulae (B.6), (B.7), as this would mean a variation of our choice of Pauli matrices for given metric (which would also have to be accompanied by a corresponding variation of the spinors).

**Remark B.1.** We do most of the following calculations, for brevity and clarity, under the assumption that the metric is the Minkowski metric

\[ g_{\mu\nu} = \text{diag}(1, -1, -1, -1) \]

and that the connection is Levi-Civita, using the standard choice of Pauli matrices (2.48).

These calculations we can of course perform for the general connection incorporating torsion. We do not present those calculations here as they are very cumbersome and technical – and for the purposes of the Section 5.2.1 (where this result is only used within the thesis) these are unnecessary, as Section 5.2.1 only considers the classical Einstein–Weyl model.

Now we need to look at the \( \delta \Gamma^\alpha_{\beta\gamma} \). We will show that the connection transforms in the following way

\[ \delta \Gamma^\kappa_{\mu\nu} = \frac{1}{2} g^{\kappa\lambda}(\nabla_\mu \delta g_{\lambda\nu} + \nabla_\nu \delta g_{\lambda\mu} - \nabla_\lambda \delta g_{\mu\nu}). \]  
(B.8)
Using the definition of the Levi-Civita connection, we have that
\[
\delta \Gamma^\kappa_{\mu
u} = \frac{1}{2} \delta (g^{\kappa\lambda} (\partial_\lambda g_{\mu\nu} + \partial_\mu g_{\lambda\nu} - \partial_{\lambda\mu} g)) = \frac{1}{2} g^{\kappa\lambda} (\partial_\mu g_{\lambda\nu} + \partial_\nu g_{\lambda\mu} - \partial_{\lambda\mu} g) + \frac{1}{2} g^{\kappa\lambda} (\partial_\mu \delta g_{\lambda\nu} + \partial_\nu \delta g_{\lambda\mu} - \partial_{\lambda\mu} \delta g).
\]

Using equation \( (\text{B.5}) \) and using metric compatibility \( (\nabla g \equiv 0) \), we get that
\[
\delta \Gamma^\kappa_{\mu
u} = -g^{\kappa\lambda} \Gamma^\eta_{\mu
u} \delta g_{\lambda\eta} + \frac{1}{2} g^{\kappa\lambda} (\partial_\mu \delta g_{\lambda\nu} + \partial_\nu \delta g_{\lambda\mu} - \partial_{\lambda\mu} \delta g),
\]
which is equivalent to equation \( (\text{B.8}) \).

Next we need to see what happens to the covariant derivative of \( \xi \) under metric variation. We first want to prove the following

**Lemma B.1.1.** *The variation of the covariant derivative of \( \xi \) with respect to the metric is*
\[
\delta \nabla_\mu \xi^a = \frac{1}{8} (\sigma_\alpha^{ad} \sigma_\beta^{cd} - \sigma_\beta^{ad} \sigma_\alpha^{cd}) \xi^c \delta \Gamma^\alpha_{\mu\beta}.
\]

**Proof.** Using equation \( (2.47) \), we get that
\[
\delta \nabla_\mu \xi^a = \delta \left( \partial_\mu \xi^a + \frac{1}{4} \sigma_\alpha^{ad} \left( \partial_\mu \sigma_\alpha^{cd} + \Gamma^\alpha_{\mu\beta} \sigma_\beta^{cd} \right) \xi^c \right),
\]
and as \( \xi \) does not contribute to the variation, we get
\[
4 \delta \nabla_\mu \xi^a = \left( \delta \sigma_\alpha^{ad} \right) \left( \partial_\mu \sigma_\alpha^{cd} + \Gamma^\alpha_{\mu\beta} \sigma_\beta^{cd} \right) \xi^c + \sigma_\alpha^{ad} \left( \partial_\mu (\delta \sigma_\alpha^{cd}) + (\delta \Gamma^\alpha_{\mu\beta}) \sigma_\beta^{cd} + \Gamma^\alpha_{\mu\beta} \delta \sigma_\beta^{cd} \right) \xi^c.
\]
Under the assumptions in Remark \( \text{B.1} \) quite a few terms disappear and we obtain
\[
4 \delta \nabla_\mu \xi^a = \sigma_\alpha^{ad} \left( \partial_\mu (\delta \sigma_\alpha^{cd}) + (\delta \Gamma^\alpha_{\mu\beta}) \sigma_\beta^{cd} \right) \xi^c.
\]
We look at these terms separately. According to equation \( (\text{B.5}) \), we have that
\[
\partial_\mu (\delta \sigma_\alpha^{cd}) = -\frac{1}{2} \partial_\mu (g^{\alpha\eta} (\delta g_{\eta\beta})) \sigma_\beta^{cd} = -\frac{1}{2} g^{\alpha\eta} (\delta \partial_\mu g_{\eta\xi}) \sigma_\beta^{cd}
\]
and since by metric compatibility we have $\nabla g = 0$, i.e.

$$\partial_\mu g_{\eta\xi} = \Gamma^\xi_{\mu\eta} g_{\zeta\xi} + \Gamma^\xi_{\mu\xi} g_{\eta\zeta}.$$  

Putting this in the above equality we get that

$$\partial_\mu (\delta \sigma^\alpha_{\ cd}) = -\frac{1}{2} g^{\alpha\eta} \sigma_{\zeta\cd} \delta \Gamma^\zeta_{\mu\eta} - \frac{1}{2} \delta^\alpha_{\ cd} \sigma^\xi_{\ cd} \delta \Gamma^\xi_{\mu\xi}.$$  

Combining this with the formula for the variation of $\nabla \xi$, we get

$$4 \delta \nabla_\mu \xi^a = -\frac{1}{2} \sigma^{\beta a}_{\ cd} \xi^c \delta \Gamma^\alpha_{\mu\beta} - \frac{1}{2} \sigma^\beta_{\ cd} \xi^\alpha \delta \Gamma^\mu_{\beta} + (\delta \Gamma^\alpha_{\mu\beta}) \sigma^\beta_{\ cd} \sigma^{\alpha a}_{\ cd} \xi^c.$$

or

$$4 \delta \nabla_\mu \xi^a = \frac{1}{4} \sigma^\alpha_{\ cd} \sigma^\beta_{\ cd} \xi^c \delta \Gamma^\alpha_{\mu\beta} - \frac{1}{4} \sigma^{\alpha a}_{\ cd} \xi^c \delta \Gamma^\alpha_{\mu\beta}.$$

which is exactly equation (B.9). \[\square\]

We now want to combine equations (B.8) and (B.9):

$$\delta \nabla_\mu \xi^a = \frac{1}{4} \sigma^{\alpha a}_{\ cd} \sigma^\beta_{\ cd} \xi^c \delta \Gamma^\alpha_{\mu\beta} - \frac{1}{4} \sigma^{\alpha a}_{\ cd} \sigma^\beta_{\ cd} \xi^c \delta \Gamma^\alpha_{\mu\beta}.$$

As the first derivative is symmetric over $\lambda, \beta$ and the Pauli matrices are antisymmetric over these indices, we get

$$(\sigma^{\lambda a}_{\ cd} \sigma^\beta_{\ cd} - \sigma^{\beta a}_{\ cd} \sigma^\lambda_{\ cd}) \partial_\mu \delta g_{\lambda\beta} = - (\sigma^{\lambda a}_{\ cd} \sigma^\beta_{\ cd} - \sigma^{\beta a}_{\ cd} \sigma^\lambda_{\ cd}) \partial_\mu \delta g_{\beta\lambda} = 0.$$  

Hence,

$$\delta \nabla_\mu \xi^a = \frac{1}{4} (\sigma^{\lambda a}_{\ cd} \sigma^\beta_{\ cd} - \sigma^{\beta a}_{\ cd} \sigma^\lambda_{\ cd}) \xi^c \partial_\mu \delta g_{\lambda\beta} - \frac{1}{4} (\sigma^{\lambda a}_{\ cd} \sigma^\beta_{\ cd} - \sigma^{\beta a}_{\ cd} \sigma^\lambda_{\ cd}) \xi^c \partial_\mu \delta g_{\beta\lambda}.$$  

So finally, we get the formula for the variation of the covariant derivative:

$$\delta \{ \nabla \}_\mu \xi^a = \frac{1}{8} \xi^c (\sigma^{\alpha a}_{\ cd} \sigma^\beta_{\ cd} - \sigma^{\beta a}_{\ cd} \sigma^\alpha_{\ cd}) \partial_\beta \delta g_{\mu\alpha}. \quad (B.10)$$
The variation of the covariant derivative of a dotted spinor is

\[ \delta \{ \nabla \}_\mu \xi^b = \frac{1}{8} \xi^d (\sigma^{\alpha c b} \sigma^\beta_{cd} - \sigma^{\beta c b} \sigma^\alpha_{cd}) \partial_\beta \delta g_{\mu \alpha}. \]  

(B.11)

Note that in the above equations we are using the curly bracket notation for denoting the covariant derivative with respect to the Levi-Civita connection. After doing all these preliminary calculations, finally we get to vary the action (B.1) with respect to the metric.

Note that, as usual

\[ \delta \sqrt{| \det g |} = \frac{1}{2} \sqrt{| \det g |} g^{\alpha \beta} (\delta g_{\alpha \beta}). \]

Now looking at the variation of the whole action \( S_{\text{neutrino}} \), we get

\[
\delta S = 2i \delta \int \left( \xi^a \sigma^\eta_{ab} \left( \{ \nabla \}_{\eta} \xi^b \right) - \left( \{ \nabla \}_{\eta} \xi^a \right) \sigma^\eta_{ab} \xi^b \right) \sqrt{| \det g |}
\]

\[
= 2i \int \left( \xi^a \left( \delta \sigma^\eta_{ab} \right) \left( \{ \nabla \}_{\eta} \xi^b \right) + \xi^a \sigma^\eta_{ab} \left( \delta \{ \nabla \}_{\eta} \xi^b \right) - \left( \delta \{ \nabla \}_{\eta} \xi^a \right) \sigma^\eta_{ab} \xi^b - \left( \{ \nabla \}_{\eta} \xi^a \right) \sigma^\eta_{ab} \xi^b \right) \sqrt{| \det g |}
\]

\[
+ 2i \int \left( \xi^a \sigma^\eta_{ab} \left( \{ \nabla \}_{\eta} \xi^b \right) - \left( \{ \nabla \}_{\eta} \xi^a \right) \sigma^\eta_{ab} \xi^b \right) \frac{1}{2} g^{\mu \nu} \delta g_{\mu \nu} \sqrt{| \det g |}
\]

and using equation (B.7) we get

\[
\delta S = 2i \int \left( - \frac{1}{4} \xi^a g^{\eta \mu} \sigma^\eta_{ab} \left( \{ \nabla \}_{\eta} \xi^b \right) - \frac{1}{4} \xi^a g^{\eta \mu} \sigma^\eta_{ab} \left( \{ \nabla \}_{\eta} \xi^b \right) + \frac{1}{4} \left( \{ \nabla \}_{\eta} \xi^a \right) g^{\eta \mu} \sigma^\eta_{ab} \xi^b \right)
\]

\[
+ \frac{1}{4} \left( \{ \nabla \}_{\eta} \xi^a \right) g^{\eta \mu} \sigma^\eta_{ab} \xi^b + \frac{1}{2} \xi^a \sigma^\eta_{ab} \left( \{ \nabla \}_{\eta} \xi^b \right) g^{\mu \nu} - \frac{1}{2} \left( \{ \nabla \}_{\eta} \xi^a \right) \sigma^\eta_{ab} \xi^b \epsilon^{\mu \nu}
\]

\[
+ \xi^a \sigma^\eta_{ab} \left( \delta \{ \nabla \}_{\eta} \xi^b \right) - \left( \delta \{ \nabla \}_{\eta} \xi^a \right) \sigma^\eta_{ab} \xi^b
\].

Now we look at the terms involving the variation of \( \{ \nabla \}_\xi \) on their own. Using equations (B.10), (B.11) and renaming some indices we get that
\[ I_1 = 2i \int \xi^a \sigma^\eta_{ab} (\delta (\nabla) \eta \xi^b) - 2i \int (\delta (\nabla) \eta \xi^a) \sigma^\eta_{ab} \bar{\xi}^b \]
\[ = 2i \int \xi^a \sigma^\mu_{ab} \frac{1}{8} \xi^i (\sigma^{\nu c b} \sigma^\eta_{cd} - \sigma^{\eta cb} \sigma^\nu_{cd}) \partial_\eta \delta g_{\mu \nu} \]
\[ - 2i \int \frac{1}{8} \xi^c (\sigma^{\nu ad} \sigma^\eta_{cd} - \sigma^{\eta ad} \sigma^\nu_{cd}) \partial_\eta \delta g_{\mu \nu} \sigma^\mu_{ab} \bar{\xi}^i. \]

Now we integrate by parts and use our above simplifications from Remark B.1 to get

\[ I_1 = -2i \int \frac{1}{8} (\xi^a (\nabla) \eta \xi^b + \xi^b (\nabla) \eta \xi^a) \sigma^\mu_{ab} (\sigma^{\nu cd} \sigma^\eta_{cb} - \sigma^{\eta cd} \sigma^\nu_{cb}) \delta g_{\mu \nu} \]
\[ + 2i \int \frac{1}{8} (\xi^c (\nabla) \eta \xi^a + \xi^a (\nabla) \eta \xi^c) \sigma^\mu_{ab} (\sigma^{\nu cd} \sigma^\eta_{cb} - \sigma^{\eta cd} \sigma^\nu_{cb}) \delta g_{\mu \nu}, \]

and renaming spinor indices to match we get

\[ I_1 = -2i \int \frac{1}{8} (\xi^a (\nabla) \eta \xi^b + \xi^b (\nabla) \eta \xi^a) \sigma^\mu_{ab} (\sigma^{\nu cd} \sigma^\eta_{cb} - \sigma^{\eta cd} \sigma^\nu_{cb}) \delta g_{\mu \nu} \]
\[ + \sigma^\mu_{ad} (\sigma^{\nu cd} \sigma^\eta_{cb} - \sigma^{\eta cd} \sigma^\nu_{cb}) \delta g_{\mu \nu} \]
\[ = 2i \int \frac{1}{8} (\xi^a (\nabla) \eta \xi^b + \xi^b (\nabla) \eta \xi^a) \sigma^\mu_{ab} (\sigma^{\nu cd} \sigma^\eta_{cb} - \sigma^{\eta cd} \sigma^\nu_{cb}) \delta g_{\mu \nu} \]
\[ + 2i \int \frac{1}{8} (\xi^c (\nabla) \eta \xi^a + \xi^a (\nabla) \eta \xi^c) \sigma^\mu_{ab} (\sigma^{\nu cd} \sigma^\eta_{cb} - \sigma^{\eta cd} \sigma^\nu_{cb}) \delta g_{\mu \nu} \]
and since we have

\[ (\sigma^\mu_{ad} \sigma^{\nu cd} \sigma^\eta_{cb} - \sigma^\nu_{ad} \sigma^{\eta cd} \sigma^\mu_{cb}) \delta g_{\mu \nu} = 0, \]

as it is a product of symmetric and antisymmetric tensors, we get

\[ I_1 = 2i \int \frac{1}{8} (\xi^a (\nabla) \eta \xi^b + \xi^b (\nabla) \eta \xi^a) (\sigma^\eta_{ad} \sigma^{\nu cd} \sigma^\mu_{cb} - \sigma^\mu_{ad} \sigma^{\nu cd} \sigma^\eta_{cb}) \delta g_{\mu \nu}. \]
Symmetrizing this we get

\[ I_1 = 2i \int \left( \frac{1}{16} (\xi^b \{\nabla\}_\eta \xi^a + \xi^b \{\nabla\}_\eta \xi^a) \right) \]
\[ \left( \sigma^\eta_{\; a d} \sigma^{\nu c d} \sigma^\mu_{\; c b} + \sigma^\eta_{\; a d} \sigma^{\mu d a} \sigma^\nu_{\; c b} - \sigma^\mu_{\; a d} \sigma^{\nu c d} \sigma^\eta_{\; c b} - \sigma^\nu_{\; a d} \sigma^{\mu c d} \sigma^\eta_{\; c b} \right) \delta g_{\mu \nu}. \]

A lengthy but straightforward calculation shows that

\[ \sigma^\eta_{\; a d} \sigma^{\nu c d} \sigma^\mu_{\; c b} + \sigma^\eta_{\; a d} \sigma^{\mu d a} \sigma^\nu_{\; c b} - \sigma^\mu_{\; a d} \sigma^{\nu c d} \sigma^\eta_{\; c b} - \sigma^\nu_{\; a d} \sigma^{\mu c d} \sigma^\eta_{\; c b} = 0. \] (B.12)

Hence, we have shown that the terms involving \( \delta \{\nabla\} \xi \) do not contribute to the variation, i.e.

\[ I_1 = 2i \int \xi^a \sigma^\eta_{\; a b} (\delta \{\nabla\} \xi^a) - 2i \int (\delta \{\nabla\} \eta \xi^a) \sigma^\eta_{\; a b} \xi^b = 0. \] (B.13)

Finally, we return to the variation of the whole action, which after some simplification becomes

\[ \frac{\delta S}{\delta g} = 2i \int \left( -\frac{1}{4} \xi^a \sigma^\nu_{\; a b} \{\nabla\}^\mu \xi^b - \frac{1}{4} \xi^a \sigma^\mu_{\; a b} \{\nabla\}^\nu \xi^b + \frac{1}{4} \{\nabla\}^\nu \xi^a \right) \sigma^\nu_{\; a b} \xi^b 
+ \frac{1}{4} \{\nabla\}^\nu \xi^a \right) \sigma^\mu_{\; a b} \xi^b + \frac{1}{4} \{\nabla\}^\nu \xi^a \right) \sigma^\nu_{\; a b} \xi^b \right) \delta g_{\mu \nu}, \]

or, after regrouping the terms

\[ \frac{\delta S}{\delta g} = \frac{i}{2} \int \left( \sigma^\nu_{\; a b} (\{\nabla\}^\mu \xi^a) \xi^b - \xi^a \{\nabla\}^\mu \xi^b \right) + \sigma^\mu_{\; a b} (\{\nabla\}^\nu \xi^a) \xi^b - \xi^a \{\nabla\}^\nu \xi^b \right) \delta g_{\mu \nu} 
+ i \int \left( \xi^a \sigma^\eta_{\; a b} (\{\nabla\}^\mu \xi^a) \xi^b - \xi^a \{\nabla\}^\mu \xi^b \right) \delta g_{\mu \nu}. \]

So the energy momentum tensor of the action (B.1) is

\[ E^\mu_{\nu} = \frac{i}{2} \left[ \sigma^\mu_{\; a b} \left( \xi^b (\nabla^\mu \xi^a) - \xi^a (\nabla^\mu \xi^b) \right) + \sigma^\mu_{\; a b} \left( \xi^b (\nabla^\nu \xi^a) - \xi^a (\nabla^\nu \xi^b) \right) \right] 
+ i \left( \xi^a \sigma^\eta_{\; a b} (\{\nabla\}^\mu \xi^a) \xi^b - (\{\nabla\}^\mu \xi^a) \sigma^\eta_{\; a b} \xi^b \right) g_{\mu \nu}, \]

which is exactly equation (5.13).
Appendix C

Explicit Variations of Certain Quadratic Forms

In this Appendix we provide the details for the variations of the quadratic forms on curvature used in this thesis. Following the principles of metric–affine gravity, we give both the variations with respect to the metric and the connection.

The following result will be useful in all the calculations:

**Proposition C.0.2.** Let \((M,g)\) be a (pseudo-)Riemannian manifold. Under the variation \(g_{\mu\nu} \rightarrow g_{\mu\nu} + \delta(g_{\mu\nu})\) and \(g_{\mu\nu}, \det g\) change as

1. \(\delta g^{\mu\nu} = -g^{\mu\kappa} g^{\lambda\nu} \delta g_{\kappa\lambda}\)
2. \(\delta \det g_{\mu\nu} = \det g_{\mu\nu} g^{\mu\nu} \delta g_{\mu\nu} \quad \delta \sqrt{|\det g_{\mu\nu}|} = \frac{1}{2} \sqrt{|\det g_{\mu\nu}|} g^{\mu\nu} \delta g_{\mu\nu}.\)

**C.1 Variation of** \(\int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu\nu}\)

The first variation we look at is very well known, as the variation of the action with respect to \(\Gamma\) produces the Yang–Mills equation for the affine connection, whilst the variation with respect to the metric \(g\) produces the so–called complementary Yang–Mills equation for the affine connection.

\(^1\)For the proof, see, for example, [61]
C.1.1 Variation with respect to the connection

This is a well known calculation, see for example Section 4 of [87]. Here we provide the details.

As we are varying the curvature independently, it is clear that

\[ \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu\nu} = 2 \int (\delta R^\kappa_{\lambda\mu\nu}) R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|}. \]

From the definition of curvature (2.8), we get

\[ \delta R^\kappa_{\lambda\mu\nu} = \partial_\mu (\delta \Gamma^\kappa_{\nu\lambda}) - \partial_\nu (\delta \Gamma^\kappa_{\mu\lambda}) + \left( \delta \Gamma^\kappa_{\mu\eta} \right) \Gamma^\eta_{\nu\lambda} + \Gamma^\kappa_{\mu\eta} \delta \Gamma^\eta_{\nu\lambda} - \left( \delta \Gamma^\kappa_{\nu\eta} \right) \Gamma^\eta_{\mu\lambda} - \Gamma^\kappa_{\nu\eta} \delta \Gamma^\eta_{\mu\lambda}. \quad \text{(C.1)} \]

Substituting equation (C.1) into the action and integrating the first two terms by parts, we get

\[ \frac{1}{2} \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu\nu} = - \int (\delta \Gamma^\kappa_{\nu\lambda}) \partial_\mu \left( R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|} \right) \sqrt{|\det g|} \]

\[ + \int (\delta \Gamma^\kappa_{\mu\lambda}) \partial_\nu \left( R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|} \right) \sqrt{|\det g|} \]

\[ + \int (\delta \Gamma^\kappa_{\mu\eta}) \Gamma^\eta_{\nu\lambda} R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|} \]

\[ + \int \Gamma^\kappa_{\mu\eta} (\delta \Gamma^\eta_{\nu\lambda}) R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|} \]

\[ - \int (\delta \Gamma^\kappa_{\nu\eta}) \Gamma^\eta_{\mu\lambda} R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|} \]

\[ - \int \Gamma^\kappa_{\nu\eta} (\delta \Gamma^\eta_{\mu\lambda}) R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|}. \]

Renaming some indices and using the fact that for any curvature \( R^\kappa_{\lambda\mu\nu} = -R^\kappa_{\lambda\nu\mu} \), we get that

\[ \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu\nu} = 4 \int (\delta \Gamma^\kappa_{\mu\lambda}) \partial_\nu \left( R^\lambda_{\kappa\mu\nu} \sqrt{|\det g|} \right) \sqrt{|\det g|} \]

\[ + 4 \int (\delta \Gamma^\kappa_{\mu\lambda}) \left( \Gamma^\lambda_{\nu\eta} R^\eta_{\kappa\mu\nu} - \Gamma^\kappa_{\nu\mu} R^\lambda_{\eta\mu\nu} \right) \sqrt{|\det g|} \]

\[ = 4 \int (\delta \Gamma_{\mu}) \frac{1}{\sqrt{|\det g|}} (\partial_\nu [\Gamma_{\nu}, \cdot]) \left( \sqrt{|\det g|} R^\mu_{\nu} \right) \sqrt{|\det g|}. \]
which clearly yields the Yang–Mills equation for the affine connection, i.e.

\[ \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa}{}^{\mu\nu} = 4 \int (\delta_{\text{YM}} R^{\mu\nu}) (\delta \Gamma)_\mu \]  

(C.2)

where \((\delta_{\text{YM}} R)^\mu := \frac{1}{\sqrt{|\det g|}} (\partial_\nu + [\Gamma_\nu, \cdot]) (\sqrt{|\det g|} R^{\mu\nu})\) is the Yang–Mills divergence.

### C.1.2 Variation with respect to the metric

This calculation yields the so called complementary Yang–Mills equation for the affine connection. We have to look at all the terms involving the metric, i.e.

\[ \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa}{}^{\mu\nu} = \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa}{}^{\mu\nu} \sqrt{|\det g|} \]

\[ = \int \delta \left( R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu'}{}^{\nu'} g^{\mu'\nu'} \sqrt{|\det g_{\alpha\beta}|} \right) \]

\[ = \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu'}{}^{\nu'} \left( (\delta g^{\mu'\nu'}) g^{\nu'\alpha} \sqrt{|\det g_{\alpha\beta}|} \right) \]

\[ + g^{\mu'\nu'} \left( \delta g^{\mu'\nu'} \right) \sqrt{|\det g_{\alpha\beta}|} + g^{\mu'\nu'} \left( \delta \sqrt{|\det g_{\alpha\beta}|} \right) \]

Using Proposition C.0.2 we get that

\[ \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa}{}^{\mu\nu} = \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa\mu'}{}^{\nu'} (\delta g_{\alpha\beta}) \left[ -g^{\nu'} g^{\mu'\alpha} - g^{\mu'\nu'\beta} g^{\beta} - \frac{1}{2} g^{\mu'\nu'} g^{\alpha\beta} \right] \]

\[ = - \int (\delta g_{\alpha\beta}) \left( R^\kappa_{\lambda\mu} R^\lambda_{\kappa}{}^{\nu\beta} + R^\kappa_{\lambda\mu} R^\lambda_{\kappa}{}^{\mu\beta} - \frac{1}{2} g^{\alpha\beta} R^\kappa_{\lambda\mu} R^\lambda_{\kappa}{}^{\mu\nu} \right). \]

Just renaming some contraction indices, we get that

\[ \delta \int R^\kappa_{\lambda\mu\nu} R^\lambda_{\kappa}{}^{\mu\nu} = -2 \int (\delta g_{\alpha\beta}) \left( R^\kappa_{\lambda\mu} R^\lambda_{\kappa}{}^{\nu\beta} - \frac{1}{4} g^{\alpha\beta} R^\kappa_{\lambda\mu} R^\lambda_{\kappa}{}^{\mu\nu} \right). \]  

(C.3)

Hence we confirm that the complementary Yang-Mills equation is equivalent to

\[ H - \frac{1}{4} (\text{tr } H) \delta = 0, \]  

(C.4)
where \( H = H_\nu^\mu := R^\kappa_{\lambda\nu\rho} R^\lambda_{\kappa} \mu \rho \) and \( \delta = \delta_\nu^\mu \) is the identity tensor.

### C.2 Variation of \( \int R\text{ic}_{\mu\nu} R\text{ic}^{\mu\nu} \)

Here we look at the variation of Ricci curvature squared. Note that, for brevity and clarity, contortion \( K \) (2.3) is used in the calculations.

#### C.2.1 Variation with respect to the connection

Using equation (C.1) and making one contraction to get Ricci curvature, we get

\[
\delta \text{Ric}_{\mu\nu} = \partial_\kappa \delta \Gamma^\kappa_{\nu\mu} - \delta^\lambda_{\kappa} \partial_\nu \delta \Gamma^\kappa_{\lambda\mu} + \delta^\lambda_{\kappa} (\delta \Gamma^\kappa_{\nu\eta}) \Gamma^\eta_{\nu\mu} + \Gamma^\kappa_{\mu\eta} \delta \Gamma^\eta_{\nu\mu} - (\delta \Gamma^\kappa_{\nu\eta}) \Gamma^\eta_{\kappa\mu} - \Gamma^\kappa_{\nu\eta} \delta \Gamma^\eta_{\kappa\mu}. \tag{C.5}
\]

Now, since

\[
\delta \int \text{Ric}_{\mu\nu} \text{Ric}^{\mu\nu} = \int (\delta \text{Ric}_{\mu\nu}) \text{Ric}^{\mu\nu} + \int \text{Ric}_{\mu\nu} (\delta \text{Ric}^{\mu\nu}) = 2 \int (\delta \text{Ric}_{\mu\nu}) \text{Ric}^{\mu\nu},
\]

we get, substituting (C.5) into the above and integrating the first two terms by parts, that

\[
\frac{1}{2} \delta \int \text{Ric}_{\mu\nu} \text{Ric}^{\mu\nu} = - \int (\delta \Gamma^\kappa_{\nu\mu}) \partial_\kappa \left( \sqrt{|\det g|} \text{Ric}^{\mu\nu} \right) \frac{\sqrt{|\det g|}}{\sqrt{|\det g|}}
+ \int (\delta \Gamma^\kappa_{\lambda\mu}) \delta^\lambda_{\kappa} \partial_\nu \left( \sqrt{|\det g|} \text{Ric}^{\mu\nu} \right) \frac{\sqrt{|\det g|}}{\sqrt{|\det g|}}
+ \int \left[ \delta^\lambda_{\kappa} (\delta \Gamma^\kappa_{\nu\eta}) \Gamma^\eta_{\nu\mu} + \Gamma^\kappa_{\mu\eta} \delta \Gamma^\eta_{\nu\mu} - (\delta \Gamma^\kappa_{\nu\eta}) \Gamma^\eta_{\kappa\mu} - \Gamma^\kappa_{\nu\eta} \delta \Gamma^\eta_{\kappa\mu} \right] \text{Ric}^{\mu\nu} \frac{1}{\sqrt{|\det g|}}
+ \int (\delta \Gamma^\kappa_{\nu\mu}) \left[ - \partial_\kappa \left( \sqrt{|\det g|} \text{Ric}^{\mu\nu} \right) \right] \frac{1}{\sqrt{|\det g|}}
+ \delta^\nu_{\kappa} \partial_\lambda \left( \sqrt{|\det g|} \text{Ric}^{\mu\lambda} \right) \frac{1}{\sqrt{|\det g|}}
+ \delta^\nu_{\kappa} \Gamma^\mu_{\lambda\eta} \text{Ric}^{\eta\lambda} + \Gamma^\eta_{\nu\kappa} \text{Ric}^{\mu\eta}
\]
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by just renaming some indices to put everything together. Now, expanding the partial
derivatives, expressing the connection as \( \Gamma = \{\Gamma\} + \mathcal{K} \) and using the fact that
\[
\{\Gamma\}^{\alpha}_{\beta\alpha} = \frac{\partial |\det g|}{|2 \det g|}, \tag{C.6}
\]
we get that
\[
\frac{1}{2} \delta \int Ric_{\mu\nu}Ric^{\mu\nu} = \int (\delta \Gamma^\kappa_{\nu\mu}) \left[ -\partial_{\kappa}Ric^{\mu\nu} - \{\Gamma\}^{\eta}_{\eta\kappa}Ric^{\mu\nu} + \delta^\nu_{\kappa} \partial_{\lambda}Ric^{\mu\lambda} + \delta^\nu_{\kappa} \{\Gamma\}^{\eta}_{\eta\lambda}Ric^{\mu\lambda} + \delta^\nu_{\kappa} \left( \{\Gamma\}^{\mu\lambda}_{\lambda\eta}Ric^{\eta\lambda} + \{\Gamma\}^{\nu}_{\eta\kappa}Ric^{\kappa\nu} \right) - \{\Gamma\}^{\mu\kappa}_{\kappa\eta}Ric^{\eta\nu} - \{\Gamma\}^{\eta}_{\mu\kappa}Ric^{\kappa\eta} - \{\Gamma\}^{\nu\kappa}_{\kappa\eta}Ric^{\eta\nu} - \{\Gamma\}^{\nu}_{\eta\kappa}Ric^{\kappa\nu} \right]
\]
\[
= \int (\delta \Gamma^\kappa_{\nu\mu}) \left[ -\partial_{\kappa}Ric^{\mu\nu} + \{\Gamma\}^{\mu}_{\kappa\eta}Ric^{\eta\nu} + \{\Gamma\}^{\nu}_{\eta\kappa}Ric^{\kappa\eta} \right] + \delta^\nu_{\kappa} \partial_{\lambda}Ric^{\mu\lambda} + \{\Gamma\}^{\mu}_{\lambda\eta}Ric^{\eta\lambda} + \{\Gamma\}^{\nu}_{\lambda\eta}Ric^{\kappa\nu} + \delta^\nu_{\kappa} \left( K^\mu_{\mu\kappa}Ric^{\eta\lambda} + K^\eta_{\eta\kappa}Ric^{\kappa\nu} - K^\kappa_{\kappa\eta}Ric^{\kappa\nu} - K^\kappa_{\kappa\nu}Ric^{\kappa\nu} \right)
\]
\[
= \int (\delta \Gamma^\kappa_{\nu\mu}) \left[ -\nabla_{\kappa}Ric^{\mu\nu} + \delta^\nu_{\kappa} \nabla_{\lambda}Ric^{\mu\lambda} + \delta^\nu_{\kappa} K^\mu_{\mu\kappa}Ric^{\eta\lambda} + \delta^\nu_{\kappa} K^\eta_{\eta\kappa}Ric^{\kappa\nu} - \delta^\nu_{\kappa} K^\kappa_{\kappa\eta}Ric^{\kappa\nu} - \delta^\nu_{\kappa} K^\kappa_{\kappa\nu}Ric^{\kappa\nu} \right].
\]
Alternatively, if we take the version with the covariant derivative with the full connection (\( \nabla \) instead of \( \{\nabla\} \)), we have the following
\[
\delta \int Ric_{\mu\nu}Ric^{\mu\nu} = 2 \int (\delta \Gamma^\kappa_{\nu\mu}) \left[ -\nabla_{\kappa}Ric^{\mu\nu} + \delta^\nu_{\kappa} \nabla_{\lambda}Ric^{\mu\lambda} + K^\nu_{\kappa\eta}Ric^{\kappa\eta} - K^\nu_{\kappa\kappa}Ric^{\kappa\nu} + K^\eta_{\kappa\kappa}Ric^{\kappa\nu} - K^\nu_{\kappa\eta}Ric^{\kappa\nu} \right]. \tag{C.7}
\]
C.2.2 Variation with respect to the metric

Now we vary $\int \text{Ric}^{\mu\nu} \text{Ric}^{\mu\nu}$ with respect to the metric. It goes as follows:

$$\delta \int \text{Ric}_{\mu\nu} \text{Ric}^{\mu\nu} = \int \delta \left( \text{Ric}_{\mu\nu} \text{Ric}_{\mu'\nu'} g^{\mu\nu'} g^{\nu\mu'} \sqrt{|\text{det} g_{\alpha\beta}|} \right),$$

which then becomes, using Proposition C.0.2

$$\delta \int \text{Ric}_{\mu\nu} \text{Ric}^{\mu\nu} = \int \text{Ric}_{\mu\nu} \text{Ric}_{\mu'\nu'} (\delta g_{\alpha\beta}) \left( -g^{\nu\mu} g^{\beta\mu'} - g^{\mu\nu} g^{\alpha\nu'} + \frac{1}{2} g^{\mu\nu} g^{\alpha\beta} \delta g_{\alpha\beta} \right).$$

Hence, we get that the metric variation of Ricci squared is

$$\delta \int \text{Ric}_{\mu\nu} \text{Ric}^{\mu\nu} = \int (\delta g_{\alpha\beta}) \left( -\text{Ric}^{\beta\nu} \text{Ric}_{\nu}^{\beta} - \text{Ric}^{\alpha\mu} \text{Ric}_{\mu}^{\alpha} + \frac{1}{2} \text{Ric}_{\mu\nu} \text{Ric}^{\mu\nu} g^{\alpha\beta} \right).$$

(C.8)

C.3 Variation of $\int \text{Ric}^{\mu\nu} \text{Ric}_{\mu\nu}^{(2)}$

These are the calculations used in determining the variation of $\int (P_{-}, P_{+})$ in Section 4.1.1

C.3.1 Variation with respect to the connection

We are only interested in viewing what happens to $\int (\delta \text{Ric}^{(2)}_{\mu\nu}) \text{Ric}^{\mu\nu}$, as the other variation doesn’t give us anything new. This is also all we need for the purposes of the thesis.

Similarly to the approach used in Appendix C.2 using formula (C.1) and the fact that

$$\delta \text{Ric}^{(2)}_{\mu\nu} = \delta R^{\kappa}_{\lambda\mu} \kappa = g^{\lambda\mu} \delta R^{\kappa}_{\lambda\mu},$$
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we get that

\[
\int (\delta \text{Ric}^{(2)}_{\mu\nu}) \text{Ric}^\nu = \int (\delta \text{Ric}^{(2)}_{\kappa \nu}) \text{Ric}_\kappa^\nu
\]

\[
= \int \frac{\sqrt{\text{det } g}}{\sqrt{\text{det } g}} \left( \delta \Gamma^\kappa_{\nu\lambda} \right)
\]

\[
= \int \frac{1}{\sqrt{\text{det } g}} \left[ \left( -g^{\lambda \mu} \text{Ric}_\kappa^\nu + g^{\lambda \nu} \text{Ric}_\kappa^\mu \right) \right]
\]

\[
\partial_\mu \left( \frac{1}{\sqrt{\text{det } g}} \left( -g^{\lambda \mu} \text{Ric}_\kappa^\nu + g^{\lambda \nu} \text{Ric}_\kappa^\mu \right) \right)
\]

\[
+ g^{\eta \nu} \Gamma^\lambda_{\mu \eta} \text{Ric}_\kappa^\mu - g^{\eta \mu} \Gamma^\lambda_{\mu \eta} \text{Ric}_\kappa^\nu
\]

\[
+ g^{\mu \nu} \Gamma^\kappa_{\mu \kappa} \text{Ric}_\eta^\nu - g^{\lambda \nu} \Gamma^\kappa_{\mu \kappa} \text{Ric}_\eta^\mu \right]
\]

\[
= \int \left( \delta \Gamma^\kappa_{\nu\lambda} \right) \left\{ \frac{1}{\sqrt{\text{det } g}} \left[ -g^{\lambda \mu} \partial_\mu (\sqrt{\text{det } g} \text{Ric}_\kappa^\nu) \right]
\]

\[
+ g^{\lambda \nu} \partial_\mu (\sqrt{\text{det } g} \text{Ric}_\kappa^\mu) \right]
\]

\[
- \partial_\mu g^{\lambda \mu} \text{Ric}_\kappa^\nu + \partial_\mu g^{\lambda \nu} \text{Ric}_\kappa^\mu + g^{\eta \nu} \Gamma^\lambda_{\mu \eta} \text{Ric}_\kappa^\mu
\]

\[
- g^{\mu \nu} \Gamma^\kappa_{\mu \eta} \text{Ric}_\eta^\nu + g^{\lambda \nu} \Gamma^\kappa_{\mu \eta} \text{Ric}_\eta^\mu
\]

\[
= \int \left( \delta \Gamma^\kappa_{\nu\lambda} \right) \left\{ \frac{1}{\sqrt{\text{det } g}} \left[ -g^{\lambda \mu} \partial_\mu (\sqrt{\text{det } g} \text{Ric}_\kappa^\nu) \right]
\]

\[
+ g^{\lambda \nu} \partial_\mu (\sqrt{\text{det } g} \text{Ric}_\kappa^\mu) \right]
\]

\[
- (\nabla_\mu g)^{\lambda \nu} \text{Ric}_\kappa^\nu + (\nabla_\mu g)^{\lambda \nu} \text{Ric}_\kappa^\mu
\]

\[
+ g^{\lambda \nu} \Gamma^\mu_{\mu \eta} \text{Ric}_\kappa^\nu - g^{\lambda \nu} \Gamma^\mu_{\eta \mu} \text{Ric}_\kappa^\mu
\]

\[
+ g^{\lambda \nu} \Gamma^\mu_{\mu \kappa} \text{Ric}_\kappa^\nu - g^{\lambda \nu} \Gamma^\mu_{\mu \kappa} \text{Ric}_\kappa^\mu \right\},
\]

completing the covariant derivative for $g$. Now, differentiating and using equation
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(C.6), we get that

\[
\int (\delta \text{Ric}(^{(2)}_{\mu \nu}) \text{Ric}^{\mu \nu}) = \int (\delta \Gamma^{\kappa \nu \lambda}) \left[ -g^{\lambda \mu} \frac{\partial_R}{2|g|} \text{Ric}^{\kappa \nu} - g^{\lambda \mu} \partial_R \text{Ric}^{\kappa \nu} \\
+ g^{\lambda \nu} \partial_R \frac{|\det g|}{2|g|} \text{Ric}^{\mu \kappa} + g^{\lambda \nu} \partial_R \mu \text{Ric}^{\mu \kappa} - (\nabla_R g)^{\lambda \mu} \text{Ric}^{\kappa \nu} \\
+ (\nabla_R g)^{\lambda \nu} \text{Ric}^{\mu \kappa} + g^{\lambda \eta} \partial_R \eta \frac{|\det g|}{2|g|} \text{Ric}^{\mu \nu} + g^{\lambda \eta} K^{\mu \eta} \text{Ric}^{\kappa \nu} \\
- g^{\lambda \eta} \Gamma^{\kappa \mu \eta} \text{Ric}^{\alpha \nu} + g^{\lambda \mu} \Gamma^{\eta \mu \kappa} \text{Ric}^{\eta \nu} - g^{\lambda \nu} \Gamma^{\eta \mu \kappa} \text{Ric}^{\eta \mu} \right] \\
= \int (\delta \Gamma^{\kappa \nu \lambda}) \left[ -g^{\lambda \mu} (\nabla \text{Ric})_{\kappa \nu} + g^{\lambda \nu} \partial_R \frac{|\det g|}{2|g|} \text{Ric}^{\mu \kappa} \\
+ g^{\lambda \nu} \partial_R \text{Ric}^{\mu \kappa} - (\nabla_R g)^{\lambda \mu} \text{Ric}^{\kappa \nu} + (\nabla_R g)^{\lambda \nu} \text{Ric}^{\mu \kappa} \\
- g^{\lambda \mu} K^{\nu \eta} \text{Ric}^{\eta \kappa} + g^{\lambda \mu} K^{\nu \mu \kappa} \text{Ric}^{\eta \nu} + g^{\lambda \nu} K^{\mu \eta \kappa} \text{Ric}^{\kappa \nu} \\
- g^{\lambda \nu} \Gamma^{\mu \kappa \eta} \text{Ric}^{\kappa \eta} + g^{\lambda \nu} \Gamma^{\mu \kappa \eta} \text{Ric}^{\kappa \eta} - g^{\lambda \nu} \Gamma^{\mu \kappa \eta} \text{Ric}^{\kappa \eta} \right] \\
= \int (\delta \Gamma^{\kappa \nu \lambda}) \left[ -g^{\lambda \mu} (\nabla \text{Ric})_{\kappa \nu} + g^{\lambda \nu} \partial_R \frac{|\det g|}{2|g|} \text{Ric}^{\mu \kappa} \\
+ g^{\lambda \nu} (\partial_R \text{Ric}^{\kappa \nu} + \Gamma^{\nu \mu \eta} \text{Ric}^{\eta \kappa} - \Gamma^{\nu \mu \kappa} \text{Ric}^{\eta \nu}) \\
- (\nabla_R g)^{\lambda \mu} \text{Ric}^{\kappa \nu} + (\nabla_R g)^{\lambda \nu} \text{Ric}^{\mu \kappa} \\
- g^{\lambda \mu} K^{\nu \eta} \text{Ric}^{\eta \kappa} + g^{\lambda \nu} K^{\eta \mu \kappa} \text{Ric}^{\eta \nu} \\
+ g^{\lambda \nu} K^{\mu \eta \kappa} \text{Ric}^{\kappa \nu} - g^{\lambda \nu} K^{\mu \eta \kappa} \text{Ric}^{\kappa \nu} - g^{\lambda \nu} \Gamma^{\nu \mu \eta} \text{Ric}^{\kappa \eta} \right] \\
= \int (\delta \Gamma^{\kappa \nu \lambda}) \left[ -g^{\lambda \mu} (\nabla \text{Ric})_{\kappa \nu} + g^{\lambda \nu} \partial_R \frac{|\det g|}{2|g|} \text{Ric}^{\mu \kappa} \\
+ g^{\lambda \nu} (\nabla \text{Ric})^{\nu \kappa} - (\nabla_R g)^{\lambda \mu} \text{Ric}^{\kappa \nu} + (\nabla_R g)^{\lambda \nu} \text{Ric}^{\mu \kappa} \\
- g^{\lambda \mu} K^{\nu \eta} \text{Ric}^{\eta \kappa} + g^{\lambda \nu} K^{\eta \mu \kappa} \text{Ric}^{\eta \nu} + g^{\lambda \nu} K^{\mu \eta \kappa} \text{Ric}^{\kappa \nu} \\
- g^{\lambda \nu} \Gamma^{\nu \mu \eta} \text{Ric}^{\kappa \eta} - g^{\lambda \nu} \partial_R \frac{|\det g|}{2|g|} \text{Ric}^{\mu \kappa} \right],
\]
Hence we get that

\[
\int \left( \delta R \text{ic}^{(2)}_{\mu\nu} \right) R \text{ic}^{\mu\nu} = \int \left( \delta \Gamma^\kappa_{\nu\lambda} \right) \left[ -g^{\lambda\mu} \left( \nabla \right)_\mu \left( \nabla \right)_\kappa \right] + g^{\lambda\nu} \left( \nabla \right)_\mu \left( \nabla \right)_\kappa + (\nabla g)^{\lambda\mu} R \text{ic}^{\kappa\nu} + (\nabla g)^{\lambda\nu} R \text{ic}^{\kappa\mu} - g^{\lambda\mu} K^{\kappa\nu}_{\eta\mu} R \text{ic}^{\eta\kappa} + g^{\lambda\eta} K^{\mu\nu}_{\eta\mu} R \text{ic}^{\kappa\eta} + g^{\lambda\mu} K^{\kappa\nu}_{\mu\eta} R \text{ic}^{\eta\nu} - g^{\lambda\nu} K^{\mu\nu}_{\mu\eta} R \text{ic}^{\kappa\eta},
\]

and this is a tensor. We can also write this (using full covariant derivative \( \nabla \) instead of \( \{\nabla\} \)) as:

\[
\int \left( \delta R \text{ic}^{(2)}_{\mu\nu} \right) R \text{ic}^{\mu\nu} = \int \left( \delta \Gamma^\kappa_{\nu\lambda} \right) \left[ -g^{\lambda\mu} \left( \nabla \right)_\mu \left( \nabla \right)_\kappa \right] + g^{\lambda\nu} \left( \nabla \right)_\mu \left( \nabla \right)_\kappa \quad \text{(C.9)}
\]

\[
\quad - (\nabla g)^{\lambda\mu} R \text{ic}^{\kappa\nu} + (\nabla g)^{\lambda\nu} R \text{ic}^{\kappa\mu} - g^{\lambda\mu} K^{\kappa\nu}_{\eta\mu} R \text{ic}^{\eta\kappa} + g^{\lambda\eta} K^{\mu\nu}_{\eta\mu} R \text{ic}^{\kappa\eta} + g^{\lambda\mu} K^{\kappa\nu}_{\mu\eta} R \text{ic}^{\eta\nu} - g^{\lambda\nu} K^{\mu\nu}_{\mu\eta} R \text{ic}^{\kappa\eta}.
\]

### C.3.2 Variation with respect to the metric

In an almost identical way as in part C.2.2, using Proposition C.0.2 we obtain that the metric variation is

\[
\delta \int R \text{ic}^{(2)}_{\kappa\nu} R \text{ic}^{\nu\kappa} = \int \left( \delta g_{\alpha\beta} \right) \left[ -R^{\kappa\alpha\beta}_{\nu\mu} R \text{ic}^{\nu\kappa} - R \text{ic}^{(2)}_{\kappa\alpha} R \text{ic}^{\beta\kappa} + \frac{1}{2} g^{\alpha\beta} R \text{ic}^{(2)}_{\nu\mu} R \text{ic}^{\nu\kappa} \right] \quad \text{(C.10)}
\]
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