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Gang Ren
Gestural interaction has been investigated as an interaction technique for many years and could potentially deliver more natural and intuitive methods for human computer interaction. As a novel input mode compared to traditional input devices such as keyboard and mouse, researchers have been applying gestural interaction in many different domains. There are many different gestural interaction methods and systems which have been built for both research and mass production. However, most previous gesture user interfaces rely on hand held devices or the wearing of fiducial markers for gesture tracking. The freehand gestures, which are tracked by distance sensors without requiring users to hold or wear special devices, are not fully explored in previous research. Considering that freehand gestural interaction could be easier to use and deployed for ordinary users in every day life, further research should be conducted for designing effective freehand gestural interaction.

In an effort to extend the knowledge and understanding of human factors and interaction design issues relating to freehand gestural interaction, we first provided a review of related works, and analysed the characteristics, design space as well as the design challenges and opportunities of freehand gestural interaction. We then progressively investigated several aspects of freehand gestural interaction including option selection in 2D and 3D layout, object selection in densely populated environments and 3D navigation in public settings. Based on the interaction design, prototype development and user evaluations, we gave the results of user performance, behaviour and preference. We also compared our findings with previous research to extend the state of art. Furthermore, we extended the discussions to a set of practical design suggestions for effective freehand gestural interaction design for different scenarios and interaction tasks. We concluded the directions for the future development of freehand gestural interaction technologies and methods in the end of the thesis.
At the time of submission, several sections of work from this thesis have previously appeared in peer-reviewed publications. In the following list the full references for these publications are given.
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CHAPTER 1

INTRODUCTION

1.1 Background and Motivation

In recent years, we have witnessed the huge commercial success of multi-touch interactive products and their widespread adoption for use in many areas. The most compelling characteristics of touch interaction are the directness, fluidity and immediacy. Successful touch sensitive interactive surfaces do not require the user to hold or wear any special devices or markers; they support spontaneous and direct freehand interaction.

However, touch screens are not suitable in some scenarios. For example, users increasingly expect more interactive experiences with public displays or TVs for applications which may include learning, gaming, urban visualization and planning. In such cases, users normally keep a certain distance from the display. As touch screens are normally installed close to or even contiguous with the screen, it is not suitable for these scenarios. Touch on two dimensional space (2D) surfaces is not suitable for interaction in three dimensional spaces (3D). Although the use of 3D computer graphics is important in a very wide range of applications, user interaction with 3D applications is still challenging and often does not lend itself to established techniques which have been developed primarily for 2D desktop interaction or touch screen.

Meanwhile, many 3D user interfaces now rely on tracking hand-held devices or fiducial markers attached to the user. For example, Wii remote ¹, and other hand-held devices can be used for 3D interaction in many areas [155, 111, 49, 62]. Fiducial markers have also been applied in animation and interaction [79, 171, 70]. However, these techniques could be cumbersome or entirely inappropriate in situations in which users do not want to hold or to wear special devices to interact, such as interactive displays in shopping malls or public spaces.

¹http://www.nintendo.com/wii
Thus, extending the fluidity and immediacy of touch screens to freehand gestural user interfaces is a potentially fruitful direction for interaction design. This is especially the case where the 2D desktop devices, touch sensitive interaction techniques or handheld devices are not suitable. Currently, reasonably accurate 3D sensing techniques which can recognize freehand movements with a single camera are now beginning to be commercially available at low cost (e.g. Microsoft Kinect, Asus Xtion). This type of input device does not require on-body attachments or hands-on tracked devices, thus enabling very low configuration interaction. With such input techniques, users can use the interactive system naturally with their hand or body movements and interact directly without complex commands. It also enables interaction with pervasive services and public displays without user set-up or configuration (e.g. wearing or holding specific devices, or connecting their personal devices to the system).

However, there are still many challenges for freehand gestural interaction in which the user’s gestures are tracked by a single low-cost camera. Firstly, freehand tracking with a single low-cost camera is currently not as accurate as desktop interaction devices (e.g. mouse), and is sometimes noisy. For example, the accuracy of the Microsoft Kinect depth sensor is about 3mm in the image plane and about 10mm in depth at a distance of 2 meters [180, 135]. Secondly, fine movements such as individual fingers or hand pose, as well as joint orientation cannot be tracked reliably with a single camera from a fixed angle. Thirdly, there is no tactile feedback when the hand is simply moving in the air, no physical device to click or tap, and no physical support for the arm or hand for freehand gestural interaction. Fourthly, it is difficult to design the gesture delimiters for freehand interaction [13]. Thus, many existing methods that require users to wear or hold additional equipment cannot be used directly in freehand gestural interaction.

Freehand gestural interaction is a rapidly developing technology, which could offer rich, natural and immersive user experiences to ordinary users with direct and easy interaction. However, there are many design challenges and questions in this area, such as design for fundamental interaction tasks, as well as users’ performance, behaviour and preferences, which are still largely unexplored. We are therefore motivated to investigate potential user interaction techniques to enable the effective freehand gestural interaction.

1.2 Problem Statement and Research Goals

Thanks to the recent development of freehand gestural tracking devices, freehand gestural interaction is now a rapidly developing interaction technique, and shows its potential in many scenarios and settings. However, freehand gestural interaction design remains
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2 http://www.microsoft.com/en-us/kinectforwindows/
3 http://www.asus.com/Multimedia/Xtion_PRO/
difficult, and its unique character does not lend itself to existing interaction techniques which have been developed primarily for 2D desktop interaction or touch screen.

Most previous research about gestural interaction is based on touch surface, hand-held devices or fiducial markers attached to the user. There is little work focusing on the the mid-air freehand gestural interaction without holding or attaching the tracking devices, and there is little knowledge about design methods, suggestions or users’ behaviour and preference. This creates problems for interaction designers: lack of interaction guidelines and experience may result in a less efficient design process and possibly less useful products. This is especially the case when designers try to simply borrow the design experiences and methods for 2D desktop or touch screen.

So, to achieve the research goal of designing effective freehand gestural interaction, we need to understand the design space of freehand gestural input, as well as its similarities and differences from other gestural input techniques such as touch surface, mouse, hand-hand devices and fiducial markers. Then, based on such understandings and previous research, we should investigate the design for freehand gestural interaction by a series of studies focusing on several important interaction tasks and scenarios. After a series of related design and evaluations, we can then provide the design suggestions and guidelines building upon the studies and findings.

As mentioned before, several main design challenges for freehand interaction include less accuracy, lack of fine movement tracking of fingers, no physical button or surface to click or tap. Thus, our research questions arise as follows:

- What are the characteristics and design challenges of freehand gestural interaction?
- How to design effective freehand interaction techniques?
  - How to address the problem of design of the interaction for gesture delimiters for freehand interaction?
  - How to design the interaction for accurate tasks to enable accurate and relaxed interaction with freehand gesture?
  - How to design the interaction for specific scenarios such as public displays, and what are users preferences and behaviours?
  - What are users’ behaviours and preferences when they perform freehand gestures with different freehand gestural interaction designs? What are the similarities and differences among freehand gestural input and other input devices?
- What are the suggestions and guidelines for designing effective freehand gestural interaction?
1.3 Organization of the Thesis

In this section, we presented an overview of the topics and their structure. First, we reviewed existing work on gestural interaction and selection techniques, and analysed the main characteristics and challenges of freehand interaction. In the following three chapters we then reported a series of studies investigating the design of freehand 3D gestural interaction which could be used in everyday applications without complex configurations or attached devices or markers. At the end we summarized the lessons learned, design suggestions and proposed future work and conclusions.

- Chapter 2. The related literature was reviewed in this chapter. We started with the taxonomy and usability of the gestural interaction. And then some more research examples of gestural interaction techniques, such as selection, text input and navigation techniques. At the end of this chapter we gave a detailed analysis of the design space, as well as the challenges and opportunities of the freehand gestural interaction. This chapter builds the ground for the following chapters.

- Chapter 3. As selection is a fundamental interaction task in many applications, this chapter investigates option selection as an exemplar task for freehand gestural interaction. We reported the design and evaluation of two option selection methods. The first study focuses on freehand menu selection in a 2D layout, illustrating how to leverage the successful 2D desktop and touch interaction design in freehand interaction design. The second study explores freehand 3D menu selection, showing how to extend 2D interaction to 3D interaction with freehand gestural interaction. Drawing on the results and findings from these studies, we discussed 3D freehand gestural interaction, proposing some design directions and examples of interaction techniques for effective and usable freehand gestural selection in 2D and 3D environments.

- Chapter 4. Based on the design and findings in Chapter 3, this chapter investigates target selection techniques in dense and occluded 3D environments, suggesting how we might design freehand 3D interfaces by extending lessons from experiences with body-attached or hand-held 3D tracking devices. We report the design and evaluation of two experiments. The first one is target selection in dense and occluded 3D environment, and the second one is text entry with a virtual keyboard. The findings from the design and evaluation of different selection method layouts are reported.

- Chapter 5. In this chapter, we investigated the usage of freehand gestural interaction in public settings and 3D navigation task. We proposed gestural navigation techniques for interactive public displays. We conducted two evaluations, a formal, quantitative lab experiment and an informal, qualitative field study.
to investigate some potential gestural interaction techniques and compared them with traditional desktop interaction techniques using keyboard and mouse. Our results showed no significant difference in navigation performance between free-hand gestural and keyboard/mouse navigation techniques. However, the gestural interaction provided a more natural experience in both individual and public environments.

- Chapter 6. We concluded the thesis in this final chapter. We summarized the main findings, design methods and suggestions found in the reported studies, as well as the future work directions of freehand gestural interaction.

1.4 Contributions

In the process of addressing the research problems and going for the research goals, the following contributions are made:

- Analysis of the challenges, opportunities, and design space of freehand gestural interaction based on its features and characteristics.
- A set of design methods, evaluations and suggestions for freehand gestural interaction, including:
  - Menu selection
  - Object selection
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- Text entry
- Interaction in public settings

• Comparison of freehand gestural interaction and other interaction techniques, such as differences and similarities of design space, task performance and user behaviour.

• A set of general and practical design guidelines and recommendations for freehand gestural interaction designers.
2.1 Introduction

Gestural interaction has been investigated for a long time as an interaction technique, and could potentially deliver more natural and intuitive methods for human computer interaction. There are many different gestural interaction methods and systems which have been built for both research and mass production, and these previous work could be a solid foundation of this research. Thus, in this chapter, we provided a brief summary of related work from the perspective of taxonomy and usability of gestural interaction, as well as gestural input techniques, different gestural interaction techniques, and then we summarized the design space and design challenges of freehand gestural interaction in the end of this chapter.

2.2 Taxonomy and Usability of Gestural Interaction

Gestural interaction has been investigated for a long time and many different gesture types have been designed and evaluated, and efforts made to summarize and classify different types of gesture [94, 178, 169]. Karam and Schraefel [94] classified gesture styles as deictic, manipulation, gesticulation, semaphores and sign language. Deictic and manipulative gestures are similar to pointing and manipulating in real life interaction, and they can be used without special learning or training. Gesticulation is the gesturing that accompanies everyday speech so it too requires no special training. In contrast, semaphoric gesture and sign language require a dictionary and even grammatical structures, thus training is necessary before using these gesture types with interactive system. In a review in 2005, Karam and Schraefel [94] found most gesture systems do not focus on a single gesture style (Figure 2-1).

Semaphoric gesture and sign language can be useful in appropriate scenarios, and
provide powerful tools when they have been thoroughly learned [179, 20]. However, Norman [129] argues that complex gestures are usually not easy to learn and remember, lack critical clues and instant response, and it can be difficult to discover more functions and possibilities. Jetter et al. also argue that we need better model-worlds, not better gestures [89]. Using gesticulation and speech can be an effective means of freehand interaction in many areas, such as virtual object control [23, 16], medical applications [123] and multimedia control [43], however, the introduction of speech could also increase the learning demand and cognitive load.

Most gestures used for target selection or object control are deictic and manipulative gesture. We learn and use these gestures in everyday life. They depend on innate abilities [20], and can be performed directly and simultaneously [13]. Furthermore, the user’s gestures can lead to smooth continuous changes of the system state with immediate output [89]. Such directness, fluidity and immediacy are the most compelling characteristics of current 2D touch surface interaction: most existing interaction research for 2D computing provides the appealing features of direct manipulation [20] and walk-up-and-use [13] by using deictic and manipulative gestures.

The directness and immediacy of deictic and manipulative gestures also make them a good basis for freehand gestural interaction, especially for fundamental user interface tasks such as selection. Thus, in the following review, analysis and studies, we focus mainly on deictic and manipulative gestures.

Gestural interaction techniques are widely used in many areas. For example, with Virtual Reality applications, gestural interfaces can be used for navigation[174], selec-

Figure 2-1: The different gesture styles [94].
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tion [115], and many other purposes [32]. Combining gesture and speech could also bring many opportunities for Virtual Reality [23]. Similarly, gestural interaction has also been adopted in Augmented Reality applications for pointing and direct manipulation in both desktop [31] and mobile environments [84], as well as combining with speech as multi-modal interaction [87]. Gestural interaction has also been applied and studied in other areas such as 3D graphics design [194], interactive TV [112] and gaming [109].

To design effective gestural interaction, the physiological characteristics of arm movements may also be considered. For example, the bell-shaped directional tuning curves are recoded [65, 60] when users move their hands in a 2D plane, and the results suggest that a major goal of motor coordination is the smoothest possible movement of the hand. The speed and accuracy of relationships of arm and hand movements have also been widely studied. For example, Fitts’ law [57, 159] describes the relationship between movement time, distance, and accuracy for people engaged in rapid aimed movements.

2.3 Gestural Tracking Techniques

In this section we present a brief overview of gestural input techniques from the perspective of enabling input hardware and techniques, focusing on the characteristics of and their affect on the gesture interactions that are possible.

2.3.1 Mouse and Pen Input

The most common input device used on desktop computers today is the computer mouse. It is widely used as a pointing device with graphical user interface (GUI) for menu and object selection [110]. And it can also be used as a gestural input device for many tasks such as menu selection [103] and object manipulations [144].

As a pointing device, pen is also used widely as a gestural input technique. One common used gestural style for mouse and pen is stroke gestures [40], which can be used for creating shortcut with distributed applications [45], video applications [130], photo managements [90], collaborative applications [11], desktop file management and 3D model creation [7].

The usage of pen can also be extended in 3D space. For example, tile menu [166] extends the selection capabilities of pen-based interfaces by using 3D orientation information of pen devices. And finger proximity in 3D space could also been used for desktop applications to enhance user’s performance by expanding single and multiple target [188]. Samsung also make this technique commercially available in mobile phone and tablet by S Pen [147], which can detect the pressure applied on the screen, as well as the pen proximity (Figure 2-2).
commonly used (such as [24, 13, 9]), they often suffer from While camera-based gesture recognition methods are the most used in conjunction with physical interactive surfaces. over traditional mouse-based interfaces, especially when it is the system. Hand-based interaction offers several advantages be tracked and the user’s gestures must be recognizable to these systems to work, the user’s hand positions often must digital information in situations not associated with PCs. For The user of such a system can manipulate, share, and transfer tabletops or walls, into interactive surfaces [23, 21, 16, 20, 9]. of this research has been to turn real-world surfaces, such as beyond the computer screen have been developed. One goal Many methods for extending computerized workspace be-
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**Figure 2-2:** Go back gesture of Samsung S Pen. Draw a less-than arrow while holding down the S Pen button.

**Figure 2-3:** An interactive surface system based on the SmartSkin sensor [139].

2.3.2 Touch Enabled Surface

Touch sensitive devices are widely used nowadays with the popularity of smart phones and tablets. The touch screen can not only enable similar gesture like mouse and pen, but extending the possibilities with fingers and hands, as well as multi-touch support. For example, SmartSkin [139] can recognize multiple hand positions and shapes, and then calculates the distance between the hand and the surface by using capacitive sensing and a mesh-shaped antenna (Figure 2-3). And multi-finger and whole hand shape are also used with touch sensitive surface for menu selection or manipulation [185].

The touch surface can also be used in different types of devices, from large interactive surface [95], desktop sized screen [54], tablet and mobile phone [138], as well as wearable devices. And combination of such devices in a multiple devices environment
[50, 154]. Furthermore, multi-touch surface can not only track finger movements in 2D, but in 3D space as well with augmented depth sensor [163].

It is also possible to apply touch input to all surfaces. For example, magic finger [189] uses a small device worn on the fingertip to turn any surface to touch enabled device, as shown in Figure 2-4. And Disney Research [148] also proposed a technique enhancing touch interaction on humans, screens, liquids, and everyday objects, which enabled by a technique recognize complex configurations of the human hands and body.

### 2.3.3 Motion Tracking with Hand-held devices

Hand-held devices are common techniques for motion capture and thus widely used for gestural input in virtual reality and video game applications [109, 153, 26]. For example, there are a number of commercially available implementations of six degree-of-freedom (6-DOF) tracking devices \(^1\) and they have been commonly used for interacting with virtual environments or large displays for directly manipulating the position and orientation of virtual objects [27, 44, 53, 34].

Wii remote \(^2\) is another good example widely used by both consumers and researchers. It is a hand-held device mounted with buttons, and it contains a 3-axis accelerometer, a high-resolution highspeed IR camera, a speaker, a vibration motor, and wireless Bluetooth connectivity. It is used for interaction tasks such as image analysis [62], TV control [156] and text input [92, 155]. Wii remote can also be augmented for better performance [111].

With various sensors on mobile devices, the mobile interaction can also be enhanced by motion tracking, for example, SHRIMP [175] uses camera based motion sensing to enable the user to express preference through a tilting or movement gesture. And to address the problem of gestural delimiter of mobile devices, DoubleFlip [145] is proposed as a unique motion gesture for mobile motion-base interaction. And different
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\(^1\)www.ascension-tech.com, www.polhemus.com

\(^2\)http://www.nintendo.com/wii
motion gesture design methods are also proposed, such as user-defined gesture [146, 184] or design tool [6].

2.3.4 Glove Based Tracking

With a data glove a lot of sensors can be embedded inside, thus small movement can be tracked with accuracy. For example, DataGlove [1] is mounted with flex sensors that can measure finger bending, position and orientation. Thus this type of glove is a typical choice of technology for enabling 3D interaction, such as selection picking, rotating [199]. It is also widely used in virtual environment applications with head mounted displays, such as space research [56], and manipulating virtual objects [162, 176]. Wrist and finger movements can also be used with data gloves for menu selection [127] and text input [126] (Figure 2-6). Other sensors are also possible to mount on gloves. For example, sensors could be mounted on the finger tips so the pinch actions between different fingers can be detected, and such pinch gestures could be used for menu selection [128] and text entry [126].

2.3.5 Computer Vision Based Tracking

There are many investigations using computer vision method to tracking human body and hand. Karam and Schraefel [94, 93] also found computer vision is the most popular enabling method for gestural interaction systems. And computer vision is one of the major technologies for enabling gestures. Computer vision based gesture recognition does not require physical contact with any electronic devices, so the hand can normally move in the air in 3D space without holding or touching anything. And there are two
methods to achieve this, one is attaching some special tracking markers on users’ hand or body, and the other method doesn’t need such markers so users can just walk in and use.

2.3.5.1 Tracking With Fiducial Markers

Early freehand interaction systems needed fiducial markers on the user to enable tracking of the gestures. This type of computer vision tracking has been used in different tasks and applications, such as skeleton animation [171, 140, 79], virtual reality [119, 19], monitoring users’ behaviour [125], interactive environments [12], and pervasive displays [172].

Fiducial markers can work well with a single camera or camera array thus can achieve high tracking accuracy. However, one of the main problems of gestural interaction with computer vision tracking is the absence of physical buttons or surfaces. To address this problem, Vogel and Balakrishnan [173] used the movement of fingers to simulate “mouse-clicking” (Figure 2-7). Design principles and an interaction framework were also developed [172] for interactive public ambient displays with computer vision tracking.

2.3.5.2 Freehand Tracking Without Fiducial Markers

With no fiducial markers, users can interact with the system more directly without the need of wearing markers. These can be achieved by normal RGB cameras. For example, the hand’s position and gestures can be tracked in 3D with two cameras [151, 152]. And the fingertip can also be detected by the camera on mobile device [9] or stereo cameras [158].

Besides normal cameras, it is also possible to track freehand gesture with a depth
cameras, such as Microsoft Kinect\(^3\) (Figure 2-8) or ASUS Xtion\(^4\). This type of tracking device has the advantage of enabling freehand tracking in 3D space without requiring the user to hold any device in the hand or use fiducial markers. However, such tracking techniques with a single remote camera normally have low resolution and tracking accuracy. For example, the accuracy of the Microsoft Kinect depth sensor is about 3mm in the image plane and about 1cm in depth at a distance of 2 meters\(^[180, 135]\). In practice, the skeleton tracking based on the raw depth data can be even noisier.

Research illustrates the directness and immediacy of freehand gestural interaction in daily life use cases. For example, freehand gestural input has been explored using a Kinect sensor for object manipulation\([157]\). Two handed operation is used to address the lack of hand orientation tracking. Virtual objects can also be manipulated using

\(^3\)http://www.microsoft.com/en-us/kinectforwindows/
\(^4\)http://www.asus.com/Multimedia/Xtion_PRO/
freehand gestures, including on curved surfaces [13, 14] and projected directly on to everyday objects [74].

The use of freehand interaction has also been compared to other interaction techniques for multimedia control [43]. Participants felt that the freehand pointing is intuitive but needs more precise operation, especially for small target selection such as volume control. Their feedback suggests that, with the improvement of pointing precision, freehand interaction could be a better candidate than the mobile phone as an interface device for remote interaction with large displays.

2.4 Gestural Interaction Techniques

With various gestural tracing techniques, many different gestural interaction methods were designed and evaluated. According to previous studies [28, 94], there are several fundamental tasks for gestural interactive systems, such as selection and navigation. And some other tasks, like text input, are also important for interactive systems in certain scenarios. In this section we summarize interaction techniques in these categories.

2.4.1 Selection

Selection is a topical fundamental task of almost any interactive systems. For example, with graphic user interfaces, a user must be able to specify one or a group of targets before performing further actions. And a user also needs to specify a certain option if she has more than one possible choices. In Windows, Icon, Menu, Pointer (WIMP) interaction framework, which is widely used on many computer systems, the option selection could be achieved by menus. Here we analyze previous research in categories of option selection and object selection.

2.4.1.1 Option Selection

With desktop interactive system, options are normally presented as menus or buttons, which can be selected by mouse or finger tapping on touch screens. Directional gestures have also been used to perform menu selection for multi-touch displays [113] (Figure 2-9). Gestural selection has also been explored in different settings. For example, it has been used to select distant targets on large displays [29].

The linear menu is the most used option selection element in graphical user interfaces. In contrast to linear menus, the principle of a pie menu is to display the menu items around the centre so the selection distance to every menu item is the same. Early work by Callahan et al [33] found that pie menus reduce selection time and errors compared to linear menus.

Marking menus have a similar layout to pie menus with extra supports for expert use, such as hierarchical items and selection simply by moving in a direction with-
In traditional desktop computing, menu systems are used to interfaces that are touch sensitive.
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**Figure 2-9:** The multitouch marking menu [113].

**Figure 2-10:** One example of marking menu [106]. (a) Selection using a radial menu and (b) selection by drawing a mark.

out actually displaying the menu items. Kurtenbach and Buxton [106] (Figure 2-10) showed marking menus to be faster than linear menus, and they found that selection performance with hierarchical marking menus declines when breadth increases to eight or more, or depth increases to two or more [105]. Zhao and Balakrishnan [198] also showed that a simple, i.e. single level, marking menu is more accurate than a hierarchical marking menu, the error increasing with the number of menu items and hierarchical depth, and that less physical input space for selection is needed with a simple marking menu. They also found that for hierarchical marking menus, on-axis directions, e.g. North, South, East, and West, were more accurate than off-axis directions, while no such difference was found with a simple marking menu.

Pie menus and marking menus can be used with different input devices. For example, when using a marking menu with pen devices, the 3D orientation of the pen may be used to aid pen tip selection [166]. Users can also select by holding a mobile phone with a tilt technique [136] based on wrist movement. Wrist and finger movements can
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Figure 2-11: A user is selecting with a menu in a 3D game [41].

also be used together to select from marking menus using a data glove [127]. Lepinski et al. [113] investigated marking menu selection on a multi-touch surface and found a significant angular error effect for gestures in different directions, for example, small angular error towards Down and large error to Right-Up.

Investigations have also been conducted in different application areas using a single camera (e.g. Microsoft Kinect) and bare hands. Bimanual marking menu selection [71] used a Kinect camera at close range to track the fingers’ pose and movement to select from a marking menu. However, this method requires setting up the camera under the desktop at a specific angle, so losing much of the the convenience and benefit of freehand interaction.

Menu selection in 3D games was investigated in [41] using a Wii remote (Figure 2-11). Different menu types including linear, radial and rotary were compared. The results indicated that a radial menu was fastest with and without sub-menus and had fewest errors without sub-menus. Tulip [24] used a 3D menu layout for a wired data glove, displaying the first three menu items on the first three fingers of the user’s dominant hand and a “More” menu item on the little finger for triggering additional menu items that are then rendered on the palm. However, evaluation results showed that this method is slower than using a tablet and pen for menu selection.

A survey and taxonomy of 3D menus was provided in [47]; the 3D menus are classified according to various criteria such as intention of use, appearance and structure, or placement. Menus have been used in virtual reality (VR) with different layouts and selection using a wired wand [48]. Evaluation results showed that a pie layout was 10%
faster than vertical lists, and that a fixed menu required more time to select than a contextual menu. 3D menu layout as a cube was evaluated using an in-hand tracker with button clicking, and evaluation results showed that menu items in the central plane could be selected accurately [67].

Various input devices and gestures have been investigated for selection task with interactive TV as well. Bobeth et al. [21] tested freehand menu selection for interactive TV with 4 different designs, and found that freehand gestures could be an appropriate way for older adults to control a TV. A selection task was also investigated in [134], and participants preferred freehand gestural pointing to using a hand-held pointing device. Drawing different shapes in the air can also be used to select objects or menu items [4] with interactive TV, however, certain shapes are not easy to perform and remember, and have low recognition rates. While in another study, stroke gestures has been proved to have some substantial cognitive advantages in learning and recall compared to Keyboard shortcut [5]. User defined gestures for TV were also evaluated in [170]. The results showed that a pointing action was frequently used and a desktop interaction style, such as a push in mid-air to simulate clicking, was observed in many cases.

Another type of selection technique is the target or goal crossing technique [2] (Figure 2-12) in which users need only to cross the target with the cursor, i.e. without needing to point and click inside the target. Option selection with the crossing technique was evaluated [182], and the results showed the crossing technique was faster than point and click, and the motion of both normal and motor impaired user groups was more fluid and stable. Goal crossing has also been used with an area cursor [55]; for example, with the Click-and-Cross cursor the targets covered by the cursor area are arranged as a pie menu around the cursor for a second step of crossing selection. Evaluation results showed that this technique can reduce selection time and corrective submovements for users with motor impairments. The technique of goal crossing has also been used in text entry [183].

Teather and Stuerzlinger [165] tested the performance of the 3D input device in 2D and 3D selection tasks with a mouse or a 3D tracker, and indicated that operation was faster and more accurate when the tracker was used in 2D than 3D.

2.4.1.2 Object Selection

Object selection can include selection in one-dimensional (1D), two-dimensional (2D) and three-dimensional (3D) environments. As object selection task is very fundamental and important, thus it is investigated throughly in previous research. For example, one of the famous study about selection is Fitts’ Law [57], which models the relationship between movement time, distance, and accuracy for users performing selection tasks. Fitts’ Law has been verified, applied and improved in a wide range of different condi-
In this research, as we investigate freehand gestural interaction, with which users can move the hand freely in 3D space, so we are more interested in the design of gestural selection in 3D environments.

In 3D environments, ray-casting is a common approach for selection. It uses a ray or cone to point and select [115]. A common alternative to ray-casting is the hand extension metaphor. In this approach, the user’s hand position is tracked in real space, typically using handheld devices or cameras, and the hand position is used to control a cursor in 3D. Ray-casting has been found to have better target selection performance than the hand extension approach [69, 168].

Grossman and Balakrishnan [68] investigated pointing to a single target with the hand extension metaphor in 3D environments with respect to the height, width and depth of the target and the movement angle. They found that moving forwards and backwards to select targets was significantly slower than moving in other directions. They also found that target size along the primary axis of movement has a greater impact on performance than along the other two dimensions, and suggest that designers consider this when they try to reduce the amount of visual space occupied by 3D objects while facilitating selection.

When the target is in a densely populated environment, multiple objects may be in the ray selection range simultaneously and an effective disambiguation method must be provided. For example, to select occluded targets on small 2D touch screens using a finger, Yatani et al [191] rendered the overlapping icons with arrows pointing in a different direction for each object. The user puts her thumb near the target on the screen and moves the thumb in the direction corresponding to the target (Figure 2-13).

An effective extension of ray selection for dense 3D environments is depth ray, in which the user controls a depth marker forward and backward along the ray to

Figure 2-12: Goal crossing technique [2].
select a target intersected by the ray. Depth ray integrates the disambiguation and selection phases in one step, and has been shown to be faster than other 2-step selection techniques [69] (e.g. lock ray, flower ray and smart ray) in which the user first selects a group of objects, then disambiguates the target in the second phase. Depth ray has also outperformed other one-step approaches such as point cursor and 3D bubble cursor [168] (Figure 2-14). Multistep selection techniques have also been proposed; for example, Kopper et al. introduced the SQUAD technique [98], using a marking menu to progressively refine selection after a sphere-casting initial selection. Results indicated that SQUAD was much more accurate than ray-casting, and was faster than ray-casting with small targets and in less cluttered environments.

Other techniques have also been developed to disambiguate the target from multiple selectable objects in a 3D space. For example, Schmidt et al [150] proposed several algorithms to select the target by calculating the weights of multiple selected objects, but different algorithms’ performance varied in different 3D environments and some algorithms did not work in certain cases, suggesting that it is not easy to find a general

Figure 2-13: The Escape target selection technique [191]. (a) The user gestures in the direction indicated by the target. (b) The target is selected, despite several nearby distracters.

Figure 2-14: The depth ray selects the intersected target which is closest to the depth marker (side view) [168].
algorithm that can handle various 3D environments.

In 3D environments, researchers have also used a spherical menu to display off-screen objects, such as mirror ball [120] and 3D arrow cluster [91]. These techniques can provide 3D location cues for the objects distributed around a 3D environment to support 3D interaction tasks such as navigation.

2.4.2 Text Input

Gestural text input methods have gained more research interest recently and many gestural text entry methods have been proposed and investigated. Most of these methods could also be used with interactive TV. For example, Jones et al [92] used accelerometer-based gesture enabled by a Wii remote and virtual keyboard for text entry. Users achieved 3.7 words per minute (wpm) in first time use and 5.4 wpm after 4 days’ practice. A stroke-based text entry method was also designed with data gloves and fiducial markers [126]. Users reached 6.5 wpm without word completion after 2 weeks’ practice. A Wii remote was used for text input with large displays in [155]. Three different layouts - circle, Qwerty and 3D cube - were evaluated and the Qwerty layout had the best performance (18.9 wpm), but decreased significantly with more errors as the user moved away from the display. Kristensson and Zhai [101] investigated shape writing recognition to perform word-based text input with a stylus keyboard, and saw high performance in informal trials. However, a test of text entry methods on mobile touch screens showed Qwerty was faster than handwriting and shape writing text entry, and handwriting was the slowest and least accurate text entry technique [37]. Other text entry methods originally designed for stylus and touch screen, such as FlowMenu [72] or Quikwriting [133, 88] could also be used with freehand gestural text input.

Kristensson et al. [100] investigated freehand text entry using free-form alphabetic character recognition, and the evaluation shows a recognition accuracy of 92.7%-96.2%, however, no evaluation on text entry performance is available from their study. Freehand gesture was also used with speech recognition for text entry [83], and 5.18 wpm text input speed was achieved. Although freehand gestural text input with a virtual keyboard is widely used in commercial products (such as games designed for Microsoft Kinect), there is very little research available on this topic. A previous study showed that with the default Xbox 360 gesture based text input interface, the input speed was only 1.83 wpm [83].

Text input with a virtual keyboard is basically a sequence selection of small targets packed together on the keyboard. This is a challenging task for noisy motion tracking with a low-cost single camera system. For example, one typical issue for freehand gesture text input is the difficulty of gesture delimiter design [13]. Accot and Zhai proposed a cross technique which can be used for selection without clicking [2]. A similar method was used for freehand selection in [141], in which users reach towards
the target to select without the need to stay inside the target.

Although an “expanding target” can be used to support selection for small targets, such as keys in a virtual keyboard, it can only magnify in visual space but not in motor space when targets are closely packed [122]. A predictor could be used to increase the motor space before the cursor enters the target area, however, the benefit is very limited [122]. And sometimes the expanding target could even have negative effect on the performance. For example, expanding Cirrin [38] try to introduce expanding effect based on the standard Cirrin text input method [118], however, the test results show that that Cirrin with expanding targets is slower and prone to more errors than standard method.

2.4.3 Navigation

Navigation is the task of control the viewpoint, specifying the position and orientation in the interactive environment. Currently, mouse and keyboard are still used as the primary interaction system for navigation task. For example, to navigate in a 3D environment, the non-dominant hand uses keyboard hotkeys to switch between standard interaction modes, such as pan, zoom, and orbit. The dominant hand uses the mouse to control the selected operation. Attempts have been made to combine multiple degrees-of-freedom (DOF) into a single input device, so user effort to control the viewpoint of
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To overcome the problem of disorientation in a virtual 3D CAD environment, [96] presented an orientation controller called the ViewCube. It can be dragged, or the faces, edges, or corners can be clicked on, to easily orient the scene to the corresponding view. To reduce the occurrence of confusing situations and improve the learning experience, [59] defined seven high-level properties that help users to master navigation tools such as pan, zoom, orbit, look, etc. [66] present the DeskCube, a passive input device to select and control 3D navigation operations that gives users a simple scene-in-hand control experience.

Navigating in larger scenes like a visualised city presents unique challenges. For example, a virtual city encompasses more space than can be viewed from a single vantage point, so users often have to switch between different views to obtain the optimal navigation experience. To address this problem, [164] presented a technique that couples control of movement speed to camera height and tilt, allowing users to seamlessly transition between local environment views and global overviews. [121] presented a suite of tools that automatically sense the size of the environment and adjust the viewing and travel parameters accordingly through simple mouse-based controls.

However, the user experience of navigating a virtual 3D environment is usually less satisfactory using a desktop setting, due to the small display range and unnatural interaction provided by mouse and keyboard operation. Immersive virtual reality (IVR) systems have become more and more popular for navigating virtual scenes, due to their ability to let the user be “inside” the model and to interact directly with the model using physical interactions. CAVE [46] for the first time achieved the goal of producing a large angle of view with high-resolution full-color images, allowing a multi-person presentation format. Later improvements included using real-time computer vision techniques [137] to capture real world surface geometry and reflectance information so that one can project images on the surfaces, render images of the surfaces, or interpret changes in the surfaces.

Efforts have also been made to improve the physical interaction techniques, such as using movements of the eyes, head or body instead of traditional mouse and keyboard navigation. For example, Doulis et al. [51] used a double short stick (NaviStick) and single long stick (Kwisath) tracked using 6DOF tracking to navigate in a virtual environment. Turning and pitch were controlled by rotating the stick. Similar devices such as a 3DOF broom stick [30] and Wii remote [49] have also been used to control 3D navigation. The relationship between display size, user performance time, amount of physical navigation, and amount of virtual navigation were studied in [10]. Their results suggested that larger displays offered improved user performance. Frees and Kessler [61] present an interaction technique which draws on the user’s behaviour in the environment to determine whether he has precise or imprecise goals in mind. For
instance, when precision is desired, the system dynamically adjusts the relationship between physical hand movements and the motion of the controlled virtual object, making it less sensitive to the user’s hand movement. And inside a CAVE display, 3D navigation based on gestures and motion tracking is also used. For example, Kapri et al. [174] used a bimanual body directed navigation technique, in which the user’s hands and body are tracked by infrared optical tracking markers (Figure 2-16). Users can also walk inside the 4-sided displays to navigate in the large virtual environments [42, 86].

2.5 Freehand Gestural Interaction Design Space and Challenges

There is considerable previous gestural interaction research focused on 2D multi-touch gestural interfaces and, separately, on 3D gestural interaction enabled by wearing or holding some device. In seeking to understand the extent to which the fluidity, immediacy and physicality of 2D surface interfaces can be extended to work effectively and usably with freehand 3D gestural interaction, we must be aware of the similarities and differences between 2D surface interaction, 3D interaction with attached/held devices, and freehand 3D interaction enabled by remote tracking of the user’s bare hands.

In this section, before discussing the design and evaluation of freehand interaction for specific tasks, we first discuss some general challenges of freehand interaction. Gestural interaction techniques enabled by fiducial markers share some usability con-
siderations with freehand interaction which has no need of markers, however, they are very different in many aspects such as tracking accuracy/robustness, difficulty of system setup for daily use, and interactivity cost associated with extra requirements to wear markers. In this thesis, we use the term freehand interaction mainly for interaction using the bare hands tracked by a single remote camera, without wearing any markers or holding any devices in the hand.

2.5.1 Freehand Gestural Interaction Design Space

Different input devices can strongly affect performance on the same task. For example, Kurtenbach and Buxton [107] found that different devices gave markedly different performance with marking menu selection. They found, for example, that the combination of a track-ball and ink trail was not a good design since the ink trail could be messy when using the track-ball to select. Furthermore, a stylus could make better straight strokes compared to a mouse, and it also outperformed the mouse in other gestural interaction tasks such as drawing shapes.

Freehand gesture tracked by a low cost camera is a very different input technique compared to desktop input devices and 2D touch surfaces. Some interaction designs, such as gesturing in the air for selection and manipulation, may be easy to learn and work well for freehand interaction [157], however, directly copying established 2D user interface techniques, such as using a hand open/close to simulate a button click, may not be a suitable design for freehand interaction. Here we analyze the characteristics and challenges of freehand interaction tracked by a single low cost camera, comparing it with other input techniques.

2.5.1.1 Similarities

Freehand 3D interaction shares the spontaneous and direct nature of interaction with 2D touchscreen devices, in which users can use their own hands to interact directly with the touch-sensitive surfaces and the freehand interactive system. This walk-up-and-use [13] interaction style, in which no wearing or holding tracking devices is required to interact with the system, can lower the interactivity cost, thereby helping ordinary people to use the system in their daily lives.

3D interaction with tracking enabled by attaching or holding input devices also has many common features with freehand 3D interaction. Both of them enable the use of 3D interfaces with 3D motion tracking in mid-air. Users can move their hands or body freely in 3D space to control the system. Thus, freehand 3D interaction can leverage some of the experiences and lessons from previous designs and evaluations of 3D interfaces.
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2.5.1.2 Differences

There are still many differences between 3D freehand interaction, 2D touchscreen interaction, and 3D interaction through attached or hand-held input devices. With a 2D touch sensitive surface, users can put their fingers on the surface and there is negligible distance between the finger and the virtual object: they both appear on the same 2D surface. In contrast, 3D interaction normally requires the hand to be moving in the air, often with some distance between the hand and the target on the display.

Hence, with 2D interactive systems, given that the pointing position can be tracked accurately with a mouse or touch screen, the user’s performance and behavior is influenced more by the size and location of the targets on the surface. For example, small targets on a mobile phone screen require small finger movements [191], while a large, fixed touch surface encourages large hand movements and more fingers on the display [113], or even multiple users operating at the same time [80].

On the other hand, for 3D interaction, although the size and location are still important factors, the tracking device’s accuracy plays a more important role for user performance and behavior compared to 2D interactive systems. For example, with a data glove or trackers attached to the fingers, individual finger movements can be tracked and used [24, 126, 70]; with a hand-held device such as a Wii remote or mobile phone, wrist movement and rotation can be tracked and used [92, 155, 136]. So users can keep their hand movements within a small range and use the fingers and wrist with these high accuracy tracking systems. However, this is not the case for freehand gestures tracked by a single, low resolution camera. For example, the accuracy of the Microsoft Kinect depth sensor is about 3mm in the image plane and about 1cm in depth at a distance of 2 meters [180, 135], and the accuracy decreases with distance. Furthermore, most recognition software based on such depth sensors (e.g. Microsoft Kinect for Windows) can only track hand movements reliably, not finger or wrist movements.

So with freehand interaction in 3D using such devices, the user currently cannot leverage the movement and rotation of fingers and wrists, and a larger hand movement range is normally required because of the low tracking resolution. Two handed operation is also sometimes needed to address the lack of orientation tracking [157, 15]. This means that freehand tracking may require more physical demand and effort compared to existing interaction techniques. So a simple and easy to use interaction design is even more important for freehand interaction.

Other differences include the full 3D movement range of freehand interaction and the corresponding lack of physical support for the hand and fingers. For 2D surface computing, the touch input with fingers or stylus is normally constrained and supported by the 2D physical surface. In contrast, with freehand 3D interaction, the hand is moving freely in the air. Previous studies suggest that compared to hand movement in 3D, the physical support of a fixed 2D plane can result in better performance, and
mapping user movements from 3D to 2D could produce more accurate operation [165]. Thus, the designer of 3D freehand interaction should carefully consider the impact of full 3D freedom of movement. Furthermore, friction on the physical surface can also make the movement and momentum of the fingers more gradually and smoothly come to a halt [129], which again is not the case for freehand movement.

2.5.2 Challenges

As noted above, freehand tracking with a single camera is not as accurate as desktop devices such as a mouse, or 3D tracking devices attached to or held in the hand. The resolution is relatively low and the tracked hand position can be noisy. Considering also that the hand is normally moving in the air without any physical support, and making relatively large motor movements, the input data can be quite low in accuracy, and there may in addition be some arm fatigue issues.

With a 2D touch sensitive surface, the user can put her hand very close to the virtual object on the screen. In contrast, with freehand interaction, users normally need to keep a certain distance from the display, making it more like a remote control rather than the direct control of a 2D surface interface. There is also no tactile feedback from physical devices in freehand interaction. Thus, alternative sources of system feedback, for example visual or auditory feedback, may be desirable to complement freehand interaction.

Benko [13] listed several challenges for freehand gestural interaction in 3D space, including gesture tracing, design and learning. Further criticisms from Norman [129] included several drawbacks of gestural interfaces, such as not being easy to learn or remember, and a lack of critical clues for interaction or discovery. Bowman [25] also suggest increasing the level of specificity relative to particular input devices as a technique designed for one input device may exhibit serious usability problems with another.

With the new freehand tracking techniques enabled by a single low cost camera, 3D freehand interaction can be used by ordinary users in daily life without the costs, in many senses, of using tracked physical devices. However, this approach also means more design challenges, such as lack of accurate tracking, no reliable fine movement tracking and pose detection, no tactile input or feedback from physical devices, and the lack of physical support from a 2D surface. Below we summarise the main design challenges for 3D freehand interaction.

2.5.2.1 Gesture Delimiters

A common issue with freehand interaction is the gesture delimiter [13]. Hand held devices are typically mounted with buttons, therefore a button press or release can be used as a delimiter or trigger. With 2D touch surfaces, contact with the surface provides straightforward delimiters. Users touch the surface to interact, and lift off
to end the action. However, when users move their hands freely in the air, it is more
difficult to determine the beginning and end of a gesture, distinguishing a given gesture
from other gestures or just from casual movements.

Several different gesture delimiters have been designed for gestural interaction, such
as finger movements [173, 70], pinch posture [16, 70, 181, 71, 126], and hand posture
[157]. Most of these previous designs require fine tracking of finger movement: some
designs require attached trackers [173, 70] or data gloves [24, 126], while the freehand
designs are normally sensitive to camera viewpoint and distance [157, 71].

For freehand interaction tracked with a single inexpensive camera, the large joints
of the body can be tracked effectively most of the time, whereas the orientation of
the small joints, finger movement and posture cannot be tracked reliably. Thus, for
tasks like selection, gesture recognition can be robust for various settings if the gesture
delimiters are based mainly on hand movement.

2.5.2.2 High Precision Interaction

The low resolution and noisy input make high precision interaction a big challenge
for freehand interaction. A similar issue also exists in 2D touchscreen interaction with
small displays. For example, the finger touch area could be too big for precise pointing.
Some studies have been performed to investigate this issue on a small touch screen with
one finger [191] and on a large screen with two handed interaction [17].

For freehand interaction, the conflict between the requirement for precision and the
lack of accurate input can be even stronger. As hand movements in the air are often
larger than on a 2D desktop interface or touch surface, the interactivity cost of each
action or task is also larger. Thus, an error-prone design can lead to an extremely un-
usable freehand user interface in which users wave their hands in increasing frustration
to recover from errors, only to make new ones.

Again, combining the new possibilities provided by 3D freehand interaction with
appropriate lessons learned from existing 2D surface computing research and practice,
high precision interaction is still possible with 3D freehand interaction.

2.5.3 Opportunities

Apart from challenges listed in previous section, freehand gestural interaction also
brings many benefits and opportunities. The first and most important one is “walk up
and use” as described by Benko in [13]. It enables multiple users to interact directly
and simultaneously. And there is no need of wearing or holding special devices as their
bodies are the input. Thus, groups of users can engage the interaction without needing
to take turns or learn complex commands. They can also interact at a distance from the
display without blocking the screen, so other audiences can share the interactive content
at the same time. This benefit will hugely enhance the development of interaction in
public space, living rooms or conference rooms, where multiple users could take part in the interactive applications for entertainment, education or communication.

Another opportunity brought by freehand gestural interaction is it extends the interaction to 3D dimension. Most traditional desktop interaction techniques such as mouse and touch screen limit users in a 2D surface. So when users need to perform 3D interaction tasks, they have to map their operations from 2D to 3D, which is indirect and unnatural as the 2D input space does not match the 3D output. Freehand gestural interaction, on the other hand, naturally happens in 3D space when users move their hands in the air. So it could potentially enable more natural and direct 3D interaction.

2.6 Summary

In this section, we presented a literature review of gestural interaction techniques. We gave a brief analysis of related work about taxonomy and usability of gestural interaction, gestural input techniques, different gestural interaction techniques. And we presented a summary of the design space by comparing the similarities and differences with other gestural interaction techniques. We then identified two design challenges of and design opportunities of gesture delimiters and high precision interaction, as well as opportunities provided by freehand gestural interaction such as interactive public displays and 3D interaction.

Many years of research in gestural interaction suggest that it could be a novel interaction technique offering natural and enhanced user experience. However, there is still very little knowledge focused on freehand gestural interaction for both research community and product designers. Building upon the analysis of previous work, the following chapters of this thesis progressively investigate several aspects of freehand gestural interaction.
CHAPTER 3

FREEHAND GESTURAL OPTION SELECTION

3.1 Introduction

Selection is a fundamental interaction task in many applications. However, although considerable research has been conducted on selection techniques, it is still a challenge to select targets using freehand gestures. In this chapter, we investigated the option selection as an exemplar task for freehand gestural interaction. In an option selection task, users try to select one target from a set of predefined options (normally referred as “menu” in “windows, icons, menus, pointer” metaphor). As the size, number and layout of the options can be controlled, an option selection task serves as a good start point for freehand gestural interaction design.

In this chapter, we report a set of 2 related evaluation studies about the analyse and design of freehand option selection in 2D and 3D layout. In the first study, we focused on the selection in 2D layout, designed two freehand selection techniques and conducted an experiment to compare their performance with and without continuous visual feedback. And then we extended the design to 3D space, reporting the adapted design of selection techniques and layout in 3D, as well as the user evaluation and results. We also provided some interesting findings and discussions by comparing our studies and previous research to reveal the characteristics of freehand gestural interaction. Finally we also reported some practical guidelines based on our findings.

3.2 Option Selection in 2D Layout

Option selection in 2D layout is widely investigated with settings of desktop and touch sensitive surface. However, very little research and knowledge is available for the 2D option selection with freehand gestural interaction, which is a very basic interaction task. In this section, we provided design and experiment focus on freehand option
in 2D layout. We presented two selection techniques, Stroke and Reach, that aid option selection using only hand gestures. Users could perform a directional gesture to select the menu items, and the gesture is recognized based on hand movement direction for Stroke, and hand location for Reach. Both techniques support selection with and without continuous visual feedback of hand position. We also performed an experimental evaluation to investigate the two selection techniques, the effect of visual feedback of the user’s hand position and different target directions.

3.2.1 Freehand Option Selection Design

3.2.1.1 Selection Gesture

For freehand gesture interaction without holding or wearing any device or fiducial marker, we can fairly easily track joint positions such as hand, elbow or shoulder, however, small movements like wrist rotation or finger movement are difficult to track precisely. Given our requirement for reasonably low cost pervasive technology that can perform well in potentially visually (and otherwise) noisy environments, small movements of the finger or wrist are therefore not suitable for current freehand tracking technology. Hence, we prefer to use the acceleration or movement of the hand, or the angle from hand to elbow or shoulder for tracking freehand gestures.

For option selection, after indicating the target, another action is typically required to confirm the selection with marking menus, such as button clicking [136, 98], pen down/lift [197] or finger movement [127]. However, button clicking is not possible in freehand gestural interaction due to the absence of a handheld device. Similarly, pen down/lift on a touch surface is not suitable either because there is no such surface available in freehand gestural interaction. Escape [191] and cross selection [2] have shown that it is possible to perform gestural selection without an explicit confirmation action. Drawing on previous research, we designed two option selection techniques to enable selection and confirmation with a single directional gesture.

In Escape [191], the direction of finger movement is used to select the target. We applied the same strategy to freehand gesture selection (Figure 3-1a). The user moves her hand in the appropriate direction, the direction is detected, and the menu item in the corresponding direction is selected. Given that freehand motion tracking may be noisy and less accurate than pointing on a touch screen, we added a speed requirement: the directional gesture end position is determined when the hand movement speed is faster than a threshold. The direction is then calculated using this end position and the previous hand position (e.g. 0.1s before). We call this technique Stroke.

Besides using hand movement speed, we can also use hand movement position to define a gestural selection. On desktop interfaces, the most common selection technique is to point to the target and then confirm the selection with mouse click, or tap the target with finger or stylus on a touch screen. Goal crossing [2] is an alternative
selection technique in which, rather than entering the target area to click or tap, the user simply moves the cursor or stylus across the target boundary to select.

Accot and Zhai [2] showed that crossing performance is better than pointing for large and proximate targets. Research has also shown that goal crossing is a promising technique for users with motion impairments [182, 55]. Two major challenges for people with motor impairments are the difficulties of positioning the cursor accurately within the target area and executing a click [182], which are quite similar to the challenges of 3D freehand interaction, as described above. Since goal crossing has been shown to mitigate these two problems, it could also be a candidate selection technique for 3D freehand interaction.

Therefore, in addition to the Stroke technique based on hand movement speed in a certain direction, we designed and evaluated an alternative selection technique for freehand gesture, in which the target is selected when the hand position crosses the corresponding target border (Figure 3-1a). We call this technique Reach.

### 3.2.1.2 Display Design

Radial menu layout is proved to have better performance than linear layout [33, 41], thus we design the freehand option selection mainly based on radial layout. There are also various types of option display layout, such as pie [33], rectangular zone or polygon [197]. We used the polygon style display in our freehand gestural selection design because it can support both the Reach and Stroke techniques.

We chose the number of menu items for freehand selection based on previous work. With pie cursor [58], four and eight items were tested, and Escape [191] used 8 directions for its icon arrows. More items have been tried in [26], and results showed slower selection time and higher error rates for more than eight menu items. Zhao et al. [197] also conclude that to maintain acceptable accuracy rates, the marking menus should not exceed 8 items. Given that the movement ranges of a thumb [191], mouse [33], or handheld tracking device [69] are smaller than an arm, the radius of the menu and distance between each menu item could be larger in our freehand gestural selection setting. This makes our menu potentially able to handle more menu items. Taking all these constraints into account, we chose 8 as the number options in the menu.

### 3.2.2 Experimental Evaluation

We conducted a controlled experiment to investigate the two selection techniques. Furthermore, we also investigated another two important elements in gestural marking menu selection: continuous visual feedback of the hand gesture and target item direction.
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3.2.2.1 Equipment and Setting

The 3D environment was displayed on a Samsung PS50C680 50” 3D plasma TV with 120 Hz refresh rate at 1280x720 resolution. Samsung SSG-2100AB/XL 3D active glasses were used by participants to view the display in stereoscopic 3D. The height from the ground to the centre of the display was 107 cm, and the user stood 200 cm in front of the monitor. The user’s movements were tracked using a Microsoft Kinect camera, with a refresh rate of 30 fps, and the OpenNI API on Windows 7. The Kinect camera was placed on top of the display, as shown in Figure 3-1b.

3.2.2.2 Independent Variables

The independent variables were Technique (Reach, Stroke), continuous visual Feedback (with feedback, no feedback) and TargetDirection (Up, Down, Left, Right, Left-Up, Right-Up, Left-Down, Right-Down).

3.2.2.3 Hypotheses

- There will be significant differences in selection time and error rate when participants select with Reach vs with Stroke.
- There will be significant differences in selection time and error rate when participants select with and without continuous visual Feedback.
- There will be significant differences in selection time and error rate when participants select in different directions.

3.2.2.4 Participants

We recruited 16 people (12 male and 4 female) ranging between 22 and 30 years of age with a mean age of 25.25 \( (sd = 2.41) \). All participants were postgraduate students.
and were paid 15 GBP each. They were all right-handed and had some experience of gestural interaction, such as using a Wii remote or Microsoft Kinect for games.

3.2.2.5 Procedure

To invoke the 2D menu, we introduce the pull gesture, i.e. moving the hand backwards. We use this gesture because menu item selection gestures are performed in the 2D plane perpendicular to this pull gesture direction, so the pull gesture to invoke the menu can be easily separated from the gesture to select menu items. The speed for detecting the gestures was determined in pilot studies.

Each trial started with a pull gesture by the right hand. The pull gesture is detected when the hand moves faster than a speed threshold (0.5 m/s). After the pull gesture was performed, a marking menu presented in an octagon shape appeared with the target edge highlighted in yellow. Each edge was 24 cm from the octagon’s center. In the continuous visual feedback conditions, the user’s hand position was represented as a 2 cm diameter yellow sphere starting in the center of the octagon, which then continuously followed the user’s right hand movement. In the no feedback conditions, the sphere did not appear.

With the Stroke technique, the hand movement direction is detected when hand movement speed is faster than 0.4 m/s, and the item in the corresponding direction is then selected. With the Reach technique, the user has to move her hand in the target’s direction for at least 24 cm to go through the target edge to select. The selected edge disappears when a selection is detected. An error sound is played if the user selects an item other than the target. If the target is selected, the user is instructed by text on the display and an audible beep to start the next trial.

3.2.2.6 Design

A repeated measures within-participants design was used. There were 4 sessions, 1 for each combination of Technique and Feedback. In each session, there was a practice block of 24 trials (3 trials in each direction) and a test block with 56 trials (7 trials in each direction). Sessions with the same Technique were contiguous, giving 8 orders of the 4 sessions, counterbalanced across two groups of 8 participants. After the test, the participant answered a questionnaire on technique, feedback and direction preferences. The whole session took about 45 minutes. Thus for each participant, 320 trials were performed in total.

3.2.3 Results

The selection time, error rate, hand movement in 3D and user preference were recorded and the collected data are analysed here.
3.2.3.1 Selection Time

A repeated-measures ANOVA for Technique x Feedback x TargetDirection was performed. Main effects were found for Technique ($F_{1,15} = 66.08, p < .001$), Feedback ($F_{1,15} = 4.59, p < .05$), and TargetDirection ($F_{7,105} = 16.59, p < .001$). An interaction effect was found for Technique x TargetDirection\(^1\) ($F_{2.73,41.00} = 13.82, p < .001$). Mean selection times for Stroke were 0.63s without feedback and 0.65s with. For Reach they were 0.79s without feedback and 0.82s with. Post hoc Bonferroni pairwise comparisons showed that Stroke was significantly faster than Reach ($p < .001$), and selection time was significantly slower with feedback than without ($p < .05$), as illustrated in Figure 3-2.

Further analyses were performed using a one-way repeated-measures ANOVA for TargetDirection using Stroke and Reach. With Stroke, each of Right, Down, Right-Down and Left-Down were significantly faster than all of Up, Right-Up and Left-Up, while with Reach, each of Right, Right-Up and Right-Down were significantly faster than Left-Down ($p < .05$ or more significant for all pairs). In Figure 3-3, blue directions were significantly faster than green directions ($p < .05$).

3.2.3.2 Error rate

Users were required to select the target successfully, if necessary trying more than once. Each failure to select the correct target was recorded as an error and the erroneous direction was also recorded. A repeated-measures ANOVA was used for Technique x Feedback x TargetDirection. We found main effects for Technique ($F_{1,15} = 35.37, p < \ldots$)

\(^1\)The sphericity assumption was not met so the Greenhouse-Geisser correction was applied; the corrected degrees of freedom are shown.
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Figure 3-3: Selection time comparison in different TargetDirections

(a) Stroke  (b) Reach

Fast Direction

Slow Direction

Figure 3-4: Error rate for Technique x VisualFeedback x TargetDirection

.001), and TargetDirection $^2$ ($F_{3.39,50.92} = 4.59, p < .01$), but no significant effect was found for Feedback ($F_{1.15} = 2.11, p = .17$). We found an interaction effect for Technique x TargetDirection ($F_{7,105} = 3.17, p < .01$). Mean error rates for Stroke were 7.56% without feedback and 6.88% with. For Reach they were 1.98% without feedback and 0.55% with (Figure 3-4).

We also compared errors between the on-axis directions (Right, Up, Left, Down) and off-axis directions (Right-Up, Right-Down, Left-Up, Left-Down). Analysis using a two-tailed dependent T-test found that whether the direction was on-axis or off-axis had a significant effect on error rate for Stroke ($t_{15} = -20.72, p < .001$) and for Reach ($t_{15} = -4.07, p < .01$). On-axis directions were more accurate than off-axis directions using both techniques (Figure 3-5).

$^2$The sphericity assumption was not met so the Greenhouse-Geisser correction was applied; the corrected degrees of freedom are shown.
Further analysis using a two-tailed dependent T-test found that visual feedback had no significant effect on error rate with Stroke ($t_{127} = .49, p = .63$) but significantly reduced errors ($t_{127} = 2.30, p < .05$) with Reach.

We also noticed that when users make errors selecting a target direction, different directions have a difference chance of being selected by mistake. The number of Down directions selected in error was more than twice the number for the second most common error direction, Left, followed by Right-Down and Left-Down. While many fewer errors happened with the Reach selection technique, Up and Left attracted more errors than other directions and Right, Left-Down and Right-Down saw no errors. (Figure 3-6)
3.2.3.3 Hand Movement in 3D

The user’s hand movement in 3D space was recorded during the selection tasks. Figure 3-7 shows mean hand movement distance perpendicular to the target direction plane (Z dimension) across all the trials by every participant. A minus value means the hand finishing position was behind the starting position (i.e. closer to the user’s chest), and a positive value means the finishing position was in front of the starting position.

A repeated-measures ANOVA was used for Technique x TargetDirection. We found main effects for TargetDirection $^3$ ($F_{2,45,36.71} = 33.89, p < .001$), but no significant effect was found for Technique ($F_{1,15} = .17, p = .69$). We found an interaction effect for Technique x TargetDirection $^3$ ($F_{3,15,47,31} = 22.71, p < .001$).

3.2.3.4 User Preference

Figure 3-8 shows user preferences for Technique x Feedback and directions (from 1 for strongly dislike to 10 for strongly like). Participants preferred Reach because they felt Reach was accurate without sacrificing selection speed too much, so they felt confident selecting with Reach. Most participants liked the visual feedback as it is similar to the cursor in the desktop applications with which they are more familiar.

Right and Down were the most preferred target directions, while participants disliked Left-Down, Left-Up and Left. They commented that because they selected using their right hand, it was comfortable to move the hand to the right, and their hand was

---

$^3$The sphericity assumption was not met so the Greenhouse-Geisser correction was applied; the corrected degrees of freedom are shown.
more relaxed when moving downwards. In contrast, moving the hand upwards was more tiring, and they did not like Left-Down because they made more errors than in other directions.

3.2.4 Discussions

In this subsection, we provide some detailed discussions about the effect of different design factors and user behaviour based on the experimental results and feedback.

3.2.4.1 Effect of Selection Techniques

The results show that Reach is slower but more accurate than Stroke. However, if we look into the details, we find that Reach is a better candidate for freehand menu design. For example, if we compare Reach and Stroke with continuous visual feedback, we find the selection time with Reach (0.82s) is only 20.1% slower than Stroke (0.67s), but the errors with Reach (0.55%) are less than 10 times those with Stroke (6.88%). User feedback also favours Reach: users preferred Reach and commented that they could select with more confidence using Reach.

With the Stroke technique, we also found that some participants liked to move their hand a short distance in the opposite direction first and then perform the selection gesture. We speculate that this may have made selection more comfortable, but it caused erroneous selection in the opposite direction. For example, when the user tries to select Up, it is easy to move the hand too fast (i.e. faster than the speed threshold for Stroke selection) downwards under the influence of gravity (Figure 3-6).

Selection with Stroke took less time to Right and Down than to Up, suggesting that freehand gestural interaction using hand movement speed as the recognition parameter
should consider this difference, especially when a single remote camera is used for tracking. Freehand gestural interactions based on hand position reach should minimize Left-Down movement using the right hand since it is error-prone and disliked by right-handed users.

### 3.2.4.2 Effect of Visual Feedback

Continuous visual feedback tends to slow down the selection time a little while improving the accuracy only of Reach. This is mainly because the Reach technique relies on hand location, similar to using a mouse in desktop applications. Selection became easier when the user could see the cursor movement. If feedback was not available, users had to estimate their hand position, and more errors occurred. Stroke, on the other hand, uses hand speed/direction rather than location so does not benefit from the visual feedback. This suggests that designers should consider providing a cursor for hand position based interaction, and perhaps not for gestures which do not rely on hand/body position.

Despite the increase in selection time, participants preferred the visual feedback. They said that the feedback gave them a better idea of their hand position and made selection easier. The Reach technique with feedback received the highest preference score, perhaps due to its accuracy and similarity to familiar desktop applications. The Stroke technique without feedback, which was not very accurate, had low preference ratings even though it had the fastest selection time. This also suggests that accurate and instant feedback is an important design element for freehand gestural interaction.

### 3.2.4.3 Effect of Target Direction

We found very strong directional effects in freehand menu selection. For example, users quickly generate speed downward, and right-handed users quickly reach a given distance rightward (Figure 3-3). This may be the result of both gravity and human arm movement patterns, i.e. more elbow movements were involved when the hand was moving upwards. Users need longer selection time for Left-Down with Reach, which may also be caused by the arm movement pattern: the right arm needed to go across the body, which involved more body movement and introduced more errors than the other directions with both techniques.

We also found that users made about twice as many errors when selecting off-axis directions than on-axis directions, with both techniques (Figure 3-5). As no such strong directional effect has been found with other devices such as touch screen [113, 191] or stylus [198]. This is probably because with freehand gestural selection users have to move their hands in the air without any support for a relatively long distance compared to using a touch screen, so the error introduced by the same angle is larger.
Thus designers should be careful when carrying over findings from other interaction techniques to freehand gestural interaction design.

### 3.2.4.4 Hand Movement

Because the directional gesture was performed immediately after the menu invoking pull gesture, the start position was near to the user’s body and the user’s hand tended to move forward while selecting the target. The results indicate that although the menu items were located in the same (vertical) plane, the corresponding hand movement towards the target did not stay in the same plane. And hand movement perpendicular to the user’s chest varied with the technique and target direction. And in both techniques, the user’s hand moved for a longer distance in the Up, Right-Up, Left-Up directions.

With the Stroke technique, hand finishing position for all target directions was in front of the starting position. This is possibly because Stroke is faster and the hand movement distance is shorter, so the hand end position is in the front of the start position. For the Reach technique, the hand movement distance in the Z dimension varied more across target directions, possibly because the hand moved a longer distance. In Up, Right-Up and Left-up, the user’s hand still moved forward farther than with other target directions, while hands stayed close to the starting depth with Left, Down and Right-Down. One interesting exception was Left-Down with the Reach technique, in which the hand moved backward rather than forward. This is consistent with users’ comments that they needed to rotate their arm and body to select the Down-Left target.

### 3.3 Option Selection in 3D Layout

In the first study, we focused in detail on option selection with different gestures and visual feedback in a 2D menu layout. However, as noted above, freehand tracking may be less accurate than using devices such as a touch screen or mouse, so potentially requiring larger menu items and limiting menu item size and number. Since one advantage of freehand interaction is that gestures can be tracked in 3D, menus could be displayed and selected in 3D space, which may help in presenting menus with more items without decreasing menu item size. Although considerable research has been conducted on menu selection techniques in 3D environments, most – like the first study above – have used 2D menus and there are no well established 3D menu selection techniques, especially for freehand gestural interaction. So we conducted a second study on the design and evaluation of option selection in a 3D menu layout [141].
3.3.1 Design

Again, as there is no button clicking or touchscreen tapping available with freehand interaction, marking menus provide a potentially fruitful approach to freehand menu design because selection can readily be performed with marking menus solely by gesture, without clicking or tapping. Many marking menu selections in previous research were based on 2D displays with 2D pointing input devices. In this work, we extend the use of marking menus to 3D environments with 3D freehand gestural input. This brings several challenges in 3D marking menu representation and 3D freehand gestural selection. For example, the 3D marking menu items must be rendered carefully to make sure the user can see all the menu items and perceive their 3D locations correctly in order to select them, and it can be challenging to select the target menu item from a 3D menu which is densely populated by menu items. Furthermore, as the menu items are distributed in three dimensions, hand movement in each direction (e.g. up, down, left, right, forward and backward) may be used to select corresponding menu items; which brings more challenges than moving on a 2D surface.

3.3.1.1 Gesture Design

Although ray-casting techniques have been shown to be effective for 3D selection, the origin of the ray is normally located in front of the objects. However, in a 3D marking menu, the ray origin is, by definition, located in the center of the objects, i.e. with the menu items arranged in three dimensions around it. Also, with ray selection using an input device in the user’s hand, it is easy to confirm the selection by clicking a button, but this is not available in freehand gestural interaction. Furthermore, as the hand position is virtually surrounded by menu items in all three dimensions, there is no extra dimension and very limited space available for an additional confirmation gesture following the selection gesture. For these reasons, we designed our freehand gestural 3D menu selection technique based on the hand extension metaphor rather than ray-casting.

As in the previous study, we designed two menu selection techniques to enable selection and confirmation with a single directional gesture. In this study, we again began with the Stroke technique and the Reach technique, modified for 3D interaction. In cross selection [2], the target is selected simply by moving the cursor across the target’s boundary in 2D. For interaction with a 3D menu, we designed the corresponding Reach technique so that the user selects the target by moving the cursor through a corresponding plane, as shown in Figure 3-9b.

Menus are usually invoked by a mouse click or pen touch, however, these inputs are not available in freehand gestural interaction, so we need to find a way to invoke the menu. Again, as the menu items may be distributed in all dimensions, movement of a single hand may not be suitable because it is easy to confuse the trigger gesture.
with a selection gesture. One benefit of motion tracking without fiducial markers is that the tracking is not limited to the marked body parts; in contrast, it can track the movements of the whole body. This enables using movement of other body parts as the menu trigger gesture. And in contrast to a 2D menu, the menu items in 3D menu are distributed all directions in 3D space. This means that it is difficult to use the hand performing menu item selection to invoke the menu, as hand movement in any direction could trigger the menu selection incorrectly. Thus, we introduce the “hands up” gesture with the other hand, i.e. moving the hand up towards the shoulder. We use this gesture because “hands up” is very common in everyday life and so is easy to understand and perform, and can be easily separated from the gesture to select a menu item with the other hand.

3.3.1.2 Display Design

We chose the number of menu items for freehand selection based on previous work with 2D marking menus. With pie cursor [58], four and eight items were tested, and Escape [191] used 8 directions for its icon arrows. More items have been tried in [198] and results showed slower selection time and higher error rates for more than eight menu items. Zhao et al. [197] also conclude that to maintain acceptable accuracy rates, marking menus should not exceed 8 items.

Given that the movement ranges of a thumb [191], mouse [58], or handheld tracking device [68] are smaller than an arm, the radius of the menu and distance between each menu item could be larger with our freehand gestural selection. This makes our menu potentially able to handle more menu items.

Taking all these constraints into account, we constructed the 3D menu by putting 8 menu items in the vertical plane centred on the initial cursor position, 3 items in the front and another 3 behind the cursor position. These 6 items were in the same horizontal plane. So, we had 14 menu items in total.

Grossman and Balakrishnan [68] suggested that target size dimension along the main selection direction has a greater effect on performance than in the other two di-
mensions, however, this conclusion is based on the “move and click” selection technique using a 6-dof tracker equipped with a button. In our selection technique for freehand gestural selection (Figure 3-9), users only need to move their hand toward the target direction (with Stroke) or pass through the target plane (with Reach). Thus, all menu items in our 3D menu were 2D rectangles, so their size along the main selection direction approximated to zero.

Various types of presentation have been used for marking menus in 2D, such as pie [58], radius zone [73], rectangular zone and polygon [197]. We found polygon to be a good presentation to facilitate both Stroke and Reach. For a polygonal 2D marking menu, each menu item is a line occupying some length. If these items were selected by freehand gesture, we could consider the depth of the items as infinite. But for a 3D menu, since there are items in front and behind, the depth of the menu items in the horizontal plane cannot be infinite. Thus, rather than a line in a 2D plane, each such menu item is represented as a vertical rectangle at a given position in 3D space (see Figure 3-10).

In pilot trials, we found that if we render all the menu items as rectangles, their visual representations are similar and the user will have difficulty in perceiving the item’s location in the 3D environment. So we rendered only the 6 menu items in the front and back as rectangles, and rendered the other 8 menu items (in the vertical plane centred on the cursor position) as lines in order to provide visual separation; but the effective selection areas for all menu items were still rectangles.

Considering that the range of human hand reach both from Up to Down and from Right to Left is almost the same (about 2 arms’ length), we used an octagon as the layout of the menu items in the vertical plane centred on the cursor position, with each item having the same distance to the center. We could also apply the same layout for items in the front and back, giving the first layout design (Figure 3-10a, Octagon).

However, hand movement range forward and backward is shorter (about 1 arm’s length without body movement). To accommodate this difference, we also tested a rectangular layout for the items in front and back (Figure 3-10b, Rectangle).

Considering that the arm movements forward and backward are not symmetrical, e.g. there is more space when the arm is moving forward, while the hand is obstructed by the upper body when moving backward, we also evaluated non-symmetrical layouts, i.e. the combination of octagon in front and rectangle behind (Figure 3-10c, Octagon/Rectangle), and rectangle in front and octagon behind (Figure 3-10d, Rectangle/Octagon). For all four conditions, the 8 menu items in the perpendicular plane centred on the cursor were in the same locations. The 3D marking menu names reflect the layout of the menu items in the front and back.

In an initial study, we found that the Stroke technique produced a lot of errors in 3D menu selection. This is probably because the difference in direction between 14 menu
items is too slight for the hand to separate them effectively. So we carried forward only the Reach technique for investigation in the experimental evaluation reported in the following section.

Given that moving forwards and backwards to select targets is significantly slower than moving left and right [68], and the relatively short range of forward and backward hand movement, we tried to reduce the Z-depth of the 8 menu items located vertically, so that the 6 items in the front and back could be closer and therefore easier to reach. However, we found that selection errors for the 8 vertical items increase quickly when their depth becomes smaller than their length. So we maintained the selection area of these 8 items as square in the following study.

3.3.2 Experimental Evaluation

We conducted a controlled experimental evaluation to investigate the effect of different 3D layouts and target directions using freehand gestural selection. The experimental setting was the same as the previous study in Section 3.2.2.1 and is shown in Figure 3-11.

3.3.2.1 Independent Variables

The independent variables were 3D menu layout (Octagon, Rectangle, Octagon/Rectangle, Rectangle/Octagon, as shown in Figure 3-10) and TargetDirection (Up, Down, Left, Right, Front, Back, Left-Up, Right-Up, Left-Down, Right-Down, Left-Front, Right-Front, Left-Back, Right-Back).
Figure 3-11: Experimental setting and snapshots of screen. (a) Octagon (b) Rectangle (c) Octagon/Rectangle (d) Rectangle/Octagon.

3.3.2.2 Hypotheses

- There will be significant differences in selection time and error rate when participants select with the different 3D menu layouts.

- There will be significant differences in selection time and error rate when participants select in different directions.

3.3.2.3 Participants

We recruited twelve volunteers (nine male and three female), between 22 and 30 years of age with a mean age of 25.58 (sd = 2.15). They were all right-handed and had some experience of gestural interaction such as gaming.

3.3.2.4 Procedure

Each trial started with a “hands up” gesture with the left hand. When the gesture was performed, a 3D menu appeared with the target menu item highlighted in yellow. The user’s hand position was represented as a yellow sphere (diameter 5 cm in virtual 3D space) in the center of the menu. This cursor continuously followed the user’s right hand movement.

The 8 vertical menu items were 80 cm from the center of the menu in virtual 3D space, and their width was 66 cm (the orange lines in Figure 3-10). Although they were rendered as lines for visual separation from other items in front and behind, their effective selection depth was 66 cm, so all the menu items located vertically were squares in motor space. In the different 3D menu layouts, the size and distance of the menu items located vertically were the same, while the size and distance to the center
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of horizontal items differed as a feature of the layout. In the Octagon menu layout (Figure 3-10a), the other 6 menu items located at the front and back were squares of the same size (66 cm x 66 cm). The menu in Rectangle layout (Figure 3-10b) had rectangles sized 66 cm x 53 cm. In the other hybrid layouts (Figure 3-10c, 3-10d), their size was the same as the corresponding menu item in the Octagon or Rectangle layout. All the menu items in the front were rendered as translucent in order to show the other, occluded, menu items.

User movement was mapped from real space to the visual 3D space as 0.3:1 (when the user’s hand moved 3 mm in real space, the cursor moved 1 cm in virtual 3D space). A selected menu item disappeared when a selection was detected. If the user selected an item other than the target, an error sound was played. If the target was selected, the user was instructed by text on the display and an audible beep to start the next trial.

After the whole test was finished, the participant answered a questionnaire on menu layout and target direction preferences. They were asked to rate their preference for the different layouts and target directions from 1 (strongly dislike) to 10 (strongly like), and provide comments about their preferences. The whole study took about 45 minutes per participant.

3.3.2.5 Design

A repeated measures within-participants design was used. There were 4 sessions, one for each 3D menu layout. The order of the sessions was randomized. In each session, there was a practice block of 52 trials (3 trials in each direction), followed by another 2 test blocks with 52 trials each. Thus for each participant, 624 trials were performed in total.

3.3.3 Result

The selection time, error rate, and user preference were recorded and the collected data are analyzed in this subsection.

3.3.3.1 Selection Time

A repeated-measures ANOVA for 3D marking menu layout x TargetDirection was used to analyze the results. Main effects were found for 3D marking menu layout ($F_{3,33} = 5.00, p = .006$) and TargetDirection ($F_{13,143} = 7.47, p < .001$). An interaction effect was found for 3D marking menu layout x TargetDirection ($F_{39,419} = 2.58, p < .001$). Mean selection time for Octagon was 1.31 s, for Rectangle was 1.13 s, for Octagon/Rect/angle was 1.21 s, and for Rectangle/Octagon was 1.20 s.
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Figure 3-12: Selection time for menu layout x TargetDirection.

Post hoc Bonferroni pairwise comparisons showed that Rectangle was significantly faster than Octagon ($p = .022$). Mean selection times across the conditions are shown in Figure 3-12.

Further analyses using one-way repeated-measures ANOVA for TargetDirection in the four different menu layouts were performed. As illustrated in Figure 3-13, with Octagon each of Right and Right-Up was significantly faster than Front and Right-Down. With Rectangle, Left was significantly faster than Left-Down. With Octagon/Rectangle, each of Left and Back was significantly faster than Up, and with Rectangle/Octagon, each of Right, Left, Front, Right-Up, and Right-Front was significantly faster than Right-Down (($p < .05$) or more significant for all pairs). In Figure 3-13, directions represented by blue arrows are significantly faster than the directions in green arrows with each layout.

We also compared the selection time in the on-axis and off-axis directions. A two-tailed dependent T-test found no significant difference ($t_{11}=-1.51, p=.16$).

3.3.3.2 Error rate

Users were required to select the target successfully, if necessary trying more than once. Each failure to select the correct target was recorded as an error. The first erroneous direction when users failed to select the target menu item was also recorded as “error direction” for this “target direction”. A repeated-measures ANOVA was used for 3D menu layout x TargetDirection, as shown in Figure 3-14.

We found a main effect for TargetDirection ($F_{13,143} = 3.02, p < .001$), but no signif-
Figure 3-13: Selection time comparison in different directions. Blue directions took significantly less time than green directions ($p < .05$). Line arrows represent directions in the vertical plane, and block arrows represent directions in the horizontal plane.

A significant effect was found for menu layout ($F_{3,33} = 0.77, p = .52$). We also found an interaction effect for 3D menu layout x TargetDirection ($F_{39,429} = 2.12, p < .001$). Mean error rate for Octagon was 5.26%, for Rectangle was 6.94%, for Octagon/Rectangle was 5.55%, and for Rectangle/Octagon was 5.06%.

We also analysed errors in on-axis directions, i.e. Right, Down, Up, Left, Front, Back, and off-axis directions (Figure 3-15). A two-tailed dependent T-test found that whether the direction was on-axis or off-axis had no significant effect on error rate ($t_{11} = -2.04, p = .07$).

The distribution of error directions is illustrated in Figure 3-16. The top 4 mistakes in each 3D menu layout are shown. The user’s hand moved to Back very easily when trying to select Right-Back (a, b, c), and to Right-Back easily when the target was to the Right and the Octagon layout was used at the back (a, d). In the second and third rows of (b, d), we find that the user’s hand moved to Front easily when selecting Up, and moved to Left-Front easily when selecting Left-Up if the Rectangle layout was used at the front. The user also moved her hand easily to Left when trying to select Left-Back and Left-Front in the Octagon layout (a, third and fourth rows). Overall, forward and backward directions produced most of the errors shown in Figure 3-16,
backward producing more than forward.

### 3.3.3.3 User Preference

User preference data on the 3D menu layouts and target directions were collected by questionnaire. Figure 3-17 shows user preferences for the 3D menu layouts. A one-way repeated-measures ANOVA for menu layout found no effect ($F_{3,33} = .33, p = .801$). Although there is no generally preferred 3D menu layout for all participants, some participants showed strong personal preference for certain layouts. With respect to visual feedback, some participants preferred the combinations of Octagon and Rectangle because they provided visual differences between the items in front and behind and facilitated their identification of item position. However, some other participants preferred the Octagon layout because it represented the depth difference of items in front and behind more clearly, and the symmetrical shape made them feel comfortable. The visual feedback in the Rectangle layout was disliked by users because the items in front and behind looked similar, however, some participants preferred Rectangle because the items in front and behind are all in the same plane, so it was easier for them to locate and select the items by right angled hand movements, e.g. moving the hand a little to the right and then forward to select Right-Front, rather than making a diagonal movement.

Some participants also commented that they preferred the Octagon layout when it appeared in the back, because it is not easy to control the hand moving backward, and the Octagon layout gave each item more space, making it easier to select. They even
suggested putting only one item at the back and removing the Left-Back and Right-Back options. This comment aligns with the error analysis in Figure 3-16. Participants felt that selecting forwards was more accurate than backwards, although it required a little more effort.

Figure 3-18 shows user preferences for (a) all TargetDirections and (b) on-axis and off-axis TargetDirections. A one-way repeated-measures ANOVA found a main effect for TargetDirection ($F_{13,143} = 4.18, p < .001$); Right and Front were the preferred target directions, while participants disliked Left-Down and Left-Back. They commented that because they selected using their right hand, it was comfortable to move the hand to the right. It was also comfortable moving the hand forward. In contrast, when moving the hand to Left-Down and Left-Back, the hand had to move across the body close to the chest, making them feel uncomfortable.

A two-tailed dependent T-test found significantly higher preference for on-axis directions than for off-axis directions ($t_{11} = 4.77, p < .001$), as shown in Figure 3-18(b). Users commented that when they saw an on-axis target, they perceived the direction and started to move the hand in that direction easily and confidently, while for off-axis directions they needed to hesitate to think about the direction and moved the hand more carefully. In other words, the off-axis directions probably required more mental and physical workload than the on-axis directions in our 3D marking menus.

Users also made some other suggestions about the visual feedback of the cursor. They said it was not easy to select if they did not know the relative location of the cursor and the 3D menu items, and the stereo 3D display did not provide enough clues about this relative location. So it would be better if the cursor projections on each
Figure 3-16: The first direction selected by mistake (green arrows) when the user tried to select the target direction (blue arrows). Line arrows represent directions in the vertical plane, and block arrows represent directions in the horizontal plane.

dimension could be displayed on related menu items, so the user has a clear perception of the current cursor position relative to the menu items in the 3D environment.

### 3.3.4 Discussions

Based on the experimental results, the effects of different design features and a comparison with previous designs are discussed in this subsection.

#### 3.3.4.1 Effect of Layout

The Rectangle layout was significantly faster than the Octagon layout, while there were no significant differences in error rates between them. The different layouts of Rectangle and Octagon make the Rectangle menu items located in the horizontal plane smaller in
size but closer to the menu center than with Octagon (Figure 3-10). The results suggest that these differences made the Rectangle layout faster than Octagon using freehand gesture without significantly sacrificing accuracy. However, although the error rate with Rectangle was not significantly different, we found that the smaller space of the Rectangle layout tended to produce more errors in the forward and backward directions (Figure 3-16b, 3-16c, 3-16d). Users also noted that the menu items in front and behind with Rectangle looked similar, affecting the perception of their 3D location. These findings suggest that Rectangle could still be improved. For example, we can reduce the number of menu items behind the hand location and increase their size. This could potentially not only introduce more visual difference, but also reduce the error rate when selecting items behind the hand location.

### 3.3.4.2 Effect of Target Direction

Significant effects of target direction were found on both selection time and error rate. Directions towards Right and Front were comfortable for our right-handed participants and on-axis directions such as Up, Down and Back were also preferred; users did not like Left-Down and Left-Back. So, in designing 3D menus for gestural interaction, we could consider using only on-axis directions if higher accuracy or fewer options are required. When there are many options, we could put high priority or commonly selected options in the on-axis directions.

We also found that users had difficulty selecting the targets located vertically, especially downwards (Down, Left-Down, Right-Down). This may be caused by the arm movement pattern: the hand usually does not move in the same vertical plane as the user’s chest. For example, when the hand moves to Right-Down, it also moves back at the same time. Although people can try to adjust their action for moving their hands
in a vertical plane, such as involving more elbow movement, it increases the physical demands of the arm movements and requires users to pay more attention to their hand location. This suggests that the layout of items in the vertical plane could also be improved.

3.4 Design Space Comparison

The set of 2 related studies reported here contributes to our knowledge of designing for 3D freehand interaction, leveraging and extending knowledge from previous experiences in the design of gestural interaction with 2D touchscreen surfaces and with 3D interaction enabled by hand held devices. In this section we provide some further discussion of the interaction design features, user performance and behaviour, comparing 3D freehand gestural interfaces with 2D touchscreen gestural interfaces and 3D gestural interfaces using hand-held devices. We then introduce some further suggestions for freehand 3D interaction design.

3.4.1 Comparison with 2D Interaction Techniques

3.4.1.1 Similarities

Kurtenbach and Buxton [104] suggested that direct manipulation can be combined together with menus in the same 2D interaction, complementing each other effectively. And this also appears to be true with 3D freehand interaction. For example, with menu cone, users directly control the cone to cast the targets and use a marking menu to
disambiguate the selection. Some general findings from 2D interaction may also apply in freehand interaction. For example, 2D marking menus have better performance when the number of menu items is even (e.g. 4, 8 or 12)\cite{104} as these numbers benefit from a salient metaphor with circular layout (e.g. compass or clock).

The effect of visual feedback also has some similarities with 2D touch screen interaction and 3D freehand interaction. For example, investigations of typing with a 2D touch screen\cite{78} shows that visualizing the touched positions using a simple dot decreases the error rate but also decreases the speed, which is quite similar to the visual feedback effect reported in the first study here.

### 3.4.1.2 Differences

When the gestural movements are constrained by a 2D surface, users can readily make approximately straight marks\cite{107,113}; thus it is easy to distinguish the selection gesture from other possible gestures\cite{107}. In contrast, although the X-Y coordinates of freehand movements are also straight as on a 2D surface, the component of the movement in Z makes the entire path of the freehand movement curved in the 3D space, which may lead to some ambiguities and errors as observed in the second study.

### 3.4.2 Comparison with 3D Interaction using Hand-held Devices

#### 3.4.2.1 Similarities

Compared to other marking menu selection techniques, such as using fingers on a touch screen\cite{113,191}, we found freehand gestural selection enabled by a single remote camera had both similar and contrasting characteristics regarding target directions. For example, in Escape users disliked Left-Up, Left and Left-Down\cite{191}, similar to our results. However, no significant effect of target direction was found for time or error rate in Escape\cite{191}. In\cite{113}, in contrast to our results, the stroke angular error on a multi-touch surface was small towards Down while big towards Right-up.

Grossman and Balakrishnan noted that moving the hand forwards and backwards to select targets was significantly slower than moving in other directions\cite{68} with hand-held devices. And we have found similar results here for freehand 3D selection. In the Octagon layout in the second study, in which all targets are the same distance from center, we found selection forward to be significantly slower than right and right-up directions, which is similar to previous findings. The reason is likely to be similar to that suggested by Grossman and Balakrishnan: selection with smaller muscle groups can result in better performance than using larger muscle groups\cite{108,35}.
3.4.2.2 Differences

Comparing our 3D menu layout to that in [67], in which the 3D menu is organized as a cube and the layout of the central plane is similar to the layout of Rectangle in this study, the significant effect of target position on error rate is found in both studies. However, the accuracy in different directions varies. Certain positions perform similarly, for example front and back are accurate in both studies, while some other positions have different accuracy, for example Down is accurate here, while error-prone in [67].

3.4.3 Comparison between 2D and 3D Studies

3.4.3.1 Selection Performance

With freehand gestures or hand-held devices moving in the air, the 3D movement input could be used in either 2D or 3D interaction tasks. Similar tasks were studied by Teather and Stuerzlinger [165] with a mouse or a 3D tracker. They tested the performance of the 3D input device in different settings, including using it in fully 3D space and using the 3D device to emulate a 2D mouse with and without physical 2D surface support. The results indicated that operation was faster and more accurate when the tracker was used in 2D rather than 3D mode.

We find a similar effect with freehand selection. Comparing the results from Studies 2 and 3, we find that selecting a 2D target with freehand gestures can be much more accurate than a 3D target. Even allowing that there are more targets in the 3D menu (14) than in the 2D menu (8), the difference in error rate is still much higher with about 10 times the error rate for 3D selection (more than 5% for each layout, using the Reach technique with visual feedback) than for 2D (0.55% with the Reach technique and visual feedback). And the selection time in 3D is also slower than in 2D.

The findings of 2D selection outperforming 3D selection with both freehand gestures and hand-held tracking devices could all be caused by the freedom of hand movement. For the 2D menu selection in the first study, only the X-Y coordinates of the hand movement are used in the selection, thus item depth in the Z dimension can be treated as infinite. However, in the 3D menu selection, all the X-Y-Z coordinates of hand movement are used, and the depth of menu items located vertically is much shorter (i.e., the same size as their length). As the user’s hand tends to deviate in the Z dimension when moving sideways (Figure 3-7), it may lead to more errors (Figure 3-16).

3.4.3.2 Target Direction

Direction effects have been found in previous 3D selection research. For example, a selection task with the hand moving in 3D to reach a target in a fixed physical vertical
board was evaluated in [124]. Their results show a significant effect of target direction on selection time, similar to our findings in Studies 2 and 3.

We compared the detailed results in [124] with our first study because they both involve moving the hand in 3D space to reach a target located in a 2D plane, and both have 8 targets laid out vertically. We found that the trend of selection time in different directions is very similar to the freehand Stroke technique in first study (e.g. selecting upwards is slower than other directions), rather than the freehand Reach technique. This is a very interesting finding considering that the selection technique design in [124] is much more similar to the Reach technique in every respect.

However, if we examine the details of the user behavior in 3D space, we find the similarity between the freehand Stroke technique and the selection task in [124]. In their experiment, the targets were on a fixed board located in front of the hand’s starting location, so users always had to move the hand forward to select. From an analysis of the user’s hand movement in 3D space in our study (Figure 3-7), we see that with the Stroke technique, users’ hands always moved forward regardless of which direction they were actually selecting. Thus, the Stroke technique shares more similarity in user hand movement behaviors with [124], and it is therefore less surprising that Stroke has more similar selection times than Reach when compared to the experiment in [124].

This finding again illustrates the tendency for deviation in the Z dimension with freehand 3D gestural selection, and reminds us again that when designing techniques for freehand interaction, similar designs may produce very different user behaviors and performance.

### 3.4.3.3 Visual Feedback

We tested the Reach selection technique with and without visual feedback of the cursor in our study of 2D selection. Compared to another similar study in 3D menu selection [67], the common finding is that visual feedback improved the accuracy of the selection. However, the improvement of selection time with visual feedback in their study did not occur in our 2D menu study. This is possibly because there were more menu items and the layout was more complex in their study, so the visual feedback may have helped more, while our 2D menu selection here was straightforward. Hence, in the second study of 3D selection, we used the Reach technique with visual feedback because visual feedback can be more important for such complex tasks with more targets and a more complex 3D space layout.

### 3.5 Design Suggestions

Overall, the differences from previous research findings are largely due to differences in user behaviour. Moving the bare hand and arm freely in the air is different from holding
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and moving a mouse on the desktop, tapping the thumb on a mobile phone, or multitouch movements with the fingers on a touch sensitive surface. The natural behaviour of the human body is different with different biomechanical parts (e.g. finger, hand, arm, shoulder), different ranges (e.g. small, medium or large area), and dimensions (e.g. 2D physical surface, 3D free movement in the air). Successful 3D freehand gestural interaction design thus depends in large part on understanding the user’s perceptions, capabilities and behaviours, and bringing this understanding to bear on the design process. Designers should consider carefully whether or not findings from other gestural interaction techniques that involve handheld devices can directly be carried over to the design of freehand 3D gestural interaction.

Despite the challenges, 3D freehand interaction still has its advantages, such as hand movement in the third dimension increasing the scope for interaction design. Users can also leverage more of their experiences in real life with freehand interaction compared to established interfaces. Combining the results from the 2 studies reported here, some overall design guidelines emerge for 3D freehand interaction designers.

- The Reach technique, building on the goal crossing technique [2] in 2D interfaces, could be a useful method for target selection with 3D freehand gesture, as it does not require any confirmation trigger for selection. Although finger or hand poses could be used as a trigger, more precise tracking equipment would be required (e.g. data gloves [126]), or the tracking could be sensitive to viewpoint changes [157, 71] when using a single camera. Maintaining certain finger/hand poses may also introduce fatigue issues. With the Reach technique, on the other hand, users can select the target using their experience of reaching for an object in real life, without the need for a finger or hand pose as a gestural confirmation or delimiter.

- Even when working in 3D, designers should consider mapping 3D hand movements to 2D interaction for simple user interfaces with few elements. The number of targets located forwards or backward should be limited as the hand moves more slowly forward and backwards [68], and can be error-prone, as shown in the second study. Designers should also think carefully before committing to a full 3D interaction task, because such a task can be more demanding than a similar task in 2D and could be slower and more error-prone for freehand 3D interaction.

- One way to use hand motion in the Z dimension is as the delimiter or trigger to invoke certain commands or to make confirmations. For example, the pull gesture is used in the menu cone to connect between gestures (Figure 4-2). Given that a finger cannot currently be tracked reliably as a gesture delimiter by a single low-cost camera, and hand movements in the X-Y dimensions can be used for faster and more accurate actions, using hand movements in the Z dimension as the gesture delimiter is a potentially useful addition to the designer’s toolkit.
In both 2D and 3D selection, we found that users have preferences for different hand movement directions, e.g. they do not like cross-body movements such as left-down or left-back. Considering previous research on the hand’s comfortable range for reaching static objects [97, 187] or dynamic objects [22], keeping the user’s hand movements within the range of their comfort zone, and avoiding uncomfortable areas or directions, is important for freehand gestural interaction design.

3.6 Summary

In this chapter, we reported two studies about the option selection to address the challenge of gesture delimiters for freehand gestural interaction. The first study focused on freehand menu selection in a 2D layout, based on the previous research about 2D desktop and touch interaction design, we designed the selection techniques for freehand interaction. The user evaluation suggests the reach selection technique could be promising for freehand option selection. The second study extends the freehand reach selection technique to 3D space, and investigated the effect of different 3D layout and the directions in 3D. In both studies we explored interaction design, user performance, behaviours and preferences for freehand 3D selection techniques. After reporting the design and findings, we also present the guidelines for freehand interaction design. The results suggest that while design of freehand gestural interaction can leverage findings from other similar interaction techniques using more traditional input methods, designers should consider carefully whether they do in fact carry over. The work in this chapter laid a foundation for investigations in the following chapter about freehand gestural interaction in dense 3D environments.
4.1 Introduction

In this chapter, we extended the work in the previous chapter about simple option selection to more complicated tasks such as object selection in dense 3D environments and text entry with virtual keyboard. As we analysed in Chapter 2, another main challenge for freehand gestural design is performing accurate operations, as the freehand tracking is normally noisy and the hand is moving in the air without any physical support. Our aim in this chapter is to analyse the requirements and design the effective freehand gestural interaction techniques for high accuracy tasks.

Building on the design and findings in Chapter 3 about the option selection design, we report two studies in this chapter focusing on freehand gestural interaction in dense environments. The first study is about target selection task in densely populated 3D space. And different from option selection, the targets have random locations in 3D space, and could be occluded by each other as well. Thus this selection task could be much more difficult than selecting an option from a menu as shown in Chapter 3. We reported design of the selection techniques, the user evaluations and the results. We found that interaction design requiring a high accuracy single action are not appropriate for freehand gestural selection, while separating it into several connected low demand operations could be a potential solution.

Then the second study in this chapter is about freehand gestural text entry with virtual keyboards, which is essentially a series of characters selection from a densely tiled keyboard. We presented 3 different input selection methods and 2 different keyboard design, and compared users’ actual performance, behaviour, task load and preference in a 5 days period. We found that our proposed reach and expand selection method,
which builds on the reach method in Chapter 3, could be a useful method for accurate
target selection, especially used with circle layout.

In the end of this chapter, a series of practical design suggestions are provided
based on the results and observations in the evaluations. We also presented design
strategies for freehand selection tasks, as well as 5 design examples for selection tasks
with different dimensionality and density.

4.2 Object Selection in Densely Populated 3D Environments

Although selection is a fundamental interaction task in most applications and consid-
erable research has been conducted on selection techniques for 3D environments, most
existing methods cannot be used directly in freehand interaction. The task is even more
complex if the target is located in a dense 3D environment containing multiple objects,
requiring a high precision interaction technique. In this section, we report the design
and evaluation of two 3D freehand selection techniques, and discuss the implications
of our findings for freehand 3D user interface design.

4.2.1 Freehand Selection Technique Design

In this subsection, we set out to design gestural selection techniques that are purely
freehand.

4.2.1.1 Selection Metaphor

As ray selection has been shown to be effective in dense 3D environments [69, 168],
our designs for a freehand selection technique drew heavily on ray selection. However,
ray casting techniques normally need a high level of accuracy because only the object
intersected by the ray can be selected. Since freehand motion captured by a low-cost
camera can be noisy and jittery, it can be difficult to intersect the target object with
the ray, especially in a dense 3D environment. Compared to ray selection, the cone
cast selection technique [115] extends the ray to a cone shaped volume that has a more
generous selection volume and can therefore make selection easier. So we take the
cone selection technique as the basis for our freehand selection technique (Figure 4-1b,
Figure 4-2a).

To use hand motion to control the cone direction, we fix the position of the cone
apex and the position of the cone base center in two parallel vertical planes. The X-Y
coordinate of the user’s hand can then be used to control the X-Y coordinate of the
cone base center. Thus, the user can control the cone direction with hand motion in
the vertical X-Y plane, and the user’s hand motion in the Z dimension can be used for
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4.2.1.2 Disambiguation Method

For a ray selection technique in a densely populated 3D environment, the user typically first moves the ray to the target to select. If multiple objects are in the selection range, the user must disambiguate the selection with another selection.

Two common disambiguation methods are disambiguation using a marker on the ray (depth ray, lock ray), in which the user moves her hand to control ray direction and marker depth to locate the target; and disambiguation using a menu popping out from the 3D environment (flower ray, SQUAD). These disambiguation methods have been shown to be effective with handheld devices in densely populated environments [69, 98, 168].

Other disambiguation methods, such as using two rays to select, have relatively poor performance [69] or require movement and confirmation with both hands [186] so are less appropriate for freehand selection. It is also possible to disambiguate automatically with algorithms, but this method has been shown to be inconsistent in different 3D environments [150]. So we focused on the marker and menu disambiguation techniques for freehand selection.

4.2.1.3 Gesture Design

We designed two techniques for freehand gestural selection based on the cone cast technique, as well as marker and menu disambiguation techniques.

4.2.1.3.1 Marker Cone

With marker disambiguation methods, the disambiguation may happen together with selection in a single phase, with only one “select and confirm” action, or in a separate disambiguation phase with two actions for first selection and then disambiguation. Given that the first approach (depth ray) has been shown to outperform the second (lock ray) [69], and it also requires only one confirm action, we designed our “marker cone” technique with selection and disambiguation together in the same phase.

With marker cone, the user controls the cone direction to contain the target inside, and disambiguates the selection by moving a marker forward and backward along the cone center. The closest object in the cone to the marker is selected. The direction is controlled by moving the hand in a vertical plane, and the marker is controlled by moving the hand perpendicular to this 2D plane. With ray selection techniques [69], only the object on the ray can be selected and disambiguated, which sometimes is not the closest object to the marker in 3D (Figure 4-1a). Leveraging the cone cast technique, the marker cone technique can select the closest object to the marker in
Figure 4-1: The target is the cube. (a) Ray techniques select the object (yellow) intersected by the ray and closest to the depth marker. (b) In marker cone, the selection area is enlarged and the object in the cone closest to the marker is selected.

3D (Figure 4-1b), giving it also the benefits of another selection technique for dense 3D environments called 3D bubble cursor [168], which can dynamically resize to select the closest target in 3D. Thus, the user can select the target without putting the ray precisely on the target, making the selection less demanding and easier to achieve with noisy motion tracking.

The marker cone requires the user to move her hand continuously in 3D space to select the target, which means it is difficult to make the confirm gesture using the same hand. Any movement with this hand will change the marker position and selection. One advantage of freehand interaction is that the motion of both hands can be tracked. So to address this challenge, we introduce a “hands up” gesture performed with the other hand as confirmation. When the target is selected, the user can confirm the selection by raising her other hand. Thus, the user can control the marker cone with one hand without needing an extra movement of that hand as a confirmation gesture.

4.2.1.3.2 Menu Cone With the menu disambiguation method, after the selection confirmation a menu pops out with the selected objects as menu items, and the user disambiguates the target by a menu selection. As two selections are required, so two selection confirmation gestures are needed. The menu used in the disambiguation phase is normally designed as a marking menu [69, 98] for fast selection. As marking menus also have the potential to enable selection with just a directional action rather than a selection action followed by a confirmation action, we used a marking menu in the menu cone technique for freehand selection.

To confirm the first cone selection, an extra action, e.g. button click [69, 168], is typically used with hand held devices, however, as no handheld device is available in
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Figure 4-2: Menu cone. (a) Point the cone to the target. The target turns yellow and distractor turns blue when selected. (b) Pull to confirm the selection and the disambiguation menu appears. (c) Perform a directional gesture towards left to select the target. The target disappears after selection. The definition of X-Y-Z dimension is shown in the left bottom, and applies to all following studies and discussions.

freehand gestural interaction, we cannot directly carry over these selection techniques. Similar to marker cone, the menu cone direction is controlled by moving the hand in an X-Y vertical plane. Thus, we use a quick hand movement perpendicular to this 2D plane along the Z dimension to confirm the first selection, as a “pull” or “push”. We chose “pull” to confirm the initial selection because it aligns with the visual perception of the marking menu popping out towards the user. Users can cancel and go back with a “push” gesture in the reverse direction if they make a wrong selection.

To confirm selection in a marking menu, a button click [69, 168] or finger touch/lift [113, 191] can be used to point to the menu item or specify the end point of the directional selection gesture. But again these methods cannot be used in freehand interaction, and we have to use hand motion. To determine the direction of the marking menu selection gesture, we use hand motion speed as the trigger: the user moves her hand in a direction, and the directional gesture end position is determined when the hand movement speed is faster than a threshold. The direction is then calculated using this end position and the hand position 0.1s earlier. With this method, the marking menu selection and confirmation can be performed by a small, quick movement in the direction of the target, as shown in Figure 4-2.

Since performing a confirm action with freehand is not as easy as with handheld devices, we use only one disambiguation, rather than repeated disambiguation as may be used with a handheld device [98]. Zhao et al. [198] showed slower selection time and higher error rates for more than eight menu items, therefore, we used 8 as the number of items in the disambiguation marking menu. The user first selects 8 objects with the cone, and then disambiguates the target from the other items in the marking menu.
4.2.2 Experimental Evaluation

We conducted an experiment to evaluate the freehand selection techniques, as well as the effect of 3D environment features such as density of objects, target visibility and the target distance.

4.2.2.1 Equipment and Setting

The 3D environment was displayed on a Samsung PS50C680 50” 3D plasma TV with 120 Hz refresh rate at 1280x720 resolution. Samsung SSG-2100AB/XL 3D active glasses were used by participants to view the display in stereoscopic 3D. The height from the ground to the center of the display was 107 cm, and the user stood 200 cm in front of the monitor. The user’s movements were tracked using a Microsoft Kinect camera, with a refresh rate of 30 fps, and the OpenNI API on Windows 7. The Kinect camera was placed on top of the display, as shown in Figure 4-3.

4.2.2.2 Independent Variables

The independent variables were Technique (marker cone or menu cone), TargetDistance (100 or 200 cm from the start position to the target), DensitySpacing (30, 45 or 60 cm), and Visibility (Visible or Occluded). The start object position was the same in all trials and users selected it to start each trial. DensitySpacing is the distance from the distractors to the target, as in Figure 4-3. In the Visible condition, there were no distractors between user and target so the target was fully visible to the user. In the Occluded condition, two distractors fully occluded the target.
4.2.2.3 Hypotheses

- There will be significant differences in selection time and error rate when participants select with marker cone vs with menu cone.

- There will be significant differences in selection time and error rate when participants select with and without continuous visual Feedback.

- There will be significant differences in selection time and error rate when participants select in different directions.

4.2.2.4 Participants

We recruited 15 unpaid participants (11 male and 4 female) ranging between 22 and 30 years of age, with a mean age of 25.4 (sd = 2.41). All participants were postgraduate students. They were all right-handed and had some experience of gestural interaction, such as using a Wii remote or Microsoft Kinect for playing games.

4.2.2.5 Procedure

The task in the experiment was static target selection in a rendered 3D space. We mainly followed the experimental settings in [168] for evaluating a selection task in occluded and densely populated 3D environments. Each trial had a start object, a target and 45 distractors. The diameters of the distractors were between 10 cm and 30 cm and the target diameter was 20 cm. The start object was a yellow sphere, the target was a red cube, and the distractors were grey spheres. The start object was always at the same location in each trial, while the target was at a random location. Six of the 20 cm diameter distractors were placed close to the target in three dimensions, forming a cube (Figure 4-3). Their distance to the target was varied across the DensitySpacing conditions. These distractors were carefully positioned to ensure that the target was visible to the user. In the Occluded conditions, we placed another two of the distractors so that each one partly occluded the target and both together made the target fully occluded. All other distractors across all conditions were randomly distributed in the 3D environment.

Participants pointed the cone to the start object to begin each trial. The start object then disappeared. The time from start object selection to target selection was recorded. To give users a clue to the target location, each trial started with a fade period lasting 1 second during which the target appeared first, followed by the other objects, so the user could see the target location even when the target was subsequently occluded. The distractors appeared blue if selected by the cone. In marker cone, the target changed to green if in range of the cone and became yellow if selected by the depth marker. In menu cone, the target became yellow if it was in range of the cone.
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The apex of the cone was fixed at the coordinate origin in the 3D space. In both techniques, the X-Y coordinate of the user’s hand in real space was used to control the X-Y coordinate of the cone base center in the 3D space. (All our participants were right handed and chose to use that hand.) To avoid the objects being occluded by the cone, we rendered only the cone center. The distance from the apex to the base center in the Z-dimension was 1200 cm. The target and distractors were distributed within a 300 cm cubic space, 300 to 600 cm from the cone apex in the Z-dimension. To compare the two selection techniques, marker cone also selected 8 objects, and the user needed to move the depth marker along the cone center by moving her hand forward and backward along the Z dimension. The mapping of the movement distance from real space to 3D space was 1:10 for both techniques.

With menu cone, when the user performed the pull gesture to confirm selection, the first scene disappeared and the marking menu was displayed in a vertical plane 200 cm from the ray origin. The user then made a directional gesture to select the target from the marking menu. Following pilot studies, the pull gesture was triggered if the user’s hand moved towards her torso faster than 0.5 m/s, and the directional gesture was triggered if the hand moved faster than 0.4 m/s. The “Hand Up” gesture for marker cone was triggered when the user’s secondary hand moved directly upwards faster than 0.4 m/s.

Users were instructed to select the target as fast as possible while minimizing their errors. Users had to successfully select the target to end each trial. After the test of each technique, participants were required to finish a computer based NASA TLX(Task Load Index) [77] to measure the cognitive load. NASA TLX is a subjective and multidimensional assessment method for measuring perceived workload, which contains 6 sub scales including Mental Demand, Physical Demand, Temporal Demand, Performance, Effort and Frustration. It is widely used in many studies in various research area [76]. They were also asked to provide feedback at the end. The whole experiment, including introduction of experiment and selection techniques, all trials and breaks, questionnaire, and interviews about feedback, lasted about 60 minutes for each participant.

4.2.2.6 Design

A repeated measures within-participants design was used. For each of the 2 Techniques, 4 blocks of trials were run, one practice block and three test blocks. Within each block, the 12 combinations of TargetDistance, DensitySpacing and Visibility were repeated 3 times, giving 36 trials. The same random order of the 36 combinations of TargetDistance, DensitySpacing and Visibility was used in each trial. The order of presentation of the two techniques (marker cone and menu cone) was counterbalanced; for each pair of consecutive participants, we randomized the order of presentation for the first user.
and used the other order for the second user. Thus for each participant, 288 trials were performed in total.

4.2.3 Results

In the experiment, the selection time, error rate and task load were recorded, and the collected data are analyzed in this subsection.

4.2.3.1 Selection time

A repeated-measures ANOVA for Technique x TargetDistance x DensitySpacing x Visibility was used to analyze the results. Main effects were found for Technique ($F_{1,14} = 141.06, p < .001$), DensitySpacing ($F_{1,39,19,43} = 48.163, p < .001$), and Visibility ($F_{1,14} = 24.78, p < .001$). TargetDistance had no significant effect ($F_{1,14} = 3.78, p = .07$). Interaction effects were found for Technique x DensitySpacing ($F_{1,33,18,65} = 40.348, p < .001$), and Technique x Visibility ($F_{1,14} = 8.98, p < .05$). No significant interaction effect was found for Technique x TargetDistance ($F_{1,14} = .231, p = .64$).

Mean selection time for menu cone was 2.17 s (1.45 s in the selection phase and 0.72 s in the disambiguation phase), and 3.85 s for marker cone.

Post hoc Bonferroni pairwise comparisons showed that menu cone was significantly faster than marker cone ($p < .001$), and selection time for a visible target was less than for an occluded target ($p < .001$). Further analyses using one-way repeated-measures ANOVA for DensitySpacing found that DensitySpacing had no significant

---

1The sphericity assumption was not met so the Greenhouse-Geisser correction was applied; the corrected degrees of freedom are shown.
effect on selection time ($F_{2,118} = 2.83, p = .06$) with menu cone, but with marker cone a significant effect was found ($F_{1,72,101.39} = 65.71, p < .001$). Further analyses using two-tailed dependent T-tests found that an occluded target took significantly longer to select with both menu cone ($t_{89} = 4.23, p < .001$) and marker cone ($t_{89} = 4.00, p < .001$).

### 4.2.3.2 Error rate

Users were required to select the target successfully. Failure to do so at the first attempt was recorded as an error. For marker cone, an error was recorded if the target was not selected by the depth marker when the user confirmed the selection. For menu cone, an error was recorded if the target was not in the initial selection range when the user made the confirmation pull gesture or when the user failed to select the target in the marking menu. A repeated-measures ANOVA for Technique x Distance x DensitySpacing x Visibility showed no significant difference in error rate between marker cone and menu cone ($F_{1,14} = .32, p = .59$). Mean error rate was 8.21% of all trials for menu cone (with 29% happening in the first phase and 71% in the second) and 8.89% of all trials for marker cone.

### 4.2.3.3 Task Load

NASA TLX [77] assessments were conducted for the different selection techniques. Average weighted workload score was 49.27 for marker cone and 38.18 for menu cone. Within-subjects analysis of variance showed a main effect of selection technique ($F_{1,14} = 8.46, p < .05$). Bonferroni post-hoc pairwise comparison showed the task load of marker cone was significantly higher than that for menu cone (Figure 4-5).

A one-way ANOVA across the selection techniques found a significant effect on physical demand ($F_{1,14} = 4.70, p < .05$), and effort ($F_{1,14} = 10.70, p < .01$). No significant effect was found on mental demand, temporal demand, performance and frustration. Bonferroni post-hoc pairwise comparisons showed physical demand with marker cone was significantly higher than with menu cone ($p < .05$), and effort with marker cone was significantly higher than with menu cone ($p < .01$).

### 4.2.4 Discussions

In this subsection we discuss the effects of the selection techniques and 3D environment factors based on the experimental results.

#### 4.2.4.1 Selection Technique

The results show that menu cone outperformed marker cone for freehand gestural selection. On average, selection using menu cone took only 2.17 s, which was only
56.25% of the time taken with marker cone (3.85 s), with no significant difference in error rates. In Figure 4-4, we can see that menu cone took less time in all density and visibility conditions. The performance difference was also reflected in the post-test questionnaire. All participants said they preferred menu cone. They said it was not easy to control the marker to locate the target with marker cone. Menu cone, on the other hand, was perceived to be more comfortable and quicker.

The task load of marker cone is significantly higher than that of menu cone, especially in physical demand and effort. Users commented that it was tiring to hold their arm in the air to adjust the depth maker to the target. Although menu cone introduced an independent second selection phase, the cognitive demand did not increase, probably because both selection phases were simple and efficient, and were linked together by two connected gestures.

Both techniques use hand movement in the vertical X-Y plane to control cone direction. The difference is in the disambiguation: with marker cone, the user controls the depth marker to disambiguate by moving her hand in the Z dimension; with menu cone, the user uses a pull gesture to confirm selection and a directional gesture to disambiguate in the marking menu. Although marker cone has features of techniques that have proved successful with hand held devices (i.e. depth ray and 3D bubble cursor) [69, 168], users found that it requires precise control so it is not easy to select the target with freehand gestures. Menu cone, on the other hand, requires less precision thanks to the directional gestural marking menu disambiguation, so it is easier to
perform and requires less physical effort. Menu cone is also quick because the separate actions of cone selection, pull confirmation and marking menu directional selection are smoothly connected.

Overall, menu cone selection is easier and quicker than marker cone for freehand gestural selection. This suggests that selection techniques with a lower accuracy requirement can be more appropriate for freehand selection tracked by a relatively low resolution remote camera, but need careful design to use smoothly connected gestures.

Our results do not align with previous research [69], which found a marker disambiguation technique (depth ray) to be faster than a marking menu disambiguation technique (flower ray). Such difference may be caused by the different gestural tracking methods: the convenience of pressing buttons to trigger a menu or confirm a selection, as used in the other studies with hand held devices, is not available in freehand gestural interaction. Thus we suggest that while the designers of freehand gestural interaction may leverage the designs of other gestural interaction techniques, they should consider carefully whether these designs can be directly carried over to freehand interaction.

4.2.4.2 Environmental Effects

4.2.4.2.1 Density A significant interaction effect on selection time was found for Technique x DensitySpacing. Figure 4-4 illustrates that selection time was stable across different DensitySpacing levels with menu cone, while varying more with marker cone. This may be explained because with menu cone the user only needs to make sure the target is included in the cone selection range, without caring about nearby distractors. However, with marker cone, the user has to move the depth marker closer to the target when the DensitySpacing decreases and the cube selection region becomes smaller, thereby requiring more accuracy and time.

4.2.4.2.2 Visibility Both techniques were affected by target visibility. For marker cone, the whole process is performed in the 3D space so the selection takes longer when the target is occluded and not easy to see. For menu cone, on the other hand, although the disambiguation phase of menu cone is in 2D and not affected by occlusion, the user still needs to select the occluded target in 3D space in phase 1, which contributed more (67%) than the disambiguation phase (33%) to the total selection time, so the total selection time with menu cone was still adversely affected by occlusion.

4.2.4.2.3 Target Distance We found no significant effect for TargetDistance or Technique x TargetDistance. We thought that marker cone would be more affected by TargetDistance because the user’s hand would travel a longer distance to select a distant target. However, we observed that when participants selected with marker cone, not all participants started with their hand near and moved it to far. Rather,
some extended their arm at the beginning of the trial and moved their hand from far to near to select. These participants selected the distant targets faster than the near targets, so overall there was no significant effect of target distance on selection time.

Although menu cone was faster than marker cone in this study, and there was no significant difference in error rate, there is still room to improve the accuracy of menu cone. Furthermore, when participants performed the directional gestures to select in the menu, they produced different selection times and errors when selecting items in different directions. For example, selection of the item to the right was faster and more accurate than up. Participants also commented that they felt more comfortable gesturing in some directions such as right and down. Some participants suggested that we should give visual feedback of the user’s hand position in the disambiguation phase, claiming that the absence of hand position feedback made them lose confidence when making directional gestures. All of these findings led us to explore variations on the disambiguation phase of menu cone in the following studies.

4.2.4.2.4 Comparison with Previous Studies  The marker cone is essentially a freehand version of the depth ray technique intended for use with hand-held devices. The results are very similar to those of previous investigations of depth ray selection in dense and occluded 3D environments [168], which suggests that in general similar 3D gestural selection techniques with freehand and hand-held devices bear similar effects from density and target visibility.

Although marker cone is similarly affected as depth ray by the density and visibility of objects in the 3D environment, marker cone is slower and more error-prone than depth ray controlled by a hand held device. This is mainly because the freehand tracking input from a single inexpensive camera currently is not so accurate and because of the absence with freehand interaction of a physical button with which to make inputs (such as confirm) easily. This performance difference is sufficient to make an interaction design that is successful for 3D tracked hand-held devices considerably less successful in freehand 3D interaction. Again, we note that freehand 3D gestural interaction is not the same as 3D gestural interaction using hand-held devices, and designers must beware of assuming that interaction techniques can simply be transferred between them.

4.3 Freehand Text Entry with Virtual Keyboard

The increasing use of interactive TV in the living room or large displays in public space brings novel opportunities and requirements for rich and engaging interactive experiences. There are many different ways to interact with such displays. The most common input method is using a remote or hand-held device, however, such method normally offers only a limited set of buttons and does not lend itself to offering richer
means of interaction. Other input methods used for computers or mobile devices can also be used, such as keyboard, mouse, and touch-sensitive displays. However, these input devices are usually installed close to or even contiguous with the screen so they are not suitable for typical use scenarios with an interactive TV where the user is often at a distance from the screen. Mobile devices such as phones or tablets can also be used to interact with remote displays, but configuration is often needed to connect the personal devices so this may not be convenient in some scenarios.

Gestural input is increasingly popular, using hands-on input devices (e.g. Wii Remote) or freehand motion tracking by a camera (e.g. Microsoft Kinect). As gestural input moves beyond home gaming settings, freehand gestural interaction, which has no need for hands-on input devices and so enables easier and more convenient “walk up and use” [13], is likely to become more important in interactions with TV in everyday settings.

The handheld remote control is by far the main input device for TVs, and many text input methods designed for TV remotes have been proposed and investigated [39, 160, 85]. Geleijnse et al. [64] also compared the physical Qwerty keyboard and remote control for text entry and suggested that the Qwerty keyboard is better.

Currently, however, it is still difficult to perform some common tasks such as text entry with freehand gestural interaction. For example, when a person is trying to search for a program or a video clip on an interactive TV, her text entry task may be challenging due to several factors including, for example, the relatively low resolution of many remote gesture sensors and the distance to the TV screen.

Although research has been conducted on text input with various input devices and techniques, most techniques use handheld input devices and so cannot be used directly in freehand interaction. Therefore, we are motivated to investigate freehand gestural text input methods. Here, we report findings from the design and evaluation of some candidate virtual keyboard layouts and input techniques.

4.3.1 Design of Freehand Text Entry

4.3.1.1 Design Consideration

Our aim is to implement text entry methods that facilitate “walk-up-and-use” - or in the case of interactive TV, more likely “sit-down-and-use” - interaction experiences [13], while retaining the simplicity and directness of freehand interaction. Most previous gestural text entry methods use handheld devices or fiducial markers for tracking motion, which can offer accurate tracking of hand, wrist and fingers. Freehand motion tracking enabled by an inexpensive remote camera, on the other hand, can track hand motion robustly but not the small motions of wrists or fingers, especially when users are at a distance from the display/sensor. Besides the lack of fine movement tracking, there are also some other challenges for freehand text input, such as noisy motion
tracking, no physical button or surface to click or touch, and no physical support or tactile feedback for the hand.

Text entry methods based on freeform alphabetic character recognition have been investigated in considerable previous work (e.g. [126, 183, 100]). With such methods, however, users need to learn and remember a set of gestures. Such learning demands may not be suitable for scenarios with interactive TV where quick and easy interaction is important. Text entry methods based on word level prediction, such as shorthand writing [195, 101], Swype 2 or text input based on speech recognition [83] are also possible for freehand text entry. But with interactive TV applications, the requirements of non-dictionary word entry could be high (e.g. entering user name, password, email address, or url), thus character based text input may be better suited to interactive TV.

A virtual keyboard can provide easy recognition and learning [92, 155] and, therefore, may be more suitable for interactive TV text entry. Although character arrangement on a virtual keyboard can be optimized according to the context of use and alternative arrangements may improve the performance of expert users [92, 72, 88, 18, 143], the Qwerty layout still has some benefits [196, 155], is the basis of many improved text entry methods [196, 114, 52] and has the advantage of familiarity to many users. For “walk up and use” and entertainment scenarios with interactive TV, the familiarity of the Qwerty layout is very important to users, with less demand for extra learning and less visual scan time. Thus we designed our gestural text entry based mainly on the Qwerty keyboard layout and a character based text entry method.

One benefit of freehand gestural interaction is that the hand can move in 3D space, which means that the virtual keyboard can be in 3D. However, results from previous research [155] indicate that 3D layout text entry has low performance. And previous work on 2D and 3D option selection with freehand gesture [142] also suggests that freehand selection with a 3D layout is less accurate than with a 2D layout. Thus, we designed and evaluated a 2D keyboard layout in this study.

4.3.1.2 Layout

As noted above, Qwerty is a very familiar keyboard layout and has been shown to perform well as a virtual keyboard with a mid-air handheld device [155]. It is therefore a reasonable candidate for freehand text entry and we designed and implemented two virtual keyboard based on Qwerty layout.

4.3.1.2.1 Qwerty The first layout is the standard Qwerty layout. For our prototype design and evaluation, we used a Qwerty layout of 28 characters (26 English

2http://www.swype.com/
letters, space and backspace), similar to the keyboard used for touch-screens such as Windows Phone (Figure 4-6). More keys could also be added in different applications.

4.3.1.2.2 Dual-circle Besides the Qwerty layout, another virtual keyboard layout that has been investigated is circle. Although the circle layout is not as effective as Qwerty with a mid-air handheld device [155], it may bring benefits for freehand interaction. For example, rather than being tiled, characters are arranged to offer easy access to each character from the center of the circle. With accurate handheld devices such as in [155], all characters could be distributed in a single circle. However, for freehand motion tracked by low cost camera, the character size could be too small for reliable use with noisy tracking input in an interactive TV scenario.

To address this issue and to leverage the two-handed operation that freehand gestural interaction allows, we proposed a Dual-circle layout for text entry (Figures 4-7 and 4-8). The characters are evenly distributed in 2 circles next to each other. Thus
Each character can be bigger than if they were distributed in one similarly sized circle. To leverage users’ familiarity with the Qwerty layout, we based the character distribution on Qwerty: the top and bottom of each circle is used for characters located in the top row and bottom row in Qwerty, and the middle row of the Qwerty layout is turned vertically and put sideways in each circle based on the corresponding hand and fingers when using a Qwerty keyboard. Gaps are used to separate the different character groups for a clearer mapping to the familiar Qwerty layout.

Space and backspace are represented by circles located in the middle of the keyboard for easy access with both hands. As users dislike selecting in the left-down direction with the right hand [142], the left-down portion of the right circle and the mirrored portion of the left circle are left blank.

Figure 4-7: Up: Dual-circle layout. Down: Selection techniques; spherical grey cursor controlled by the user’s hand position.
4.3.1.3 Character Selection

As noted above, without a physical device in the hand and buttons to click, freehand gestural selection can be challenging. And although finger and wrist movement are used in some previous work, they are less suited to freehand interaction tracked by a remote inexpensive camera, so other techniques are required.

4.3.1.3.1 Timeout One common method for freehand selection is pointing to the target and waiting for a timeout threshold. It is easy for novices to understand and perform and is accurate for large targets. The primary disadvantage is that the dwell time can slow overall selection time. For both our layouts, the timeout selection method can be used: the user points to a character by the X-Y position of her hand and waits for the timeout threshold, e.g. 1.2 s, to select the character (Figure 4-6.a, Figure 4-7.a).

4.3.1.3.2 Reach As an alternative to timeout, hand motion can also be used for selection confirmation. The Reach technique has been used for target selection with freehand gestures [141], in which users select by moving their hands to reach into the target in 3D. For a virtual Qwerty keyboard placed vertically in front of the user’s body position (in this case at 40 cm), the user can point to the desired character by X-Y movement of the hand and then reach forward in the Z-dimension to select the character (Figure 4-6.b). For the Dual-circle layout, the character can be selected by moving the hand’s X-Y position to reach across the border of the desired character tab (Figure 4-7.b).

With the Reach technique, although 3D hand position is required in the Qwerty layout while only X-Y position is required in the Dual-circle layout, with both layouts the user’s hands move freely in 3D space to reach the characters. In practice, with both Qwerty and Dual-circle layouts, the user tends to move the selecting hand forward and towards the target character simultaneously in one fluid movement.

4.3.1.3.3 Expand&Reach In both layouts, the character size is relatively small so could be difficult and error-prone for freehand selection. It is also difficult to expand the target in motor space for tiled targets in 2D interfaces [122]. However, since the hand can move in 3D space, the combination of the extra dimension and the Reach selection technique brings new interaction opportunities. We designed additional Expand&Reach techniques for both keyboard layouts. With the Qwerty layout, when the user points to a character, an expanded target appears along the Z-dimension (e.g. 5 cm further away than the current hand position and 2 times bigger than original size). The user moves her hand forward to reach the expanded target in order to select (Figure 4-6.c). With the Dual-circle layout, when the user points to a character, an expanded character tab containing the target character appears in the center of the
corresponding circle (Figure 4-8). The user moves her hand to reach the expanded target to select it (Figure 4-7.c).

There are several potential advantages of the Expand&Reach technique:
(i) easier selection - the target expands in both visual and motor space;
(ii) error tolerance - users need to move their hand to reach the expanded target to confirm selection, so if they notice a selection error before reaching the expanded target, they have a chance to (re)select the right character;
(iii) requires only hand position tracking - no fine finger movement or posture tracking is needed.

4.3.2 Experimental Evaluation

A controlled experimental evaluation was conducted to investigate the effects of the different keyboard layouts and selection techniques.

4.3.2.1 Equipment and Setting

A Sanyo PDG-DWL2500 3D projector was used at 1280 x 720 resolution with a 203 x 115 cm screen centered at 130 cm height to simulate a large interactive TV display. A Microsoft Kinect camera was used with a refresh rate of 30 fps and the Kinect for Windows SDK V1.5 on Windows 7. The Kinect camera was placed 50 cm in front of the screen at a height of 70 cm. The user stood 250 cm from the screen (Figure 4-8).
4.3.2.2 Independent Variables

The independent variables were Layout (Qwerty, Dual-circle), Selection Techniques (Timeout, Reach, Expand&Reach), and Day (1 to 5).

4.3.2.3 Hypotheses

- There will be significant differences in typing speed and error rate when participants input with Qwerty vs with Dual-circle layout.

- There will be significant differences in typing speed and error rate when participants input with Timeout, Reach, and Expand&Reach.

- There will be significant differences in typing speed and error rate when participants input on different days.

4.3.2.4 Participants

6 participants (4 males, 2 females) were recruited from the local campus, mean age 26 (sd = 1.7), all right handed and with some experience of gestural interaction for gaming.

4.3.2.5 Procedure

Each character is white and highlights yellow when pointed at. With Timeout selection, the colour gradually changes from yellow to green until timeout. Using Reach and Expand&Reach with Qwerty, the character gradually changes from yellow to green as the hand moves forward to reach it. The selected character appears immediately below the target sentence. A “typing” sound is played when a character is entered correctly. If the entry is incorrect, an error sound is played instead and the input is shown in red. All mistakes must be corrected for each sentence.

Both keyboards were 80 cm x 40 cm, with the top edge at the same height as the user’s shoulders in motor space. Two spheres sized 2 cm were controlled with the hands. With the Qwerty layout, the hand in front of the other is enabled and rendered in black, the other is rendered grey and disabled to avoid accidental selection. With the Dual-circle layout, the blank center area is large enough to accommodate an idle hand without accidental selection, so no disable mechanism was used. For timeout selection technique with both layouts, the dwell time was 1.2 s. The 1.2 s dwell time was based on a pilot study which showed that less than 1.2 s produced more errors, and the observation that almost all commercial Kinect interfaces with timeout selection use more than 1.5 s.
4.3.2.6 Design

A repeated measures within-participants design was used. The evaluation lasted for 5 days with 6 sessions every day. Each session tested a combination of Layouts and Selection techniques. In each session, 4 sentences were presented for the participant to reproduce, the first as practice followed by 3 test sentences. Six sets of sentences were randomly selected from MacKenzie and Soukoreff’s phrase sets [116] and were assigned randomly to different sessions. User preferences and NASA task load index (TLX) data were collected on the first and last days.

4.3.3 Results

4.3.3.1 Typing Speed

A repeated-measures ANOVA for Layout x Selection Technique x Day was used to analyse the text input speed. Main effects were found for Selection Technique ($F_{2,10} = 144.27, p < .001$) and Day ($F_{4,20} = 21.49, p < .001$). Layout had no significant effect ($F_{1,5} = 1.38, p = .29$). Interaction effects were found for Layout x Selection Technique ($F_{2,10} = 11.69, p < .01$) and Day x Selection Technique ($F_{8,40} = 6.05, p < .001$).

Post hoc Bonferroni pairwise comparisons showed that Reach and Expand&Reach were both significantly faster than Timeout ($p < .001$), with no significant difference between them. Text input speed in the last 3 days was significantly faster than on the first day ($p < .05$), with no significant difference between the last 3 days. Mean text input speeds across all conditions are shown in Figure 4-9 and Table 4.1.
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<table>
<thead>
<tr>
<th></th>
<th>Qwery</th>
<th>Dual-circle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time-out</td>
<td>Reach</td>
</tr>
<tr>
<td>Day 1</td>
<td>4.65</td>
<td>4.76</td>
</tr>
<tr>
<td>Day 2</td>
<td>5.40</td>
<td>5.82</td>
</tr>
<tr>
<td>Day 3</td>
<td>5.19</td>
<td>6.32</td>
</tr>
<tr>
<td>Day 4</td>
<td>5.53</td>
<td>6.89</td>
</tr>
<tr>
<td>Day 5</td>
<td>5.46</td>
<td>7.29</td>
</tr>
<tr>
<td>5 days overall</td>
<td>5.25</td>
<td>6.22</td>
</tr>
</tbody>
</table>

Table 4.1: Mean speed (wpm) over 5 days.

Figure 4-10: Mean error rate.

4.3.3.2 Error rate

A repeated-measures ANOVA for Layout x Selection Technique x Day was used to analyze error rate. Main effects were found for Layout ($F_{1,5} = 10.86, p < .05$) and Selection Technique ($F_{2,10} = 11.09, p < .01$). Day had no significant effect ($F_{4,20} = 1.94, p = .14$). No interaction effect was found. Mean error rates are shown in Figure 4-10 and Table 4.2.

Post hoc Bonferroni pairwise comparisons showed Qwerty to be significantly more error-prone than Dual-Circle ($p < .05$). Timeout had significantly fewer errors than Reach ($p < .05$). There were no other significant differences between selection techniques.

4.3.3.3 Hand Movement in 3D Space

We also recorded the hand movement distance per character in day 5. A repeated-measures ANOVA for Layout x Selection Technique was used to analyze hand movement distance per character. Main effects were found for Layout ($F_{1,5} = 39.42, p < .01$) and Selection Technique ($F_{2,10} = 10.21, p < .01$). No interaction effect was found.
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<table>
<thead>
<tr>
<th></th>
<th>Qwery</th>
<th></th>
<th>Dual-circle</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time-out</td>
<td>Reach</td>
<td>Expand&amp;Reach</td>
<td>Time-out</td>
</tr>
<tr>
<td>Day 1</td>
<td>3.00</td>
<td>10.44</td>
<td>6.11</td>
<td>1.63</td>
</tr>
<tr>
<td>Day 2</td>
<td>.29</td>
<td>5.10</td>
<td>3.89</td>
<td>1.32</td>
</tr>
<tr>
<td>Day 3</td>
<td>2.55</td>
<td>3.75</td>
<td>3.24</td>
<td>.28</td>
</tr>
<tr>
<td>Day 4</td>
<td>.53</td>
<td>5.43</td>
<td>5.88</td>
<td>.00</td>
</tr>
<tr>
<td>Day 5</td>
<td>1.61</td>
<td>6.46</td>
<td>1.60</td>
<td>.00</td>
</tr>
<tr>
<td>5 days overall</td>
<td>1.60</td>
<td>6.24</td>
<td>4.14</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 4.2: Mean error rate (%) over 5 days.

Post hoc Bonferroni pairwise comparisons showed that Qwerty layout required significantly more hand movement distance than Dual-Circle (p < .01). The Timeout selection technique had significantly less movement distance than Reach (p < .05). There were no other significant differences between selection techniques. Mean hand movement distance per character is shown in Figure 4-11(a).

We analysed the hand movement distance in different axes (i.e. X, Y, Z) using one-way ANOVA for six text entry methods. We found that with Qwerty/Timeout and Dual-circle/Reach there was no significant effect of axis (p < .05). With Qwerty/Reach, Qwerty/Expand&Reach and Dual-circle/Timeout, main effects were found for Axis (p < .001). Post hoc Bonferroni pairwise comparisons showed that with Qwerty/Reach and Qwerty/Expand&Reach methods, hand movement in the Z axis was significantly more than in the X and Y axes (p < .05), while with Dual-circle/Timeout and Dual-circle/Expand&Reach methods, hand movement in the Z axis was significantly less than in the X and Y axes (p < .01). Mean hand movement distance per character in the X, Y and Z axes is shown in Figure 4-11(b).

4.3.3.4 Task Load

A repeated-measures ANOVA for Layout x Selection Technique x Day was used to analyse the NASA task load index (TLX). Main effects were found for Layout ($F_{1,5}=9.21, p < .05$), Selection Technique ($F_{2,10}=5.75, p < .05$) and Day ($F_{1,5}=7.61, p < .05$). No interaction effects were found.

Post hoc Bonferroni pairwise comparisons showed that the Qwerty layout had significantly higher task load than the Dual-circle layout (p < .05), the Reach selection technique had significantly higher task load than Expand&Reach (p < .05), and the task load on day 1 was significantly higher than on day 5 (p < .05). Figure 4-12(a) shows the overall workload. Figures 4-12(b) to (g) show users’ mental demand, physical demand, temporal demand, performance, effort and frustration.
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4.3.3.5 User Preference

User preference data for each input method was collected on the first day and the last days. Users gave their preference (from 1 for strongly dislike to 10 for strongly like) after each text entry method, as shown in Figure 4-13. Overall, all participants preferred Dual-circle/Expand&Reach on both the first and last days of the study. The Dual-circle/Expand&Reach technique could enable people to input text comfortably in both “walk up and use” and the slightly longer term use (5 days) of our study. Its error tolerance also allows more casual hand movements without high concentration and physical effort.

Figure 4-11: Mean hands movement distance per character. (a) Hand movement distance in 3D space (b) Hand movement distance in X, Y and Z axis.
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(c) Physical Demand
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(e) Performance
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Day 5
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4.3.4 Discussions

4.3.4.1 Text Entry Method

The dual-circle layout had better performance and lower task load than the Qwerty layout. Although users are more familiar with the Qwerty keyboard, its characters are packed in 2D, so character selection is more difficult than with the dual-circle layout. We noticed that when users select a character with one hand, they normally put down the other hand to avoid careless error selection. With the dual-circle layout, they can just relax the hand because there is enough blank space in the center to prevent careless error selection.

When using the Qwerty/Reach text entry method, users felt it was difficult to find the reach point in the beginning due to the absolute character position. High physical demand was also reported for Qwerty/Reach (Figure 4-12c). With Qwerty/Expand&Reach, on the other hand, as relative location was used, it was easier to select. However, both Qwerty/Reach and Qwerty/Expand&Reach required long movement distance when inputting text (Figure 4-11a), which was largely due to the hand movement for character selection along the Z dimension (Figure 4-11b). In contrast, as no hand movement along the Z dimension was required with the dual-circle layout, and users felt more easy and relaxed in their text entry tasks.

Participants also noticed their improvement for the Reach and Expand&Reach techniques with both keyboard layouts. Especially with the Dual-circle layout, typing speed
increased continuously over 5 days (Figure 4-10). Timeout selection had few errors with both layouts, but the dwell time slowed text entry speed so it was not liked by users. Typing speed with the timeout method, with both layouts, did not improve in the course of the study as other text entry methods did.

Overall, Dual-circle/Expand&Reach was the best text input method. It is error tolerant thanks to the Expand&Reach selection technique so users make fewer careless wrong selections. The dual-circle layout also leaves enough blank space in the center to help people to relax their hands when not inputting text without worrying about triggering a selection when relaxing the hand. Thus Dual-circle/Expand&Reach is a practical text entry method for interactive TV. The Dual-circle/Reach method is more straightforward for selection but was found to be error-prone in this study. It could be a fast entry method given future improvements in tracking resolution. Qwerty/Expand&Reach could be used in scenarios in which familiarity with the standard Qwerty keyboard is desirable. The Qwerty/Reach method, however, may be a less promising method, given its high error rate and the high mental and physical effort noted by the participants.

4.3.4.2 Timeout Dwell Time

Typing speed with the timeout method, with both layouts, did not improve with practice. As noted above, the 1.2 s dwell time was based on a pilot study that showed a dwell time of less than 1.2 s produced more errors for beginners, and the observation that most commercial Kinect timeout based interaction uses more than 1.5 s. Our results suggest that the 1.2 s dwell time was suitable for first time use, however, it could be unnecessarily long for more experienced users, thus limiting performance. We also found that error rates using the timeout selection technique were low. With Dual-
circle/Timeout, there were no errors at all in the last two days (Figure 4-10). Users also
commented that the dwell time for the Dual-circle/Timeout method could be shorter
after some practice.

For the dual-circle layout, it is possible to reduce the dwell time to any value. For example, the dwell time could be reduced even to zero, and in this extreme case, the Dual-circle/Timeout method will be equivalent to the Dual-circle/Reach method, leading to faster typing speed but more errors. With the Qwerty layout, however, the dwell time cannot be reduced so much. This is because users must move their hands over other characters to select the desired character in the Qwerty layout, thus a very small dwell time would trigger the undesired selection easily and lead to a huge increase in errors.

In a previous study using eye gaze for text entry, Majaranta et al. [117] showed that adjustable dwell time could improve text entry performance with a Qwerty layout keyboard, and this could also be the case for freehand text entry. However, in their experiment, participants used a 282 ms dwell time in the last session [117], which may be too short for a Qwerty layout with freehand gestural input. Further investigations of optimal dwell times for freehand interaction could form part of future work.

4.3.4.3 Tracking Sensors and Freehand Gestural Text Input

Our work aims to facilitate freehand gestural interaction tracked by a low-cost remote single camera with no requirement for a user to carry, wear or pick up an input device or fiducial markers. We used Microsoft Kinect in this study as it is a typical currently available low-cost remote gesture tracking sensor. Some more accurate tracking systems, such as Vicon cameras, can offer high accuracy but they require markers on the body and calibration before use, which we explicitly want to avoid. Other sensors, such as the soon to be available LeapMotion sensor, may provide accurate hand tracking without markers, but the tracking range is relatively short and thus may not be suitable for interactive TV.

Even with remote single tracking sensors having higher resolution and become more affordable, there are still some common limitations of freehand interaction that cannot be solved by increasing tracking resolution: e.g.

- having only one tracking angle brings occlusion of finger/wrist motion.
- previous work has shown that when the hands are moving freely in 3D, the user cannot point as accurately as with a 2D surface [165].
- motor control with large muscle groups, e.g. the shoulder, is less accurate than with small muscle groups, e.g. fingers [68, 142]. Even with technical advances, remote camera tracking will share many of the current benefits and limitations
and our main findings are broadly applicable across this class of devices. It is highly unlikely that improvements in tracking resolution would have a detrimental effect on Expand&Reach. Dual-circle/Reach, as suggested above, although error-prone in this study, could be a fast entry method given future improvements in tracking accuracy.

The performance of Dual-circle/Expand&Reach (5.56 wpm on the first day, 8.46 wpm on the last day and a mean of 7.01 wpm over 5 days) also compares well to similar gestural text input without word prediction, such as a mean of 5.4 wpm after 4 days’ practice using accelerometer sensors in hand held devices [92], a mean of 6.5 wpm over 2 weeks with a data glove and fiducial trackers [126], and a mean of 5.18 wpm with a text entry method combining speech and gesture [83]. The performance of Dual-circle/Expand&Reach is also much better than the 1.83 wpm text entry speed reported with the default Xbox gestural text input [83]. On the other hand, the performance of Dual-circle/Expand&Reach achieved in our study still cannot compete with some text entry methods enabled by more accurate tracking devices or input models, such as a Qwerty virtual keyboard and handheld devices (18.9 wpm) [155], or text entry using gaze (nearly 20 wpm) [117].

4.4 Design Suggestions

Interestingly, previous work using hand held devices for text input showed that the Qwerty layout was faster and had fewer errors compared to a circle layout when the users were about 2.5 m away from the display [155]. In our study, on the other hand, the results suggested exactly the opposite. Such differences are largely due to differences in user behavior with different input methods. Moving the bare hand and arm freely in the air is different from holding and moving a mouse on the desktop, tapping the thumb on a mobile phone, or multi-touch movements with the fingers on a touch sensitive surface. For example, in [155], the desired character is selected by pointing and pressing a button using a Wii remote, however, in freehand gestural interaction button pressing is not available and so must be replaced by other techniques, such as Timeout, Reach, and Expand&Reach.

From the findings of our study, some design guidelines emerge for freehand interaction.

- It is not appropriate to require users to perform single actions with high accuracy, or to keep their hands in the air for a long time. This is mainly because the hand is moving without any physical support, so these actions will make the arm fatigue more quickly. One possible solution could be to separate a highly demanding interaction task into several connected low demand tasks. This could not only
reduce the physical demands, but also potentially achieve better performance. Furthermore, it is also useful to provide a means to rest the user’s arm if the task requires some time to finish.

- Although the hand can move freely in 3D space, and hand motion in the Z dimension could be used as a gesture delimiter or trigger [142], frequent movements in the Z dimension are not recommended for freehand gestural interaction. This is not only because the hand moves more slowly forward and backward [68], and actions in the Z dimension can be error-prone [142], but also because frequent movements in the Z dimension can increase the hand movement distance and corresponding physical demands, as shown in this study.

- The circle layout is useful for interface design with freehand gesture. In the circle layout, all items have one side facing to the center and, therefore, can be reached directly without moving the hands over other objects. And the large blank area in the center can allow users to relax their hands without worrying about triggering undesired actions, thus potentially reducing arm fatigue.

- Combining the expanding target and reach selection techniques is useful for freehand interaction, especially for hand motion tracking by inexpensive sensors with low resolution. When used with the reach technique, the target can expand not only in virtual space but also in motor space. Thus, using the expanding target and reach techniques together addresses the limitation that targets can expand only in virtual space [122], and it is also well suited to freehand interaction techniques due to its error tolerance.

4.5 Design Directions and Examples for Freehand Selection

According to the investigations in this and the previous chapter, we can find out that Reach selection method could be a suitable technique for freehand interaction. However, the noisy input from a single remote camera limits its ability with small targets, and the goal crossing selection technique has also been found to perform better for large and close targets [2]. Thus, if the targets are small, it is difficult to select the target effectively with the freehand Reach technique alone, and so the Reach technique could be improved further to support broader application areas.
4.5.1 Combining Reach, Expanding Target and the Extra Dimension for Freehand 3D Selection

Currently most commercial products (e.g. Xbox Kinect) use large icons and time thresholds for selecting with freehand gestures, requiring the cursor to stay within the target icon for a certain time to select. This method normally demands large icons as users need not only to point to them, but also to stay inside the target for a while. Hence, it is not easy to select small targets with this method. The time threshold could also introduce selection delay and fatigue.

Small target selection with freehand gestures is difficult not only because of the target size, but also the low accuracy of hand tracking. To address these issues, the menu cone technique in the first study here used a method to expand the small and densely concentrated targets to a larger and more structured interface for easier selection. This “expand and select” method is useful for freehand 3D interaction, especially when the targets are small.

However, although expanding targets is a popular topic in 2D interface design[122], the experience with pointing devices or touch surfaces cannot simply be ported directly to freehand interaction because of the lack of button clicks or surface taps. Furthermore, the expanding target selection in 2D interfaces with the point-and-click method has its own limitations. For example, expanding targets when the cursor approaches can magnify only in visual space but not motor space when the targets are closely packed [122]. Although a predictor could be used to increase the motor space before the cursor enters the target area, the benefit is very limited [122]. A 2D fisheye menu is also not as effective as a hierarchical menu, and may increase cognitive load [81].

To design more usable and effective 3D freehand selection, we should try to leverage the benefits of freehand movement (e.g. movement in 3D space), and try to avoid the disadvantages compared to traditional desktop 2D interaction (e.g. low tracking accuracy, no button click). First, as discussed above, the Reach technique is a suitable selection technique for freehand 3D interaction and could be extended. Secondly, although the target expanding selection technique has limited power in a 2D interface with mouse point-and-click, it could be more effective with freehand 3D interaction and the Reach technique. Furthermore, as the hand can be moved and tracked in 3D space, the target expanding and selection are not limited to a 2D plane, but can be extended to 3D space. The integration of the Reach technique, expandable targets and freehand 3D interaction could create powerful new tools for 3D freehand gestural selection.

To combine the Reach technique and expanding target with freehand 3D interaction, the user can move the hand to the target, and the target then expands in a certain direction to create a reachable boundary. The user then confirms the selection by reaching to the expanded boundary to complete the selection. In contrast to selecting with a mouse by pointing-and-clicking inside a 2D target, reaching the expanding
boundary of a target can take place outside the original target position in 2D or 3D space.

In the following subsection, we introduce some example interaction designs based on this concept.

4.5.2 Interaction Design Examples

For the selection tasks, the targets could be single isolated objects, or objects densely packed in 1D, 2D or 3D space, as well as in different sizes. Although different types of expanding and distortion in 3D are discussed for information visualization [36], there are few discussions of using the expanding target for selection in 3D. To address different scenarios and applications for freehand selection, we illustrate some examples in Figure 4-14.

4.5.2.1 Basic Selection without Expanding

Figure 4-14.1 shows an example of basic 2D freehand menu control with few items, so no expanding is required in this case. We use the volume control of a TV or multimedia player as an example as it is a frequently used function but not easy for freehand gesture control [43]. Users reach the side border of the display to invoke the menu (a), which is two orange borders. Users then reach the border to select and control the volume (b). If the user reaches across the border and stays, the volume change will be continuous. Users can cross the display border again to hide the menu (c). The same method can be used for similar interactions to support selection with few and large targets, such as TV channel increase/decrease, or picture collection navigation. If more options are required, the menu layout in 2D option selection (Figure 3-1a) could be considered.

Although similar graphic designs are available in some interactive TVs (e.g. Samsung Smart TV) with freehand gestural control, hand poses (e.g. “hand open” to move the cursor and “hand close” to “click”) are typically required to simulate desktop interaction. Considering that the design in Figure 4-14.1 can be performed without any hand pose, and that crossing outperforms pointing for large or proximate targets [2], this design could make the simple selection tasks (e.g. volume and channel control) easier and faster. Given that these are among the most frequently used functions of a TV, this design could make freehand control for interactive TV substantially more usable.

4.5.2.2 Targets Packed in 1D

Figure 4-14.2 shows a example of selection with expanding targets packed in one dimension. The menu items are in a vertical layout, and when the hand moves into one menu item, it expands (the light blue rectangle) and the user can reach for the right
Figure 4.14: Design examples for freehand selection. The sphere is the cursor following the hand movement. Its color turns from blue to orange indicating its reaching the target boundary. The orange object is the target. (1) Simple selection with few targets (2) Targets packed in 1D (3) Targets packed in 2D (4) Targets in dense and occluded 2D or 3D environment with different appearance (5) Targets in dense and occluded 2D or 3D environment with similar appearance.
border (the orange line) of the expanded area to select this target (a). When the hand reaches the border, the item is selected (b). If it is a hierarchical menu, the next menu could be shown and use the same method to select (c). As pointed out by [81], greater selection height and stable position of menu items are important to the usability of a hierarchical menu, so this design is promising as it expands selection height without changing the menu layout.

This method can be used for selecting targets packed in one dimension, such as single or hierarchical menu selection. For a hierarchical menu, as the hand is just located in the next menu after the selection (Figure 4-14.2(c)), so it only increases the movement distance for the last level. In addition to the rectangular menu layout and menu items, menu items and the expanding area could also be designed in other shapes, for example according to the interaction task or surface topology [13].

4.5.2.3 Targets Packed in 2D

Figure 4-14.3 illustrates selection for targets packed in 2D. There have been some efforts to address selection with occluded targets in 2D interfaces [182], while freehand 3D interaction introduces some novel opportunities. In this case, the expansion and reach selection cannot happen in the same 2D plane of the target, as shown in Figure 4-14.2, because all the targets are surrounded by others. However, the third dimension is available and can be used for expansion and selection. When the hand moves into a target, the target expands in another plane at a different depth along the Z dimension (a), e.g. 10 cm closer to the user’s body from the current hand location. Then the user can move the hand in the third dimension to reach the expanded target area in order to select (b, c). Side view of the selection process is shown in (c). The blue line is the target and the orange line is the expanded target in another plane located at a different depth.

This method reveals the advantages of freehand and 3D interaction. In 2D interfaces, it is very difficult to expand the targets packed together in motor space to facilitate selection. In contrast, the combination of 3D interface and 3D freehand movement creates a novel opportunity for expanding the target and selecting in 3D motor space. This method can be used widely for interacting with existing 2D content using freehand gestures, such as selecting links packed in 2D web pages or icons packed on a 2D desktop.

4.5.2.4 Targets in Dense and Occluded 2D or 3D Environment

Figure 4-14.4 illustrates selection for very small targets or targets in a densely populated environment in 2D or 3D, with the target having a unique appearance. In this case, an area cursor (for 2D) or a cone (for 3D) are needed as the target is too small and/or overlapped with other objects. The basic process is similar to menu cone (Figure 4-2):
the user covers the target in the selection range (a), confirms the selection by a gesture (e.g. pull) to display the menu for disambiguation (b), and then disambiguates the target by reaching the target in the menu (c).

A challenge for such a method is that it cannot distinguish between the target and other objects with the same appearance [98]. This problem can be addressed by preserving the context of the first selection. Figure 4-14.5 illustrates a target selection method for such a case. It is a similar setting to Figure 4-14.4 but with all the objects having the same appearance. To select the target under this condition, the original target location and context has to be maintained rather than being rearranged into a menu. The basic process is also similar to Figure 4-14.4. The user covers the target (a) and then confirms the selection. Rather than arranging the targets into a menu, the whole selected area is expanded together to maintain the context (b). The user can then use the same method as in Figure 4-14.3 to select the target. If there is some occlusion between targets, a different viewpoint from another angle can be provided in (c) for better visibility.

Interacting with small targets using freehand interaction is challenging but often necessary. For example, there is a large amount of content already designed for desktop interaction. Items of this content are often small and densely packed, thus making them difficult to select with freehand interaction. As freehand gestural interaction becomes more common and pervasive, retrofitting suitable interaction techniques to such content will become increasingly important.

The point-expand-reach method has several benefits for interacting with such small and dense interactive content. The expanding target provides a large area for freehand selection, and visual feedback for the pointing action. Thus, users can adjust their input in the expanded area if they initially fail to make the desired selection. A larger selection area also makes the freehand Reach action easier. Overall, this method could make freehand selection easier and more accurate for small and densely packed targets. However, the design ideas presented here still require more extensive development, as well as further prototyping and evaluation.

4.6 Summary

Extending the option selection from Chapter 2, in this chapter we reported two studies about freehand gestural selection in dense populated environments to address the challenge of high precision interaction. The first study investigated target selection techniques in dense and occluded 3D environments, suggesting how we might design freehand 3D interfaces by extending lessons from experiences with body-attached or hand-held 3D tracking devices. And the findings suggest for freehand gestural selection, interaction design requiring a high accuracy single action may not be appropriate,
while separating it into several connected low demand operations could be a possible solution.

The second study presented here is the design and evaluation of freehand gestural text entry methods. The designs proposed in this study, such as the circle layout, expanding target and the reach selection technique, are build upon the interaction techniques for desktop and touch surface. We combined these techniques together, and proposed the design for freehand gestural interaction. The virtual keyboard layout is familiar to Qwerty users and selection techniques are designed specifically for freehand gestural text input. These methods could be used for TV in living rooms or large interactive displays in public space. The user evaluations also demonstrated the effectiveness of our design.

Drawing on the results and findings from both studies, we also provided some design directions and example interaction techniques for effective and usable freehand gestural selection techniques for different tasks and scenarios.
5.1 Introduction

The increasing use of large public displays in indoor and outdoor environment brings new requirements and opportunities for rich and engaging user experiences. There are many established means to interact with displays, such as keyboard, mouse and touch surface [102]. However, desktop input devices or touch surface are installed together with or close to the displays, so they are not suitable for many situations involving public displays. For example, these input devices are not suitable for interacting with displays in an enclosed space (e.g. screens in shop windows), or displays out of users’ reach (e.g. displays in high locations), or large public displays that are intended to be viewed from a distance (Figure 5-1). Mobile devices such as mobile phones can also be used to interact with public displays, but configurations are normally needed to connect the personal devices to the public displays so again it is often not convenient or appropriate for users in public settings.

As we presented in Chapter 2, freehand gestural interaction, which has no need for hands-on input devices, is likely to become more important for interactive public displays. In addition, with improvements in the ability to visualize urban environments in 3D, some applications, such as virtual tours of a historic site or navigation around a planned plaza, can benefit from 3D user interfaces and a more immersive user experience. However, most established interaction techniques are in 2D, so they might be unsuitable for these scenarios. And most 3D gestural navigation techniques require a device mounted on the body, for example, holding a motion sensing device (e.g. Wii remote) or using fiducial markers that are tracked by a visual tracking system. Thus, we are motivated to design the interaction task of navigation, using freehand gestures
In this chapter, we focus on the navigation task in 3D visualizations using freehand gestural interaction, as well as the investigation of freehand gesture in public space. We designed the freehand gestural navigation techniques and conducted two studies to evaluate them. A controlled experimental evaluation was performed to investigate navigation time and behaviour, comparing gestural navigation with a more traditional keyboard/mouse navigation technique in individual settings. We also conducted a more informal qualitative field study. We discuss our findings and suggest design lessons for freehand gestural navigation with interactive public displays.

5.2 Study 1: Controlled Quantitative Experiment

Our first study investigated freehand navigation with large displays in a controlled experiment. The gestural navigation was used to complete a searching task in a visualization of a 3D urban environment. To gain further insight into the characteristics of gestural navigation, we also compared it to a more conventional interaction method using keyboard and mouse.

5.2.1 Gestural Navigation Design

Given our aim to use low cost technology for freehand gestural interaction without holding or wearing a device or fiducial marker, it is difficult to track small movements of the finger or wrist (e.g. using a Kinect camera). Hence, the acceleration or movement of larger joints such as the hand or shoulder is used to control the navigation.
5.2.1.1 Movement

Previous navigation techniques with tracking devices provide some valuable references for freehand navigation design, for example, controlling the navigation speed and direction by relative motion using a single stick [51]. Moving the stick up and forward while pressing a button on the stick resulted in corresponding navigation movement. The navigation speed was specified by the stick’s movement range while direction was controlled by rotation of the stick. In navigation techniques using a Wii remote [49], a method using a joystick for speed control, pitch for elevation control, and roll for direction control has better performance and user preference than another alternative navigation design.

Since with current low cost tracking cameras such as Kinect we cannot track the pitch and roll of the hand with high accuracy, navigation techniques designed for a Wii remote or similar hands-on devices are not suitable for freehand gestural navigation. Furthermore, compared to hand held devices, there is deliberately no joystick with freehand gestural interaction. So a navigation technique based solely on hand/body movement is needed.

A similar design was presented in [51], based on relative movement with a single 6DOF stick, in which the user can specify the initial position by pressing a button, setting a temporary and accurate initial position each time for calculating subsequent relative movement. However, as there is no button available for freehand gestural navigation, another method for setting the initial position is needed.

A candidate method is to use the same initial position for the entire navigation task, enlarging the initial position from a single point to a larger area to accommodate low accuracy freehand tracking. In this design, we set a sphere shaped initial position centered on the hand’s starting position. When the user’s hand reached out of this initial sphere, a vector was connected from the original hand position to the current position. The vector direction determined the navigation direction, and the vector length determined the speed of the navigation, i.e. the further the hand reached out, the faster the navigation, as shown in Figure 5-2(a). For example, users can move the hand right/left to strafe right/left, move the hand forwards/backwards to navigate forwards/backwards, and move the hand up/down to move up/down in the virtual 3D environment. With this design, only a single hand is needed to control the navigation movement, leaving the other hand available for other operations such as confirmation or pausing/restarting the navigation.

5.2.1.2 Looking Direction

For movement controlled by a single hand, the user’s position in the virtual 3D environment changes but the direction in which the user is looking does not change. Although it is possible to use single hand position to control looking direction at the
same time, i.e. when the hand moves left/right, the strafing and looking directions change synchronously, our pilot studies showed that it is difficult to navigate with this approach.

The rotation of hand or head has been used in previous studies [8, 49, 51] to change the direction in which the user is looking, however, these movements cannot currently be detected reliably with a single low cost camera. On the other hand, the rotation of large joints such as the shoulders can be detected effectively with a single camera. Given that shoulder turning is also involved in changing looking direction in the real world, we used turning of the user’s shoulders to change the looking direction in our 3D system. When the user’s shoulders turn to left/right, the looking direction turns left/right continually until the shoulders turn ahead again, as illustrated in Figure 5-2(b).

Thus, with a single hand to control the user’s movement and the shoulder turning to control the user’s looking direction, users can control navigation in the 3D environment by flying forward/back, strafing left/right, lifting the hand up/down, and turning their looking direction to the left/right. However, looking up/down is not available as an interaction technique technique, mainly because the body movement tracking by a single inexpensive camera is not sufficiently accurate or fast, so introducing pitch could make navigation difficult to control.

It is also possible to improve navigation performance by introducing different navigation techniques and settings according to environment context and scale, as suggested by [51, 99]. As this study is an initial investigation of freehand gestural navigation techniques, we focused mainly on the basic design without introducing advanced techniques for adapting to multi-scale environments or navigation context.

5.2.2 Experimental Evaluation

Locating places of interest is a common task in geographic applications or virtual tours in 3D visualizations. For example, the user can first find the rough location of a target in a satellite map or bird’s-eye view, and then in order to see the target more clearly, the user needs to navigate close to the target, typically moving from a bird’s-eye view to a street view. To gain more understanding of gestural navigation and its differences from established interaction techniques on such navigation tasks, we conducted a controlled experimental evaluation to investigate the effects of different target distances and directions.

5.2.2.1 3D Environment

We used CityEngine to generate the virtual cities that we used to investigate navigation. CityEngine is an L-system based procedural modelling system. It is capable of
modelling a complete city using a comparatively small set of statistical and geographical input data and is highly controllable by the user.

We first designed the street network of our virtual city. We used a radial pattern to generate the streets in the city center, and an organic pattern for the city outskirts. This mimics the style of Paris’s street network. Our city has 1619 streets in total. The street widths vary between 8 meters to 16 meters. The most complicated crossing is met by six streets. These streets also form “blocks” where buildings are located.

We then generated allotments from the street network by dividing the blocks into smaller units using a simple, recursive algorithm. Allotments were made convex and rectangular so they could be used as floor plans for generating buildings.

The buildings were generated in 18th century Paris style to create a realistic visualization. For example, the facades are decorated with windows and balconies and the roofs are mainly in the “zinc” and “ardoise” styles. The city contains 11507 buildings and is about $2000 \times 2000 \text{ m}$. The average height of all buildings is $20 \text{ m}$. The street widths varied between 8m and 16m.

### 5.2.2.2 Navigation Task

A cube, size $1m^3$, was used as the target. It was randomly coloured red, yellow or green and placed at the positions specified by TargetDistance and TargetDirection. Each target was placed 5m above the ground, and located in the center of a street which was 100m long and 10m wide, and whose direction was along a line from the start point to the corresponding target position, as shown in Figure 5-3. The start point
Figure 5-3: The 3D city scale environment used in the experiment (Top view). The Blue circle in the center represents the start point and the arrow points to the initial direction. The yellow spheres represent the target and the blue lines represent streets containing the target.

of the navigation had a bird’s-eye view of the city. To require users to navigate down from the bird’s-eye view to the street view, an occluder of size 100\(m^2\) was placed above the target. Consequently, users could not see the target unless they were close enough to the correct street (Figure 5-4). The users were required to find and report the colour of the target. A text description of the target location (Front, Back, Right, or Left) at the beginning of each trail, as well as a distinctive indicator (a yellow sphere of 10m diameter) at the same height as the start position, were used to help participants find the rough target location so they could concentrate on the navigation rather than on searching the target location.

5.2.2.3 Navigation Technique

For the conventional interaction technique, we used the “Freelook” navigation technique with a keyboard and mouse. Navigation movement was controlled by pressing the “W” key (forward), “S” key (back), “A” key (left) and “D” key (right) keys on the keyboard. The normal navigation speed was 37.5 \(m/s\), and the user could use the “Shift” key to enter fast movement mode in which the navigation speed was 750 \(m/s\), i.e. 20 times the standard speed. The navigation direction is controlled by the mouse movement. The looking direction was controlled by mouse movement, i.e. turning the looking direction left/right or up/down by moving the mouse in the corresponding direction.
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Figure 5-4: The navigation task used in the experiment. The start point is at the height of a bird’s eye view, and the user is required to navigate to the street view to see the Target (yellow cube) and report its colour. The Target Indicator (yellow sphere) is at the same height as the navigation start point, and the Occluder (white line) is placed to require the user to navigate down to street view height.

For freehand gestural interaction, we used the navigation technique described in Section 5.2.1. A vector is calculated from the current hand position to the original position (i.e. user’s hand position when the trial starts) to calculate navigation direction and speed, as shown in Equation 5.1 ($d$ is the length of the vector in mm in real space, and $V$ is the navigation speed in m/s in the digital space). Navigation direction changes continually when the user’s shoulders turn in corresponding directions. The turn speed is two times the shoulder turning angle each second. The turn action is triggered only if the left and right shoulders’ depth difference goes beyond 100 mm.

\[
V = \begin{cases} 
0 & (d \leq 50) \\
37.5 + 0.5(d - 50) & (50 < d \leq 200) \\
112.5 + (d - 50) & (200 < d \leq 350) \\
37.5 \times 20 & (350 < d) 
\end{cases}
\]  

(5.1)

5.2.2.4 Equipment and Setting

The 3D environment was displayed on a projection screen 203 cm in width and 115 cm in height. The height from the ground to the screen center was 145 cm. A Sanyo PDG-DWL2500 short-throw 3D projector was used with a 120 Hz refresh rate at $1280 \times 720$ resolution. Nvidia P854 3DVISION active glasses were used by participants to view in stereoscopic 3D. With keyboard/mouse navigation, the user sat in a chair of 45 cm
height, placed 250 cm in front of the projection screen. The keyboard and mouse sat on a square table 80cm × 80cm at a height of 70 cm. The mouse was placed on a mouse mat sized 23cm × 30cm. We used a Logitech K340 wireless keyboard (UK layout) and Logitech VX Nano wireless laser mouse. Users were free to place the table, keyboard and mouse in a comfortable position. With the gestural navigation technique, the user’s skeleton movements were tracked using a Microsoft Kinect camera, with a refresh rate of 30 fps, and the OpenNI API on Windows 7. The Kinect camera was placed 50 cm in front of the projection screen at a height of 90 cm. The user stood 250 cm in front of the screen, so 200 cm in front of the Kinect camera. OGRE was used as the 3D engine.

5.2.2.5 Independent Variables

The independent variables used in our experiment are: navigation Technique (Keyboard/mouse, Gesture), TargetDistance (less than 400 m, greater than 800 m), and TargetDirection (Front, Back, Right, Left).

5.2.2.6 Hypotheses

- There will be a significant difference in navigation speed when participants use Keyboard/mouse vs Gesture.
- There will be a significant difference in navigation speed when participants navigate to target with different distances.
- There will be a significant difference in navigation speed when participants navigate to target with different directions.

5.2.2.7 Participants

We recruited 12 people (9 male and 3 female) ranging between 23 and 30 years of age with a mean age of 26.17 (sd = 2.41). All participants were right-handed. All participants were experienced computer users and had some experience of gestural interaction, such as using a Wii remote or Microsoft Kinect for games.

5.2.2.8 Procedure

For the keyboard/mouse technique, each trial started with a countdown and finished when the user pressed the space key to report the target colour. For the gestural technique, a left handed “hands up” gesture replaced the space key press.
5.2.2.9 Design

A repeated measures within-participants design was used. There were 2 sessions, one for each navigation Technique and their order was counterbalanced. In each session, there was a practice block followed by 2 test blocks; each block had 24 trials (3 trials for each TargetDistance and TargetDirection combination).

5.2.3 Results

Besides navigation time, we also recorded user behaviours, such as movement time in different directions and turn angles, for detailed analysis of the navigation task with the different navigation techniques.

5.2.3.1 Navigation Time

Navigation time was the time from the first navigation action (moving or turning) to the confirmation action (pressing the space key or raising the left hand). Some users accidentally triggered the confirmation before they saw the target colour, and 12 such trials (1.04% of the total data) were removed. A repeated-measures ANOVA for Technique × TargetDirection × TargetDistance was used to analyse the results. Main effects were found for TargetDirection \(^1\) (\(F_{1,50,47} = 15.00, p < .001\)), and TargetDistance (\(F_{1,11} = 24.85, p < .001\)). No significant effect was found for navigation Technique (\(F_{1,11} = 1.06, p = .35\)). No interaction effects were found.

Post hoc Bonferroni pairwise comparisons showed that Front TargetDirection was significantly faster than Right, Left and Back (\(p < .01\)). And the navigation time for the Short TargetDistance was significantly faster than for the Long TargetDistance (\(p < .001\)). Navigation time for the Short TargetDistance was significantly faster than for the Long TargetDistance (\(p < .001\)). Mean navigation time with keyboard/mouse was 7.85s (\(sd = 5.25s\)), and with gesture was 9.12s (\(sd = 3.00s\)). Mean navigation times for Technique × TargetDirection are shown in Figure 5-5, and for Technique × TargetDistance in Figure 5-6.

5.2.3.2 Navigation Behaviour

We also analysed the details of user navigation behaviours in terms of total movement distance and time, movement time in different directions, fast movement time, and turn angle to left/right with each navigation technique.

5.2.3.2.1 Total Movement Distance and Time A repeated-measures ANOVA for Technique × TargetDirection × TargetDistance was used to analyze the navigation

\(^1\)The sphericity assumption was not met so the Greenhouse-Geisser correction was applied; the corrected degrees of freedom are shown.
distance. Main effects were found for TargetDirection \((F_{3,33} = 5.85, p < .01)\), and TargetDistance \((F_{1,11} = 524.93, p < .001)\). No significant effect was found for navigation Technique \((F_{1,11} = 3.68, p = .08)\). No interaction effects were found.

Post hoc Bonferroni pairwise comparisons showed that Front TargetDirection had significantly less navigation distance than Right, Left and Back \((p < .01)\). Navigation distance for the Short TargetDistance was significantly shorter than for the Long TargetDistance \((p < .001)\). Mean total movement distance with keyboard/mouse navigation was 650.55m \((sd = 222.78m)\), while with gestural navigation it was 696.18m \((sd = 249.42m)\).

We also analysed movement time for the whole navigation process. Direction adjustment or target searching without moving were not counted in the movement time. A two-tailed dependent T-test found total movement time with keyboard/mouse navigation was significantly less than with gestural navigation \((t_{11} = -13.61, p < .001)\). Total movement time with keyboard/mouse was 3.21s, while with gesture was 8.44s.

### 5.2.3.2.2 Movement in Different Directions

We analysed movement time in different directions (forward, backward, leftward, rightward). With the keyboard, the user can move in only four directions and we recorded the time the user spent in each direction movement by pressing the “W” key (forward), “S” key (backward), “A” key (leftward) and “D” key (rightward). With gestural navigation, the user can control the movement more freely in every direction in 3D space. To compare with the results for keyboard/mouse, we separated the free gesture movement in 3D to four movement directions the same as in keyboard, as shown in Figure 5-7, and recorded the movement
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5.2.3.2.3 Fast Movement Time

With keyboard/mouse navigation, fast movement happened when users pressed the shift key. With gestural navigation, fast movement happened when the user’s hand moved farther than 200 mm from the original hand position.

Analyses using two-tailed dependent T-tests found that there was significantly less overall fast movement time with keyboard/mouse than with gesture ($t_{11} = -3.47, p < .01$), but in contrast that the percentage of fast movement time over total movement time was significantly higher with keyboard/mouse than with gesture ($t_{11} = 2.89, p < .05$). Mean fast movement time for keyboard/mouse was 0.81s (26.63%) and for gesture was 1.49s (18.41%).

5.2.3.3 User Feedback

We collected user feedback by questionnaires after each session and the whole trial. Users were asked to rate from 1 (Strongly agree) to 7 (Strongly disagree): speed control (It is easy to control navigation speed), direction control (It is easy to control the...
navigation direction), comfort (I feel comfortable with this navigation technique) and preference (Overall, I like this navigation technique), as shown in Figure 5-9.

A two-tailed dependent T-test found that the keyboard/mouse technique was rated significantly easier to use than gesture for direction control ($t_{11} = -3.37, p < .01$). No significant difference was found for speed control, comfort and preference ($p > .05$).

A post-trial of NASA TLX test of task load index was used to measure perceived workload; the results are shown in Figure 5-10. Analysis using a two-tailed dependent T-test found no significant difference between keyboard/mouse and gesture for mental demand, physical demand, temporal demand, performance, effort or frustration ($p > .05$).

Participants also provided other comments. Two participants reported feeling uncomfortable when using the mouse and keyboard to navigate but much better with the gestural navigation. This may have been because when using the mouse and keyboard the visualization of the city moved following the mouse and keyboard, while using gesture the the visualization changed following the user’s body movement. The latter is more similar to interaction in the real world. Participants also commented that the gesture navigation was more immersive and fun to use. Some participants said they preferred the speed control of gesture navigation because the speed increase was more graduated while for keyboard/mouse there are only two speeds to choose. Although the gestural direction control can feel more natural, participants said that using the mouse to control the direction control was more accurate and fast. This may, however, be due to the common massive greater experience using a mouse compared to gestural navigation.
interaction, which may change as gestural interaction moves beyond its infancy.

Participants also suggested some improvements to the gestural navigation design. Some participants said that although full 3D movement control using the hand has benefits, keeping the hand in the correct position to control navigation was a little tiring. It might be better to slow the speed in other directions to focus on forward movement as it is the primary movement direction. On direction control with the shoulders, some participants said it felt a little strange to turn their shoulders while keeping the head oriented to look at the screen. And it could be useful if head or gaze direction could be used to assist direction control. We noticed that some participants moved their head or body when they were close to the target in an attempt to see target. They mentioned this in feedback, expressing a desire for a way to control fine navigation adjustments with features such as head location and head direction.

With gestural interaction, many participants felt it was hard to stop the movement when they were near to the target or going in a wrong direction, while with the keyboard/mouse it was easy to stop by releasing the key. This could be addressed by design refinements suggested below.

Some participants also mentioned the remoter controller for a model tank which has two joysticks, each controlling one track of the tank. Pushing two joysticks forward together produces forward movement, and pulling both backward produces backward movement. Pulling one back and pushing the other forward produces a turn. The speed of movement or turn can be controlled by the joystick movement amplitude. This could
Figure 5-9: User feedback about navigation speed control, direction control, comfort and preference.

be a good metaphor for a double-handed gestural navigation control.

Participants also suggested that the context of the navigation environment could provide useful information and constraints, such as at street view height navigation being allowed only along a road, and turns allowed only at a junction.

5.2.4 Discussions

The results from study 1 show that while the gestural technique was consistently slower than using a mouse and keyboard, this difference was not significant. Given that the keyboard/mouse is often not practical to set up and use with interactive large displays in public space, the freehand navigation technique could be a promising method, offering walk up and use experience without any handheld or desktop input devices. For users who feel uncomfortable using a keyboard and mouse for 3D navigation, gestural interaction can also offer a possible way of reducing the discomfort.

The results indicate that gestural navigation shared some similar characteristics with the hands-on navigation technique, while there were also some interesting differences. For example, with freehand gestural navigation, users used more left, right and back movements, and the target direction had more effect on navigation time. This was influenced by the direction turn control with gestural interaction not being as easy and accurate as with a mouse, while participants exploited the greater freedom of 3D movement offered by freehand gesture to compensate. The findings reinforce our view that it is not straightforward for designers of freehand gestural interaction to
adapt their experience of traditional hands-on input devices to the design of freehand gestural interaction.

5.3 Study 2: Qualitative Field Study

In the previous lab based study, we found similar performance with gestural and mouse/keyboard navigation, with some differences in navigation behaviour. The experience of gestural navigation was described by our participants as more fun and natural, and these are indeed important characteristics in many applications of interactive public displays. However, there are always severe constraints on how much fun and how natural any experience can be in the controlled setting of a lab-based experiment. To gain further insights into these aspects of our interaction techniques, we conducted a much more informal field study in which primary school children used both keyboard and mouse and hands-free gestural interaction to play a game on an interactive public display.

5.3.1 Design

Based on the results and feedback from the first study, some modifications of the freehand gestural interface design were made. We used two hands to control both movement and direction turn, as direction turn may be easier and more natural to control with
the hands than with the shoulders. To make the controls easy to understand, we used a flying broomstick as the metaphor, and this was found to be a familiar concept for 3D navigation from books and films enjoyed by our participants.

To make the flying broomstick easier to control, we added a “handlebar” towards the front of the broomstick (Figure 5-11a). Users put their hands parallel and close to their waist to start. After the broomstick starts flying, the center point of the hands is used to control the movement in the same way as in previous lab study. Turn the looking direction is similar to cycling: the more users twist their hands and move towards one side, the faster the looking direction turns. The degrees of freedom with the broomstick navigation control are the same as with the gestural navigation technique in previous lab study.

5.3.2 Field Evaluation

We conducted a qualitative evaluation with primary school students. We designed a game in which users operate a flying broomstick to navigate in 3D space, hitting targets and avoiding obstacles. The students played this game in groups in a classroom, using large interactive displays.

5.3.2.1 Navigation Task

The game involved targets (ogres) and obstacles (penguins). Users needed to hit 5 ogres to successfully finish the task, and if they hit 2 penguins, the task was failed. There were 54 targets and obstacles placed in a 3D space 180m x 180m x 360m. This space was evenly divided into 54 cubes 60m x 60m x 60m, each with one target or...
obstacle placed at a random location inside. The target/obstacle type was allocated randomly with a 1/5 chance of it being a penguin and 4/5 of it being an ogre. The navigation start point was 180m in front of this space.

5.3.2.2 Equipment and Setting

The equipment and setting were almost the same as for the lab-based study as described in Section 5.2.2.4, apart from the equipment being placed in a primary school classroom rather than in a laboratory. And OpenNI was replaced by the Kinect for Windows SDK to make switching between participants in the same group easier, without the need for a calibration pose. To ensure that every participant in the group could view the 3D navigation at the same time, the stereoscopic 3D effect was turned off so everyone could view the scene without stereoscopic 3D glasses.

5.3.2.3 Participants

We recruited 46 primary school students (24 male and 22 female) ranging between 6 and 10 years of age. All participants had some experience of gestural interaction, such as using a Wii remote or Microsoft Kinect for games.

5.3.2.4 Procedure

The participants performed the experiments in groups. The experimenter demonstrated the navigation technique and the task to the participants, and then each group of participants took turns to perform the 2 sessions with different navigation techniques. Each session lasted 10 minutes (largely determined by the school timetable), and the participants kept performing the task until their 10 minutes was up. The number of participants in each group was randomly assigned as 4 or 5 by the teacher in the school depending on the children’s timetables before their trials. We randomized the order of navigation technique for each group as we could not control the number of participants in each group and the exact total number of participants. Participants were gathered in the room about 2 minutes before their trials, and were engaged in their normal activities before that.

5.3.3 Results

We recorded the navigation time of successful trials, the percentage of successful trials, and asked the participants for their feedback about the interaction techniques. As the number of participants in each group and the number of trials per participant with each technique could not be controlled in this field study, we report only descriptive data rather than analytical statistics. For gestural navigation, the average navigation time was 24.61s (sd = 12.34s), and the success rate was 80.90% (72 out of 89 trials).
For keyboard/mouse input, the average navigation time was 26.94s (sd = 12.33s) and the success rate was 93.16% (109 out of 117 trials).

The participants were also asked which of the two techniques they preferred, having experienced both. 24 participants preferred the gestural navigation and 22 preferred the keyboard/mouse.

Some participants said that with the gestural navigation method they could control the navigation in a more natural way with body movement, e.g. leaning forward in order to put their hand further forward to move faster, and turning to control direction. They also commented that gestural navigation was “cool” and they had a lot of fun using it. Some participants thought the mouse and keyboard was easier to use because they were very experienced using them to interact with standard computers.

5.3.4 Discussions

5.3.4.1 User Performance and Preferences

Navigation time and user preferences were very similar between the two techniques, which accords with the first study. The participants finished more trials in total with the keyboard/mouse mainly because it took longer to switch navigation control between users with gestural navigation, e.g. the current player needs to make sure she is being tracked by the Kinect camera before each trial, and it often took some time to get used to starting the navigation with gestural interaction.

Participants completed more successful trials with keyboard/mouse than with gesture. Users have tactile feedback when pressing physical buttons and so can control the navigation state (moving/stop) more effectively. With freehand gestural navigation, all control actions are performed “in the air” without tactile feedback and navigation state control is not so easy, leading to more errors.

A possible solution is to provide more feedback (e.g. visual or auditory) of the user’s current body position, as well as the navigation state of the broomstick, so users can have a better perception of their subjective body movements, as well as the state of the artefact they are controlling.

5.3.4.2 Group Behaviour and Experience Sharing

We also observed that with gestural navigation the group’s behaviour was more interactive with each other. The group members had more conversations, and the non-playing group members engaged more in the game and shared the experience with the current player. For example, when the current player navigated towards a penguin, other members would shout to alert her, and tried to guide the player by speaking directions or even moving their own bodies as if they were controlling the navigation themselves. The current player also tried to perform according to other group members’ contri-
butions. In contrast, with the keyboard/mouse interaction, the participants had less communication and typically the current player simply finished the game in her turn, quietly concentrating on the display, keyboard and mouse.

This is mainly because that with gestural navigation technique, the group members could observe and understand the player’s actions immediately from their hand/body movements, so they could share the player’s experience more directly. With keyboard/mouse, it is difficult for others to distinguish between the user’s key presses, so less experience is shared in the social group.

This observation suggests that freehand gestural interaction provides a more “natural” user experience not only from the perspective of navigation control by a single user, but also from the perspective of sharing the user experience within a social group in a public space. Our observation that players adapt their gestural interaction according to the behaviour of other people in the same social space aligns with Hinrichs and Carpendale’s [80] finding that gestures were influenced by the social context. Furthermore, not only is gestural interaction affected by the social environment, we also find that gestural interaction can enhance the experience of the social environment compared to conventional desktop interaction techniques.

5.4 Design Suggestions

In a pair of complementary studies, we found performance and preference with gestural navigation to be similar to performance with keyboard/mouse. Considering that desktop input devices are often difficult to set up and use in the setting of a public space and large interactive display, gestural navigation techniques enabled by an inexpensive single camera are a very promising interaction technique for interactive public displays.

Furthermore, gestural interaction can deliver a more natural and immersive experience of navigation tasks. The fun experience of gestural navigation was one common response from our participants. This suggests that gestural interaction can be a suitable technique for interactive displays used for exhibitions, planning or commerce, e.g. using gestures to navigate a virtual reconstruction of a historical site, to explore and evaluate a planning building/area, or to explore products in 3D.

When interacting with displays in public settings, gestural interaction can enhance not only the experience of the current user but also the social experience of the group of people sharing the same public space or activity. The current user’s activity, behaviour and even emotion can be shared in a more effective way than with desktop interaction techniques, as bystanders can observe, understand and appreciate the player’s experience better thanks to the natural interaction of freehand gesture. This suggests that freehand gesture should be explored further as an interaction technique for shared interactive public displays.
Despite the potential benefits of freehand gestural interaction, there are also challenges for designers of interactive public displays using gestural interaction. For example, in both studies we noticed that some actions (e.g. stop, turn) were more difficult to perform with gestural navigation than with keyboard/mouse. Possible solutions include providing more visual or auditory feedback, or using additional input from other modalities, e.g. speech. However, not all combinations will be effective in settings where there is considerable visual or auditory noise or where some modalities may be inappropriate. Unaccompanied freehand gestural input remains potentially useful and effective in many scenarios with interactive public displays and further work may show how far we can push its use and effectiveness.

5.5 Summary

In this chapter, we reported a set of two studies using freehand gesture to control the 3D navigations in lab settings and in public environments. It is also an investigation about the opportunities of freehand gestural interaction for interactive public display and 3D interaction. The experimental evaluation recorded a similar performance from freehand gestural technique comparing to desktop navigation devices, while with a more natural experience. More importantly, the findings indicate that freehand gestural interaction can enhance the experience sharing in public settings thus improve the interactivity for interactive public displays.
6.1 Summary

This research is an attempt to explore the effective design of freehand gestural interaction. The fluidity and immediacy of multi-touch interactive products suggests that freehand gestural user interaction could be a potentially fruitful direction for interaction design, especially for scenarios not suitable for touch screen or desktop interaction techniques, such as interacting with large displays in public space or TVs in living rooms. The design guidelines and issues for freehand gestural interaction are still largely unexplored and thus motivate this research (Chapter 1).

We first provided a review of related works in the area of gestural interaction (Chapter 2), including discussions of taxonomy and usability of gestural interaction, various enabling techniques of gestural interfaces (e.g. touch surface and hand-held motion tracking devices), as well as gestural interaction design for different tasks (e.g. selection, text entry and navigation). Based on the previous work, we analysed the characteristics and design space of freehand gestural interaction by comparing the similarities and differences of freehand interaction and existing gestural techniques. We also summarized two design challenges of gesture delimiters and high precision interaction, as well as opportunities of interactive public display and 3D interaction with freehand gestural interaction. All the analysis builds the ground for the studies in the following chapters.

We then progressively investigated several aspects of freehand gestural interaction about its design challenges and opportunities. In Chapter 3, we focused on addressing the challenge of gesture delimiters, and investigated a basic and important user interaction task of option selection. We presented two related studies in this chapter. In the first study, we proposed two freehand gesture selection techniques, stroke and reach, based on the previous research and design on selection techniques for touch
surface and desktop. And we evaluated the proposed design in a user evaluation, the results indicate that Reach selection technique has better user performance and preference thus has the potential to be widely used for freehand gestural interaction. And in the second study, we extended the reach technique to 3D interfaces by designing different menu 3D layout, and the investigation results show strong directional effects, which could influences performance and usability.

Then in Chapter 4, which builds upon the findings in Chapter 3, we investigated the selection task in densely populated environments to address the challenge of high precision interaction with freehand gesture. Again, we presented two related studies in this chapter. In the first study, we reported the design and evaluation of the selection task in a dense 3D environment. We found that interaction design requiring a high accuracy single action are not appropriate for freehand gestural selection, while separating it into several connected low demand operations could be a potential solution. The second study is about text entry with virtual keyboard, which is essentially a series selection of characters from a densely tiled keyboard. We presented 3 selection methods and 2 keyboard layout, which based on the option selection studies in chapter 2 and the QWERTY keyboard layout. The user evaluation shows reach and expand selection method and circle layout could enhance users’ performance and reduce the workload.

Following Chapter 3 and 4, which focus on addressing the design challenges, we investigated the opportunities of freehand gestural interaction for interactive public display and 3D interaction in Chapter 5. In this chapter, we designed 3D navigation techniques and evaluated in both lab and public settings. Based on the interaction design, prototype development and user evaluations, we gave the results of user performance, behaviour and preference. We compared the freehand gestural interaction with traditional desktop interaction (i.e. keyboard and mouse), and found performance and preference with gestural navigation to be similar to performance with keyboard/mouse. Furthermore, freehand gestural interaction can deliver a more natural, immersive experience of navigation tasks. Gestural interaction can also enhance the group experience and collaboration for users sharing the same public space or activity.

Finally, we summarized the thesis in this chapter (Chapter 6). In the following sections, we provided a set of practical design suggestions for effective freehand gestural interaction design for different scenarios and interaction tasks, as well as the future work and conclusions.

### 6.2 Design Suggestions

Based on the studies and findings in previous chapters, here we summarize some overall practical design suggestions for freehand gestural interaction design:
• Hand fatigue

– It is not appropriate to require users to perform single actions with high accuracy, or to keep their hands in the air for a long time. This is mainly because the hand is moving without any physical support, so these actions will make the arm fatigue more quickly. One possible solution could be to separate a highly demanding interaction task into several connected low demand tasks. This could not only reduce the physical demands, but also potentially achieve better performance. Furthermore, it is also useful to provide a means to rest the user’s arm if the task requires some time to finish.

– Frequent movements in the Z dimension are not recommended for freehand gestural interaction. This is not only because the hand moves more slowly forward and backward [68], and actions in the Z dimension can be error-prone [142], but also because frequent movements in the Z dimension can increase the hand movement distance and corresponding physical demands.

• Selection design

– The Reach technique, building on the goal crossing technique [2] in 2D interfaces, could be a useful method for target selection with 3D freehand gesture, as it does not require any confirmation trigger for selection. Although finger or hand poses could be used as a trigger, more precise tracking equipment would be required (e.g. data gloves [126]), or the tracking could be sensitive to viewpoint changes [157, 71] when using a single camera. With the Reach technique, on the other hand, users can select the target using their experience of reaching for an object in real life, without the need for a finger or hand pose as a gestural confirmation or delimiter.

– Combining the expanding target and reach selection techniques is useful for freehand gestural interaction, especially for hand motion tracked by inexpensive sensors with low resolution. When used with the reach technique, the target can expand not only in virtual space but also in motor space, which addresses the limitation that targets can expand only in virtual space [122]. It is also well suited to freehand interaction techniques due to its error tolerance.

– The circle layout is useful for interface design with freehand gesture. In the circle layout, all items have one side facing to the centre and, therefore, can be reached directly without moving the hands over other objects. And the large blank area in the centre can allow users to relax their hands without
worrying about triggering undesired actions, thus potentially reducing arm fatigue.

- Dimensions and directions
  
  - Even when working in 3D, freehand gestural interaction designers should consider mapping 3D hand movements to 2D interaction for simple user interfaces with few elements. The number of targets located forward or backward should be limited as the hand moves more slowly forwards and backwards [68], and can be error-prone. Designers should also think carefully before committing to a full 3D interaction task, because such a task can be more demanding than a similar task in 2D and could be slower and more error-prone for freehand 3D interaction.

  - One way to use hand motion in the Z dimension is as the delimiter or trigger to invoke certain commands or to make confirmations. For example, the pull gesture is used in the menu cone to connect between gestures (Figure 4-2). Given that a finger cannot currently be tracked reliably as a gesture delimiter by a single low-cost camera, and hand movements in the X-Y dimensions can be used for faster and more accurate actions, using hand movements in the Z dimension as the gesture delimiter is a potentially useful addition to the designer’s toolkit.

  - Keeping the user’s hand movements within the range of their comfort zone and avoiding uncomfortable areas or directions is important for freehand gestural interaction design. As in both 2D and 3D selection, we found that users have preferences for different hand movement directions, e.g. they do not like cross-body movements such as left-down or left-back.

- Freehand gestures in public space

  - When interacting with displays in public settings, gestural interaction can enhance not only the experience of the active user, but also the social experience of the group of people sharing the same public space or activity. The current user’s activity, behaviour and even emotion can be shared in a more effective way than with desktop interaction techniques, as bystanders can observe, understand and appreciate the player’s experience better thanks to the natural interaction of freehand gesture.

- Visual feedback

  - Providing continuously visual feedback will enhance the usability and users’ confidence when they perform the interaction, especially for the interaction
techniques using hands location or gesture of direct manipulation. The visual feedback could give information and hints not only to the current users, but also to other audiences in the same public space, about the current state of the interaction.

6.3 Future Work

In an attempt to provide some initial steps towards effective freehand gestural design, it is difficult to exhaust all research topics in this area. In this section we list some future research directions of freehand gestural interaction.

6.3.1 Input and Output of Freehand Gestural Interaction

Many existing devices could serve as input or output for freehand gestural interaction. There are many emerging techniques and sensors under development currently. Here we analyse some possible input and output techniques for freehand gestural interaction.

6.3.1.1 Gestural Input and Multimodal Interaction

In all the studies presented in this thesis we used Microsoft Kinect as the tracking sensors. This is mainly because our research aims to facilitate freehand gestural interaction tracked by a low-cost remote single camera with no requirement for a user to carry an input device or wear fiducial markers. Microsoft Kinect is a typical low-cost remote gesture tracking sensor available when the studies were conducted. Some more accurate tracking systems, such as Vicon cameras\(^1\), can offer high accuracy but they require special markers attached on the body and calibration before use, which we explicitly want to avoid in freehand gestural interaction.

One obvious drawback of Microsoft Kinect is the lack of accurate wrist and finger tracking due to its low camera resolution. Although the newer version offers better tracking resolution, it is still not enough in its effective tracking distance. Other sensors, such as the recent publicly released LeapMotion\(^2\) sensor, could provide very accurate wrist and finger tracking without markers. The tracking range is relatively short compared with the Microsoft Kinect, while it is difficult to track the whole arm and body.

Wearable devices may offer another opportunity for freehand gestural interaction. Compared to gesture tracking enabled by fiducial markers, wearable devices such as a ring, watch, wristband or cloth are more user friendly as people would like to wear and use them in everyday life. Thus wearable devices may apply widely as gestural input devices. And as they are attached to the human body, it is easier to detect different

\(^1\)http://www.vicon.com/
\(^2\)https://www.leapmotion.com/
information with different sensors, such as wrist/finger posture, motion and electrical activity in the muscles.

Another possibility to improve freehand gestural interaction is multi-modal interaction. Multi-modal systems represent an interaction paradigm shift away from conventional windows-icons-menus-pointers (WIMP) interfaces to more natural flexibility and portability by providing users with greater expressive power and transparent experience [131, 132]. To achieve this the multi-modal interaction systems should integrate complementary modalities. So the strengths of each mode are used to overcome weaknesses in the other. Considering that humans always communicate with each other in multiple modalities, such as speech, gesture and gaze, multi-modal systems can potentially effect a more natural user interaction.

There are some benefits to using different parts of the body for gestural control. For example, in real life, users normally control fine movements with fingers while using arm or body movements for less accurate tasks in a larger range. If we can combine finger, hand and body movement together, the user interaction could be more natural and effective. Other usages of multi-modal interaction include speech [23], eye gaze [161] and body sensing [167, 75]. Processing different interaction modalities in parallel with gestures for interaction could enhance the user’s preference and performance.

6.3.1.2 Tactile and Visual Output of Freehand Gestural Interaction

One main challenge of the freehand gestural interaction is the lack of the tactile feedback. With traditional desktop input devices, such as the mouse and keyboard, the keys and buttons could provide tactile feedback so that users have clear feeling of the device movement or button press/release/hold with small movements of the finger or hand. It is also the case for 3D hand held tracking devices mounted with buttons, such as Wii remote or Sony Move.

Tactile feedback could bring many benefits proved in previous research. For example, for wearable devices such as the data glove, finger-based tactile feedback could help users to perform direct manipulation tasks with more reliability [149]. And for hand-held devices, the tactile feedback could significantly improve the performance. For example, to perform the laparoscopic task in a virtual reality environment, the tactile feedback could significantly enhance the reaction time [177] than with visual feedback alone. For a mobile collaboration environment, the tactile feedback could also enhance the experience. Tactile feedback can reduce the overload of information in visual space and gently guides the user’s attention to an area of interest [190].

However, for freehand gesture tracked by remote sensors, such as Kinect or Leap Motion, one significant difference is the lack of tactile feedback: hands only move in the air without any tactile feedback. For some interaction tasks, such as selection or direct manipulation, it is not very “natural” as the touch and feeling of the objects
could be essential for a better understanding and performance in such scenarios.

There are several new input and output techniques which could be used to introduce the tactile feedback in freehand gestural interaction. For example, very thin glove devices could provide tactile feedback on finger tips with semiconductor nano materials [193], which could be used in applications such as enhancing surgical and operation gloves. In other scenarios where users cannot wear special gloves, the ultrasound could be another possible solution [3, 82]. And with the development of more expressive tactile devices 3, the wearable devices, such as watches, rings and wristbands could also be used as methods to introduce tactile feedback for freehand gestural interaction.

Another fast development direction is towards different types of displays. These displays require different techniques for interaction from the traditional desktop interaction techniques, and freehand gestural technique could be a potential method. For example, head mounted displays like Google Glass4 are becoming popular now, and when users want to interact with virtual or real objects through their head mounted display, pointing their hand directly to the object in the air could be a very straightforward and natural way. With non-flat displays, such as a curved large display 5 and 3D volume displays [63], freehand gestural interaction could also be more suitable than 2D input methods for the interactive content presented in 3D space.

6.3.2 Applications of Freehand Gestural Interaction

Many freehand gesture tracking devices were originally designed for gaming. Thus currently entertainment is still one of the main application areas of freehand gesture interaction. However, with the development of motion sensing techniques, data analysis and visualization, as well as connectivity among devices, more applications will emerge.

6.3.2.1 Interaction in Living Room and Public Space

Internet connectivity is driving a rapid increase in the range and scope of interactive experiences on the TV platform, and it represents an exciting new opportunity for developing new practice and methodology for the living room experience. For example, more interactive content is now available for users’ consumption. However, the traditional TV remote is limited in function and thus not suitable for such interactivity. On the other hand, some products focus on living room experience, such as Xbox One 6 and Samsung Smart TV 7, provide a freehand gestural interaction technique. Users can navigate the menu system, control the image and video playback or play games. Although current interaction technique is still in the early stage of development and

---

3http://immersion.com/
4http://www.google.com/glass/
5http://www.lg.com/us/oled/ultimate-design.jsp
6www.xbox.com/xboxone
with much space for improvement, these products still prove that freehand gestural interaction now goes beyond research labs to consumer markets.

Furthermore, living room experience is not limited to a single TV display currently. Many devices, especially mobile phones and tablets are now used in the living room very often when the TV is on. Furthermore, various web sites and services are offering a variety of experiences such as personal broadcast, video on demand or social networking. Facilitating discovery of devices and services, enabling synchronization of content among those to ensure seamless experiences, are also challenging in the living room. In everyday life, people are very good at using hand movements and gestures for various tasks such as communicating with people, organizing documents on a desktop or assembling a toy. Drawing from such natural user experience, freehand gesture could be a useful technique for interaction with heterogeneous devices and services.

Similarly, the digital content in public spaces, e.g. meeting rooms, classrooms or shopping mall, is also expected to be more interactive. Such interaction scenarios are not limited to a single user, but extend into collaborative environments with multiple active users and potential audiences. Freehand gestural interaction which is naturally used for interpersonal communication, can be easily understood among collaborator and audiences, so can potentially improve the effectiveness of interaction in public space.

6.3.2.2 Information Visualization and 3D Graphics

Currently large amounts of data of various types are available for analysis. They come from various sources and increase rapidly every second, such as from on-line services like social networks, search engines, business support, data from sensors mounted on mobile devices or in the environments. To build a deeper understanding of such large amounts of data for revealing the underlying truth, information visualization is essential to provide proper data representation and interaction for users.

Data representation, which largely relates to computer graphics, has received the vast majority of attention in previous research. The interaction with the data visualization has not yet to take full advantage of these new possibilities in interaction technologies, as they still largely employ the traditional desktop, mouse, and keyboard set-up [110]. Considering that data visualization is moving into new contexts, such as public space (e.g. museums and meeting rooms), hand-held devices (e.g. mobile phones and tablets) and wearable devices (smart watches and head mounted displays), it would benefit more ordinary people by providing data access and interaction in pervasive settings. Freehand gestural interaction, which could provide such “walk in and use” user experience, could also be a very potential candidate for information visualization.

The creation of visualizations and the exploration of data have a number of dedicated underlying interaction requirements provide challenges that visualization research
is just beginning to address. Large data visualization can achieve a high-level of visual complexity quickly, thus effective interaction techniques for information visualization are essential. Yi et al. [192] summarized the interaction techniques as seven general categories: 1) Select, 2) Explore, 3) Reconfigure, 4) Encode, 5) Abstract/Elaborate, 6) Filter, and 7) Connect. How to design the effective and natural interactions for these operations in different applications and scenarios is still challenging.

For example, interaction in augmented reality (AR) environments containing a mixture of virtual and real objects can be a challenging task. Google Goggles ⁸ or Google Glass can use a camera on a mobile phone or wearable glasses to help search for an object in view, or show the user’s location and direction in a 3D environment. However, AR inevitably brings some density and occlusion issues to user interaction with overloaded virtual information, thus proper interaction design for tasks mentioned in [192], such as selection, navigation and filter is essential for AR applications.

Similar to information visualization, the use of 3D graphics is also increasingly important in more areas of application from home entertainment to engineering and medical systems, and many others. More and more information and other content is visualized and manipulated in 3D, bringing a corresponding increase in the importance of effective and usable 3D user interfaces. However, the mapping of 3D tasks to 2D presentation and interaction may not be particularly natural, and consequently are less effective and usable for interacting in 3D. 3D user interfaces consisting of special tracking devices are rarely adopted by ordinary users. Thus, freehand gestural interaction could also bring a promising future for 3D user interfaces.

For example, the film industry currently relies largely on the 3D animation and effects in the film. However, it is always complicated to achieve effective communication between the director and the effect artist resulting in a high cost of rework. If the target effect cannot only be described, but can also be created roughly by the director’s freehand gestures in 3D without the requirement of special devices and learning, it could be more effective and reduce both the time and the financial cost. Similar 3D interaction could also be used for education or medical services, e.g. viewing and manipulating chemistry or biological structure in 3D, for meetingrooms/classrooms or on-line settings.

6.4 Conclusion

People use freehand gestures quite often in daily communications, so it is considered as a form of natural user interaction method [20], which could leverage users common knowledge of everyday life without special training or learning. Although gestural interaction has been investigated for many years, most previous research uses hand

⁸http://www.google.co.uk/mobile/goggles/
held devices or wearing fiducial markers for gesture tracking. The freehand gestures, which are tracked by distance sensors without requiring users to hold or wear special devices, are not fully explored in previous research, even though they could be easier to use and deployed for ordinary users in everyday life. There is very little knowledge and understanding about the human factors and interaction design issues with freehand gestural interaction, which may lead to less effective interaction design and affect its usage.

At the same time, users increasingly expect more interactive experiences for applications including learning, gaming, urban visualization and planning. And with gestural input becoming increasingly popular and moving beyond home gaming settings, freehand gestural interaction, which enables easier and more convenient “walk up and use” [13], is likely to become more important in various everyday settings. Furthermore, applying freehand gestural interaction together with some other fast developing techniques, such as information visualization and 3D user interfaces, could offer rich, natural and immersive user experiences to ordinary users with direct and easy interaction. Thus it is important to gain a better understanding of freehand gestural interaction.

In this thesis, we presented a series of design and studies leading to a better understanding of effective freehand gestural interaction design. We analysed the design considerations of freehand gestural interaction, focussed on its unique characteristics and differences with other well known studies of interaction methods. Building upon such analysis and understanding, we then conducted several evaluations for several different interface designs. While reporting the design considerations, user interfaces prototypes, experimental design and results, we also provide many practical suggestions for freehand gestural interaction designers based on our observations and discussions. As this thesis is an early work of its type, it is not possible to exhaust all the different interaction tasks and relevant topics. In the above sections we presented some future work directions, which we believe are interesting work which could be continued by ourselves or others. The research in this thesis focuses mainly on some basic interaction issues and human factors, and demonstrates how to design freehand gestural user interfaces with several examples. This research can serve as ground work for the future development of freehand gestural interactions.
APPENDIX A

EXPERIMENT DOCUMENTS FOR STUDIES
Thank you for taking part in this study! The aim of the study is to gain an insight into the usability and performance aspects of gestural interaction in 3D selection task. The study will be conducted for near one hour. And contain four sessions and one questionnaire in the end. Each session has a training block and a test block. You can withdraw at any time before, during or after the study.

Data Collection For This Study: During the study we will be filming you. This video may be used in presentations. Anonymisation of video is not easy, so, if you are willing for your video to be shown in presentations then please indicate below.

Additional Data Collection: In addition to being filmed we will be recording data from a Kinect camera. We are collecting this data for study the patterns of body movement during gestures.

Handling of Data: All data will as far as possible be anonymised – video data can only be identified by your image. All data will be stored securely.

1. [ ] I have read and understood the study description above and understand what will happen during the study.
2. [ ] I understand that I can withdraw at any time before, during or after the study
3. [ ] I agree for data to be taken and used as part of the study
4. [ ] Any video of me CAN be used in presentations without anonymisation

Name:............................................

Age:..............................................

Height:..........................................
1. For each selection technique you used please indicate how much you like the technique (1 strongly dislike and 10 strongly like)

<table>
<thead>
<tr>
<th>Selection Technique</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reach with feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Reach without feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Direction with feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Direction without feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please give reasons

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

2. For each direction you selected please indicate how comfortable you feel when selecting in the direction (1 very uncomfortable and 10 very comfortable)

<table>
<thead>
<tr>
<th>Selection Direction</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Up</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Up-right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Down-right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Down</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Down-left</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Left</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Up-left</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please give reasons

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________
3. For the errors you made in the experiment, please indicate the reason of the errors

<table>
<thead>
<tr>
<th>Selection Technique</th>
<th>Reach with feedback</th>
<th>Reach without feedback</th>
<th>Direction with feedback</th>
<th>Direction without feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasons</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please give more reasons of your errors here:

__________________________________________________________________
__________________________________________________________________
__________________________________________________________________
__________________________________________________________________
__________________________________________________________________
Participants No..............

Gestures Selection Study

Thank you for taking part in this study! The aim of the study is to gain an insight into the usability and performance aspects of gestural interaction in 3D selection task. The study will be conducted for near one hour. And contain four sessions and one questionnaire in the end. Each session has a training block and a test block.

You can withdraw at any time before, during or after the study.

Data Collection For This Study: During the study we will be filming you. This video may be used in presentations. Anonymisation of video is not easy, so, if you are willing for your video to be shown in presentations then please indicate below.

Additional Data Collection: In addition to being filmed we will be recording data from a Kinect camera. We are collecting this data for study the patterns of body movement during gestures.

Handling of Data: All data will as far as possible be anonymised – video data can only be identified by your image. All data will be stored securely.

1. [ ] I have read and understood the study description above and understand what will happen during the study.
2. [ ] I understand that I can withdraw at any time before, during or after the study.
3. [ ] I agree for data to be taken and used as part of the study.
4. [ ] Any video of me CAN be used in presentations without anonymisation.

Name:.............................................

Age:................................................

Height:.............................................

Signature:...........................................

Date:.............................................
1. For each selection technique you used please indicate how much you like the technique (1 strongly dislike and 10 strongly like)

<table>
<thead>
<tr>
<th>3D menu shape</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="" alt="Diagram 0" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="" alt="Diagram 1" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="" alt="Diagram 2" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="" alt="Diagram 3" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please give reasons

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________
2. For each direction you selected please indicate how comfortable you feel when selecting in the direction (1 very uncomfortable and 10 very comfortable)

<table>
<thead>
<tr>
<th>Selection Direction (X-Y Plane)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Up</td>
<td>![Up]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Up-right</td>
<td>![Up]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Right</td>
<td>![Right]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Down-right</td>
<td>![Down]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Down</td>
<td>![Down]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Down-left</td>
<td>![Down-left]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Left</td>
<td>![Left]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Up-left</td>
<td>![Up-left]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Selection Direction (Z axis)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>9. Back-right</td>
<td>![Back-right]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Back</td>
<td>![Back]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Back-left</td>
<td>![Back-left]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Front-left</td>
<td>![Front-left]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. Front</td>
<td>![Front]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. Front-right</td>
<td>![Front-right]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please give reasons

_________________________________________________________________
_________________________________________________________________
_________________________________________________________________
_________________________________________________________________
_________________________________________________________________
Gestural Input Study

Thank you for taking part in this study! The aim of the study is to gain an insight into the usability and performance aspects of gestural text input task. The study will be conducted for near half hour each day and last for a week. Each session contains six blocks. You can withdraw at any time before, during or after the study.

Data Collection For This Study: During the study we will be filming you. This video may be used in presentations. Anonymisation of video is not easy, so, if you are willing for your video to be shown in presentations then please indicate below.

Additional Data Collection: In addition to being filmed we will be recording data from a Kinect camera. We are collecting this data for study the patterns of body movement during gestures.

Handling of Data: All data will as far as possible be anonymised – video data can only be identified by your image. All data will be stored securely.

1. [ ] I have read and understood the study description above and understand what will happen during the study.
2. [ ] I understand that I can withdraw at any time before, during or after the study
3. [ ] I agree for data to be taken and used as part of the study

Name:.............................................

Age:................................................

Signature:........................................

Date:.............................................
1. QUERTY Timeout

Mental Demand

How mentally demanding was the task?

Very Low

Very High

Physical Demand

How physically demanding was the task?

Very Low

Very High

Temporal Demand

How hurried or rushed was the pace of the task?

Very Low

Very High

Performance

How successful were you in accomplishing what you were asked to do?

Perfect

Failure

Effort

How hard did you have to work to accomplish your level of performance?

Very Low

Very High

Frustration

How insecure, discouraged, irritated, stressed, and annoyed were you?

Very Low

Very High
2. QUERTY Reach

Mental Demand  
How mentally demanding was the task?

| Very Low | Very High |

Physical Demand  
How physically demanding was the task?

| Very Low | Very High |

Temporal Demand  
How hurried or rushed was the pace of the task?

| Very Low | Very High |

Performance  
How successful were you in accomplishing what you were asked to do?

| Perfect | Failure |

Effort  
How hard did you have to work to accomplish your level of performance?

| Very Low | Very High |

Frustration  
How insecure, discouraged, irritated, stressed, and annoyed were you?

| Very Low | Very High |
3. QUERTY Expand and Reach

Mental Demand  How mentally demanding was the task?

<table>
<thead>
<tr>
<th></th>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Physical Demand  How physically demanding was the task?

<table>
<thead>
<tr>
<th></th>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Temporal Demand  How hurried or rushed was the pace of the task?

<table>
<thead>
<tr>
<th></th>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Performance  How successful were you in accomplishing what you were asked to do?

<table>
<thead>
<tr>
<th></th>
<th>Perfect</th>
<th>Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Effort  How hard did you have to work to accomplish your level of performance?

<table>
<thead>
<tr>
<th></th>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Frustration  How insecure, discouraged, irritated, stressed, and annoyed were you?

<table>
<thead>
<tr>
<th></th>
<th>Very Low</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4. Circle Timeout

Mental Demand  How mentally demanding was the task?

Very Low  Very High

Physical Demand  How physically demanding was the task?

Very Low  Very High

Temporal Demand  How hurried or rushed was the pace of the task?

Very Low  Very High

Performance  How successful were you in accomplishing what you were asked to do?

Perfect  Failure

Effort  How hard did you have to work to accomplish your level of performance?

Very Low  Very High

Frustration  How insecure, discouraged, irritated, stressed, and annoyed were you?

Very Low  Very High
5. Circle Reach

Mental Demand  
How mentally demanding was the task?

Very Low  
Very High

Physical Demand  
How physically demanding was the task?

Very Low  
Very High

Temporal Demand  
How hurried or rushed was the pace of the task?

Very Low  
Very High

Performance  
How successful were you in accomplishing what you were asked to do?

Perfect  
Failure

Effort  
How hard did you have to work to accomplish your level of performance?

Very Low  
Very High

Frustration  
How insecure, discouraged, irritated, stressed, and annoyed were you?

Very Low  
Very High
6. Circle Expand and Reach

**Mental Demand**
How mentally demanding was the task?

![Mental Demand Scale](image)

**Physical Demand**
How physically demanding was the task?

![Physical Demand Scale](image)

**Temporal Demand**
How hurried or rushed was the pace of the task?

![Temporal Demand Scale](image)

**Performance**
How successful were you in accomplishing what you were asked to do?

![Performance Scale](image)

**Effort**
How hard did you have to work to accomplish your level of performance?

![Effort Scale](image)

**Frustration**
How insecure, discouraged, irritated, stressed, and annoyed were you?

![Frustration Scale](image)
1. For each selection technique you used please indicate how much you like the technique (1 strongly dislike and 10 strongly like)

<table>
<thead>
<tr>
<th>Selection Technique</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. QUERTY Timeout</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. QUERTY Reach</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. QUERTY Expand and Reach</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Circle Timeout</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Circle Reach</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Circle Expand and Reach</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please give reasons

______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
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