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Abstract

This thesis discusses nonlinear effects, such as modulation instability and solitons in nano-structured waveguides. The nanoscale optical waveguides have extremely small transverse dimensions, which can provide tight confinement of light. Therefore, by changing the waveguide geometry, the waveguide dispersion can be strongly altered. On the other hand, the confinement also enhances the nonlinear dispersion, allowing for nonlinear optical phenomena supported by dispersion of nonlinearity.

The new models governing evolution of the amplitudes of components of the optical waves interacting in the waveguides are derived for continuous wave and pulse wave using perturbation expansion method. The new modulation instability condition is found, as we take into account the dispersion of nonlinearity which is enhanced through a strong variation of the modal profile with the wavelength of light in sub-wavelength waveguides.

We demonstrate that this dispersion of nonlinearity can lead to the modulation instability in the regime of normal group velocity dispersion through the mechanism independent from higher order dispersions of linear waves for continuous wave. We address that the new mechanism highly associated with dispersion of nonlinearity in sub-wavelength semiconductor waveguide induces the modulation instability in picosecond regime together with the cascaded generation of higher-order sidebands. The impact of the dispersion of nonlinearity on spectral broadening of short pulses in a silicon waveguide also is considered.

We study the temporal evolutions of fundamental and one-ring solitary waves with phase dislocation in dielectric-metal-dielectric waveguides with PT-symmetry and numerically analyze the properties of these nonlinear localized modes and, in particular, reveal different scenarios of their instability.
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Chapter 1

introduction

As an indispensable branch of modern physics, nonlinear optics has been investigated theoretically and experimentally for many years. In particular, the fruitful theoretical studies\cite{1, 2, 3, 4, 5} shed light on that many nonlinear phenomena in optical fiber or waveguide can be captured by a simple cubic nonlinear Schrödinger (NLS) equation and its generalizations, which we will discuss in chapter 2. Based on these firmly established theory, this thesis is intended to provide a basic model governing evolution of intense light with propagation distance and time in sub-wavelength waveguides with high nonlinearity, while it is applied to describing several nonlinear effects, such as modulation instability (MI) and solitons.

In the presence of optical nonlinearity, the interaction between light and nonlinear medium brings about a rich varities of nonlinear phenomena. Generally, nonlinear effects exist due to anharmonic motion of bound electrons under the influence of an intensity field, which means, typically, only electromagnetic field is intense enough to modify the optical properties of a material system\cite{1}. In nonlinear optics, there are many nonlinear processes classified as second or third-order parametric processes, depending on whether the second-order susceptibility or third-order susceptibility is responsible for them. These effects attract lots of interests of researchers, for instance, self-phase modulation (SPM), which results from dipole excitations induced by three photons (Figure 1.1.1 (a) shows this process) and leads to spectral broadening of pulses while maintaining the profile of the pulses, cross-phase modulation (XPM), in which two signals interact with each other without any energy transfer between

\textcopyright
them, third-harmonic generation (THG), which allows a new signal oscillating at $\omega_{THG} = 3\omega$ ( $\omega$ is pump frequency), four wave mixing (FWM), in which three photons interact inside the optical waveguide to generate the fourth photon, second-harmonic generation through second-order susceptibility, in which photons interacting with a nonlinear material are combined to form new photons with twice the energy, and twice the frequency of the initial photons.

Nonlinearity is a universal phenomenon in nature. In particular, nonlinear optics offers a fertile and accessible ground in which concepts from another branch of physics can be realized and investigated experimentally, which explains partly why nonlinear optics has become an active subject recently.

In this work, the main nonlinear effects, which are investigated in details in the following chapters, are FWM (or modulation instability) and soliton.

1.1 General principles of four wave mixing

One of the most important nonlinear effects in optical waveguides is the FWM arising from the interaction of four photons through the third-order nonlinear susceptibility. One can distinguish several of such processes, see Figure 1.1.1(c,d). Specifically, in this work, we are concerned with so-called degenerate FWM, in which two identical pump photons generate signal and idler ones. Only when the phase mismatch between the interacting waves nearly vanishes, does significant FWM occur. Physically, from the classical point of view, the way of understanding these conditions is that since the energy transfer is a coherent process, all optical fields inside the waveguides must maintain a special relationship between the correlation phases to provide constructive interference. Thus basically, FWM requires matching of the frequencies as well as of the wave vectors. From quantum mechanical point of view, the energy conservation in the FWM can be expressed as:

$$\hbar \omega_{p1} + \hbar \omega_{p2} = \hbar \omega_s + \hbar \omega_i,$$

where $\omega_{p1}, \omega_{p2}$ are the frequencies of the pumps, $\omega_s$ and $\omega_i$ are frequencies of signal and idler waves, respectively, and $\hbar$ is reduced Planck Constant. During this process, two photons at frequencies $\omega_{p1}, \omega_{p2}$ are annihilated with simul-
taneous creation of two photons at frequencies $\omega_s, \omega_i$. Figure 1.1 shows these processes for several cases. Fortunately, the energy conservation is automatically satisfied, which indicates that matching of the frequencies can always be obtained. At the same time, the phase matching can be expressed as the momentum conservation:

$$\hbar \kappa_{p1} + \hbar \kappa_{p2} = \hbar \kappa_s + \hbar \kappa_i,$$

(1.1.2)

where $\kappa_{p1}, \kappa_{p2}, \kappa_s, \kappa_i$ are propagation constants corresponding to two pumps, signal and idler waves. By using the expression:

$$\kappa = \frac{n_{\text{eff}}(\omega)\omega}{c},$$

where $n_{\text{eff}}$ is the effective index of refraction (see below for details) in optical waveguides. Substituting it into (1.1.2) we obtain:

$$n_{\text{eff}}(\omega_{p1})\omega_{p1} + n_{\text{eff}}(\omega_{p2})\omega_{p2} - n_{\text{eff}}(\omega_s)\omega_s + n_{\text{eff}}(\omega_i)\omega_i = 0. \quad (1.1.3)$$

From (1.1.3) it is obvious that the momentum in FWM is not always conserved unless a specific choice of frequencies and the refractive indices has been chosen carefully.

In order to explain how FWM occurs in a concise way, we define that total propagation constant consists of two parts: one is from material dispersion and geometrical dispersion, another one is from nonlinear effects in optical waveguides. Material dispersion refers to the dependence of materials refractive index on the frequency of the light. Geometrical dispersion strongly depends on the shape of waveguide, especially for semiconductor waveguide with high-index contrast. As for nonlinear part, the self-phase modulation (SPM) and cross-phase modulation (XPM) contributions have to be included. Figure 1.1(a,b) shows two processes. For these two parts, we will investigate how they affect the achievement of FWM in chapter 2. Here, for instance, for degenerate FWM, if we choose the reference frequency to be the pump frequency, the net phase mismatch is given by:

$$\delta \kappa = 2\kappa_p - \kappa_s - \kappa_i,$$

(1.1.4)
Figure 1.1.1: Schematic diagrams of possible energy level. Self-phase modulation (SPM), cross-phase modulation (XPM), degenerate and non-degenerate four-wave mixing (FWM).
here,

$$\kappa_p = \gamma p, \quad (1.1.5)$$

$$\kappa_s = \beta(\omega_s) - \beta(\omega_p) + 2\gamma p, \quad (1.1.6)$$

$$\kappa_i = \beta(\omega_i) - \beta(\omega_p) + 2\gamma p, \quad (1.1.7)$$

where $\kappa_p, \kappa_s, \kappa_i$ are total propagation constants corresponding to the pump, signal and idler waves, $\gamma$ is nonlinear parameter measured in $1/W \cdot m$, and $p$ is the initial power. Substituting (1.1.5) (1.1.6) (1.1.7) into (1.1.4) we obtain:

$$\delta \kappa = \delta \beta - 2\gamma p, \quad (1.1.8)$$

where $\delta \beta$ is linear phase mismatch which is from the linear dispersion, and the second term of (1.1.8) is from SPM and XPM. From (1.1.8) in order to achieve phase matching, the linear phase mismatch $\delta \beta$ must be positive. The above qualitative consideration is often found in textbooks[1]. However, it ignores the impact of dispersion of nonlinearity on FWM, which is one of the main topics of this thesis.

It is worth mentioning that modulation instability (MI), which is discussed in this thesis, actually is the description of FWM. By perturbing a steady state of continuous wave (CW) light inside an optical fibre, it was found that, in the time domain, such a small perturbation can cause the CW light break up into a short pulse train. The physics behind this is that the perturbation with a frequency $\Omega$ grows exponentially with the propagation distance if the pump frequency $\omega_0$ is in the anomalous dispersion regime[1]. On the other hand, in the frequency domain, two sidebands at $\omega_0 \pm \Omega$, which are symmetrically located in both sides, are generated. This is exactly what the FWM describes.

### 1.2 Solitons

Solitons have been found in many branches of physics, such as Bose–Einstein condensate[6], fluid dynamics[7 8] and plasma physics[8 9]. In nonlinear optics, soliton is a very important nonlinear effect, which results from the balance
between linear dispersion or diffraction and nonlinearity.

A soliton is a wavepacket localised either spatially or temporally. In 1844, James Scott Russell observed that a heap of water in a canal can continuously propagate over several Kilometers without any distortion\cite{10}. Such wave later was termed solitary wave. In the optics literature, it is common to refer to solitary waves as solitons. An appropriate mathematical model was introduced and the inverse scattering method was used to find soliton solution for Korteweg-deVries (KdV) equation in the 1960s\cite{11}. Since then, inverse scattering method has been employed to solve many kinds of nonlinear equations, including NLS\cite{1}. It should be mentioned that most of properties of optical solitons can be understood within the frame of NLS\cite{1}.

1.2.1 Optical temporal solitons

In optics, the pulses propagating inside the fiber can maintain their shape intact because the nonlinear effect (nonlinear change of refractive index depending on the light intensity-known as optical Kerr effect) is able to compensate the dispersion exactly, see Figure 1.2.1. Temporal optical solitons were first predicted by Akira Hasegawa in 1973 \cite{12}, and first observed experimentally by Linn Mollenauer and Roger Stolen in 1980 in conventional fibre \cite{13}. Since then, solitons have become an active subject and have been studied extensively. The applications have been found in fiber-optic communications\cite{14, 15, 16}. Transmitting solitons over thousands of km has been realized\cite{17}.

More recently, with the dramatic development of photonic crystal fibre (PCF)\cite{18, 19}, solitons\cite{20} have been found in PCF with an intricate transverse structure of glass and air-gaps which run through their entire length. One of the advantages of PCF is that dispersion tailoring can be achieved by changing the geometry of this structure, and thus the group velocity dispersion (GVD) can be greatly altered, allowing for changing normal bulk GVD into anomalous GVD in PCF.

Also, solitons have been discovered in Silicon on insulator (SOI) waveguides with strong ultrafast nonlinearity\cite{21, 22, 23, 24, 25}, and the capability for dispersion engineering\cite{26, 27, 28}.
Figure 1.2.1: For Gaussian pulse in time domain, in the left, the front and trailing of the pulse contain equal amount of the frequencies, which are negatively and positively detuned from center frequency $\omega_0$. On the top right, the initially existing frequencies are redistributed across the pulse in time domain due to GVD (no new frequencies are generated during this process). In anomalous GVD range, high frequencies are fast. On the bottom right, self-phase modulation (SPM) in Kerr medium leads to spectral broadening of pulse (new frequencies are generated), while maintaining the pulse profile unaffected. Exact balance between GVD and SPM leads to soliton.
1.2.2 Optical spatial solitons

Spatial solitons can be formed if the confinement of light occurs in space during the light propagation through balancing between nonlinear effect and diffraction, as Figure 1.2.2 shown. As discussed above, the electromagnetic field can change the refractive index of the medium while propagating, thus creating an optical lens with higher refractive index in the beam’s center. This induced lens is able to focus the beam (a phenomenon called self-focusing, see Figure 1.2.2), which could cancel out the natural diffraction, and therefore leads to a spatial soliton.

The earliest example of a spatial soliton dates back to 1964. Self-focussing of CW beams has been discovered in a bulk nonlinear medium\cite{30}, although it is not stable. Until 1980s, one dimensional spatial soliton has been observed using nonlinear media\cite{31}. In 2001, it was found in a semiconductor waveguide\cite{32}. Also, discrete spatial solitons were first introduced by Christodoulides in 1988 theoretically and were observed experimentally in 1998 using arrays of single-mode nonlinear AlGaAs waveguides\cite{33, 34, 35}. Another kind of spatial soliton called dark soliton has been found and studied extensively in self-defocusing medium\cite{36, 23}.

As one of family of spatial solitons, vortex soliton causes much attention because of its unique properties. Vortex soliton is also called topological soliton associated with the self-trapping of a phase singularity embedded in a optical beam. The vortex with a hole in the center is characterized by a number called the topological charge $m$, according to how many twists the light does, and carries orbital angular momentum, which can be applied to trapping particles\cite{38, 39, 40, 41, 42}. Specifically, in self-focusing material, self-trapped optical beams with a ring shape was discovered in 1985\cite{43}. They have a spiral phase structure with a singularity in the center and these ring-like vortex beams are also called vortex solitons. Such solitons carrying a topological charge are considered in chapter 5.

1.3 Introduction of nanostructure waveguides

Because of appropriate optical properties of silicon and the mature complementary metal-oxide-semiconductor (CMOS) fabrication processing technol-
Figure 1.2.2: Schematic illustration of the spatial beam profiles (solid line) and phase fronts (dashed line) for (A) beam self-focusing, (B) normal beam diffraction, and (C) soliton propagation. A soliton forms when self-focusing exactly balances beam divergence [29].
ogy compatible with silicon, silicon photonics attracts considerable attention. Because of the potential application of silicon waveguides in all-optical switches, optical amplifiers, and so on, silicon waveguides become a very favorable platform to implement many kinds of functionalities by using its high Kerr nonlinearity and capability of dispersion tailoring.

For AlGaAs, nonlinear coefficient $\gamma$ is 500 times larger than that of silica, and 3 times larger than that of silicon at telecommunication wavelengths. Its negligible two-photon absorption (TPA) for wavelength $\lambda > 1.55\mu m$ makes it more attractive despite its relatively high material cost. The tight confinement of the optical waves in such AlGaAs nanowires can cause a strong variation of dispersion by altering the geometry of waveguides.

1.3.1 Semiconductor waveguide

In this section, we introduce several geometries of silicon waveguides. The typical SOI devices and the guided modes considered in this thesis are given in Figure 1.3.1, 1.3.2.

SOI devices consist of nanoscale silicon waveguides deposited on top of an insulator silica base. It gradually becomes an attractive platform for integrated photonics due to CMOS-process compatibility as mentioned before. Also, the linear and nonlinear optical properties of silicon waveguide make it an ideal medium for nanoscale integrated photonic devices. First, large refractive index ($n = 3.5$), in conjunction with a low-index cladding ($n_{\text{cladding}} = 1.45$ for silica), leads to very tight light confinement, which makes it possible to scale silicon photonic devices down to ultrasmall cross sections. This reduction of cross section leads to the capability for dispersion engineering and a high optical field density. Silicon also has an extremely large intrinsic third-order nonlinear optical susceptibility. Together these factors result in a low optical power requirement, and short distance required to achieve nonlinear functionality.

Considerable efforts have been dedicated to SOI devices in recent years. For instance, self-phase modulation, cross-phase modulation, stimulated Raman scattering, and FWM have been explored. In this work, we will mainly investigate FWM in silicon nanowire waveguides.
Figure 1.3.1: Cross-sectional structure of a Si wire waveguide (Scanning electron micrograph (SEM) of a cross-sectional view of a typical silicon wire waveguide) and the TE guided mode corresponding to this structure (simulation using comsol).[51]

Figure 1.3.2: SEM of a silicon slot waveguide in which high nonlinear material is filled. The guided slot mode is shown on the right for the slot waveguides.[51]
Figure 1.3.3: SEM of a two-dimensional photonic crystal waveguide on the left and illustration of the slow light intensity enhancement.

Due to large loss induced by two photon absorption (TPA) and free carriers in silicon waveguide, realizing the optical amplifier functionalities based on silicon waveguide experimentally isn’t an easy task. In order to reduce the loss and continue to enhance field intensity inside the waveguide, people began to investigate different waveguide geometry. Figure 1.3.2 shows plot of a slot waveguide. Theoretical analysis and experimental demonstration of the first slot waveguide implemented in the $Si/SiO_2$ material system at wavelength $\lambda = 1.55\mu m$ were reported by Cornell researchers in 2004. The principle of operation of a slot-waveguide is based on the discontinuity of the normal component of the electric field at high-refractive-index-contrast interfaces. Maxwell’s equations manifest that, to satisfy the continuity of the normal component of the electric displacement $D$ at an interface, the corresponding electric field must undergo a discontinuity with higher amplitude in the low-refractive-index side. In practice, the slot is uniformly filled with nonlinear material, which has large band gap and can reduce TPA. In our work, we will study FWM in slot waveguide in chapter 3.

Recently, photonic crystal (PhC) waveguides have been used for enhancing third harmonic generation and FWM. In this kind of structure, group velocity of pulse has been reduced, which means the slowdown of the field can promote stronger light-matter interaction because the pulse is compressed.
and its energy density is increased per unit length. Figure 1.3.3 shows an example of a slow light PhC waveguide on a suspended membrane fabricated from a SOI wafer. On the both sides, it is connected to two tapered ridge nanowires. Here, the PhC waveguide is actually two-dimensional photonic crystal with a line defect, in which light can propagate with a frequency within the band gap of crystal.

1.3.2 Dielectric-metal waveguide

Here, we briefly introduce the dielectric-metal-dielectric waveguide, see Figure 1.3.4. On the nanoscale, there is a unique way to manipulate light through the combination of light and electrons using metallic waveguide. The incident light couples with the surface plasmons, which are coherent electron oscillation, to create self-sustaining, propagating along the interface electromagnetic waves known as surface plasmon polaritons (SPPs). They are localized in the direction perpendicular to the interface. Normally, light can only be focused down to microscale regions due to the diffraction limit. These unique interface waves (surface plasmon) have a much smaller wavelength at the same frequency compared to free-space wavelength (incident light wavelength). Therefore, application of SPPs enables subwavelength optics in microscopy and lithography beyond the diffraction limit. On the other hand, coupling light efficiently into nanometer scale volumes leads to field enhancements, which can be used to boost nonlinear phenomena. A combination of graphene or silicon with noble-metal nanostructures indicates a variety of promising applications by making use of the properties of SPPs. In chapter 5, we will study the light evolution with time instead of propagation distance in dielectric-metal-dielectric waveguides with the same amount of gain in the upper layer and loss in the lower layer (see Figure 1.3.4).

1.4 Scope of the thesis

This thesis aims to study MI, the cascaded generation of higher-order sidebands and the spectral broadening of short pulses supported by new mechanism arising from dispersion of nonlinearity in nano-structured semi-conductor
waveguides based on new models fully taking nonlinear dispersion into account which are derived in chapter 2 for continuous wave (CW) and pulse wave, and the dynamics of fundamental solitons and beams with a topological charge in dielectric-metal-dielectric waveguides with PT symmetry.

Tight confinement of light in sub-wavelength waveguide enhances the Kerr nonlinearity and, especially, leads to strong waveguide dispersion. At the same time, a strong variation of the modal profile with the wavelength of light causes the strong geometric dispersion of nonlinearity. In chapter 2, by considering the nonlinear dispersion, the new models governing evolution of the amplitudes of components of the optical waves interacting in the waveguides are derived for CW and pulse wave using perturbation expansion method.

In chapter 3, by using our model derived in chapter 2, the new modulation instability condition is found, as we take into account the dispersion of nonlinearity which is enhanced through a strong variation of the modal profile with the wavelength of light in sub-wavelength waveguides. We demonstrate that this dispersion of nonlinearity can lead to the MI in the range of normal group velocity dispersion through the mechanism independent from higher order dispersions of linear waves for CW. A simple generalization of the NLS equation accounting for the MI resulting from the dispersion of nonlinearity is presented.

Furthermore, under the assumption of factorization of the four-frequency dependence of nonlinear coefficient, the model derived in chapter 2 can be
reduced to the generalized nonlinear Schrödinger-type equation. Based on this model, in chapter 4, we address that the dispersion of nonlinearity in sub-wavelength semiconductor waveguide induces the MI in picosecond regime together with the cascaded generation of higher-order sidebands. The impact of the dispersion of nonlinearity on spectral broadening of short pulses in a silicon waveguide also is considered.

In chapter 5, we study the temporal evolutions of fundamental and one-ring solitary waves with phase dislocation in dielectric-metal-dielectric waveguides with PT-symmetry and numerically analyze the properties of these nonlinear localized modes and, in particular, reveal different scenarios of their instability.

In chapter 6, the research work described in this thesis is summarized and directions for future work are discussed.
Chapter 2

Theoretical model

The propagation of light can be described directly by Maxwell’s equations in the presence of linear and nonlinear polarization in optical waveguide and the equations can be integrated. However, very large computational resources are needed for this.

On the other hand, to avoid the heavy numerical calculations, it is possible to substantially reduce the complexity of Maxwell’s equations by using the envelopes of the electromagnetic fields, which are still capable of describing the dynamics of pulse accurately. Consequently, the Nonlinear Schrödinger equation (NLS), which is obtained by making several assumptions, has been applied to many branches of nonlinear optics. A specific extended version of the NLS equation (or the generalized NLSE), including the Raman effect term, self-steepening term and the higher order dispersion terms, has been introduced to characterize pulse evolution inside the fiber.

It should be emphasized that the slowly-varying envelope approximation (SVEA) is valid only if the envelope profile contains many oscillations. SVEA also allows for reducing the second-order equation into a first-order equation, which makes numerical simulations drastically reduced as the fast oscillation of the carrier wave has been removed.

Another assumption is that the z-component of the electric field is very small with respect to its transverse components. This assumption is justified for conventional fibers with a low index contrast between the core and the cladding. However, for the sub-wavelength waveguides with high index contrast, longitudinal component of the electric field is non-negligible. Thus, a
complete vector theory need to be considered\cite{90,80,87}.

In this chapter, based on the well-known NLS equation, a standard theory of modulation instability in optical waveguide is reviewed. For sub-wavelength waveguides, based on SVEA, the generalized NLS equations are derived by taking into account vector nature of the pulses interacting inside the waveguide.

2.1 Engineering dispersion

This thesis aims to present the third-order nonlinear optical properties of sub-wavelength silicon waveguides. As we know, most of third-order nonlinear effects stem from third-order susceptibility induced by strong external fields. In this subsection, we first discuss the origin of these nonlinear effects, together with the origin of material dispersion resulting from linear susceptibility in optical waveguides.

2.1.1 Third-order susceptibility

The optical response can often be described by expressing the polarization $P$ as a power series when electric field $E$ is far from medium resonance\cite{3}. Therefore, as we know, to describe linear and nonlinear optical phenomena, the most common procedure is based on expanding the polarization $P$ in terms of the applied electric field strength $E$:

$$P = \varepsilon_0(\chi^{(1)} \cdot E + \chi^{(2)} : EE + \chi^{(3)} : EEE + \cdots),$$

(2.1.1)

where $\varepsilon_0$ is the vacuum permittivity and $\chi^{(i)}$ are the $i$th-order optical susceptibilities and these terms are tensors of rank $(i+1)$. In practice, the polarization can be categorized into linear and nonlinear parts: $P = P_L + P_{NL}$. The linear polarization will be discussed in next section.

Because of symmetry of silicon lattice, the lowest-order nonlinear effects arise from the third-order susceptibility. In this work, the second-order susceptibility is neglected for silicon and AlGaAs. Therefore, the nonlinear part can be written as:

$$P_{NL}^{(3)} = \varepsilon_0 \chi^{(3)} : EEE,$$

where $\chi^{(3)}$ is third-order susceptibility. The real part of the third-order susceptibility is directly related to the nonlinear refractive index $n_2$. Accordingly, the imaginary part governs the TPA
coefficient $\beta_T$. One can have the expressions\cite{88}:

\[ n_2 = \frac{3}{4cn_0^2\varepsilon_0} Re(\chi^{(3)}) \] (2.1.2)

\[ \beta_T = \frac{-3\omega}{2e^2n_0^2\varepsilon_0} Im(\chi^{(3)}). \] (2.1.3)

In the process of two-photon absorption, an electron makes a transition from the valence band to the conduction band by the simultaneous absorption of two photons, which produces an electron-hole pair. For instance, for silicon, an electron transits from the valence band to the conduction band when energy of photons exceeds the half band gap $E_g/2$, corresponding to a wavelength of 1.1\mu m\cite{88}. In addition, the TPA process also generates a considerable number of free electrons and holes depending on the peak power and duration of a pulse. These excessive carriers not only absorb light but also affect the wave propagation by changing the refractive index\cite{88}. Thus, TPA and free carrier limit the FWM efficiency and operating power. To fully understand free charge carrier effects, we introduce equation:

\[ \frac{\partial N}{\partial t} = \xi_e\beta_T|A(z,t)|^4 - \frac{N}{\tau_0} \] (2.1.4)

where $N$ is the density of electron-hole pairs, $\beta_T$ is the coefficient of two-photon absorption, $\xi_e$ is polarization factor, and $\tau_0$ is the carrier lifetime. $\tau_0$ depends on the waveguide design and duration of a pulse. It can be reduced to be smaller than 1\mu s by changing the waveguide dimension to improve the carrier recombination or simply by using an external electric field to sweep out the carriers. In a word, existence of TPA and free carrier in silicon waveguide can severely degrade the performance of ultrafast all-optical devices based on the optical Kerr effect.

### 2.1.2 Linear susceptibility and material dispersion

In the case of linear optics, the polarization varies linearly with the electric field strength, which can be expressed simply: $P_L = \varepsilon_0\chi^{(1)} \cdot E$, where $\chi^{(1)}$ is the linear susceptibility. Its effects are included through the refractive index.
In other words, the real part of $\chi^{(1)}$ is related to the dispersive effects, whereas the imaginary part of $\chi^{(1)}$ accounts for loss or gain. In practice, for bulk silicon, we have a very useful Sellmeier equation\[89, 90\], which has form:

$$n_{si}^2(\lambda) = \varepsilon + \frac{A}{\lambda^2} + \frac{B\lambda_g^2}{\lambda^2 - \lambda_g^2}$$

(2.1.5)

with $\varepsilon = 11.686$, $A = 0.9398\mu m^2$, $B = 0.00081046\mu m$, $\lambda_g = 1.1071\mu m$. For bulk silica[1], Sellmeier equation is given by:

$$n_{silica}^2(\lambda) = 1 + \sum_{j=1}^{m} \frac{B_j\omega_j^2}{\omega_j^2 - \omega^2}$$

where $\omega_j$ is the frequency and $B_j$ is the strength of $j$th resonance. When $m = 3$, the values of these parameters are found to be $B_1 = 0.6961663, B_2 = 0.4079426, B_3 = 0.8974794$, $\lambda_1 = 0.0684043\mu m, \lambda_2 = 0.1162414\mu m, \lambda_3 = 9.896161\mu m$. Note that the material frequency dependence of bulk silicon and silica is included in equation 2.1.5. It should be mentioned that the material dispersion in standard fibers dominates the linear dispersion properties. On the contrary, in silicon waveguides, the waveguide dispersion is dominant, which means that one is able to change the total dispersion strongly by altering the geometry in the wavelength range that we are concerned.

For bulk $Al_xGa_{1-x}As$, we have a similar equation describing the refractive index $n(\omega)$. The real part of the dielectric constant $\varepsilon_1$ can be expressed as\[91]\:

$$\varepsilon_1(\omega) = A_0\{f(\chi) + \frac{1}{2}[E_0/(E_0 + \Delta_0)]^{3/2}f(\chi_{so})\} + B_0,$$

(2.1.6)

where $f(\chi) = \chi^{-2}[2 - (1 + \chi)^{1/2} - (1 - \chi)^{1/2}], \chi = \hbar\omega/E_0, \chi_{so} = \hbar\omega/(E_0 + \Delta_0)$. $A_0$ and $B_0$ are constants and can be obtained by fitting 2.1.6 with the experimental data. The constants $A_0$ and $B_0$ as function of composition $x$ are found to be written as: $A_0(x) = 6.3 + 19x, B_0(x) = 9.4 - 10.2x$. $\hbar\omega$ is the photon energy. Also, the numerical values of $E_0$ and $E_0 + \Delta_0$ can be found through:

$$E_0 = 1.425 + 1.155x + 0.37x^2$$
\[
E_0 + \Delta_0 = 1.765 + 1.115x + 0.37x^2
\]

Based on these equations, one can calculate the frequency dependence of \( \epsilon_x \) for different values of composition \( x \). In Chapter 3, particularly, we choose \( x = 0.25 \) to compute material dispersion for AlGaAs waveguide.

In Chapter 3, we also use chalcogenide glass \( As_2S_3 \) in slot waveguide. The refractive index \( n(\lambda) \) gives [92]:

\[
\begin{align*}
n(\lambda) &= \sqrt{\frac{1.8983678\lambda^2}{\lambda_1} + \frac{1.9222979\lambda^2}{\lambda_2} + \frac{0.8765134\lambda^2}{\lambda_3} + \frac{0.1188704\lambda^2}{\lambda_4} + \frac{0.9569903\lambda^2}{\lambda_5} + 1} \\
&= 1 + \frac{1}{\lambda_1} - \frac{1}{\lambda_2} - \frac{1}{\lambda_3} - \frac{1}{\lambda_4} - \frac{1}{\lambda_5}
\end{align*}
\]

(2.1.7)

where \( \lambda_1 = \lambda^2 - 0.0225 \times 10^{-12}, \lambda_2 = \lambda^2 - 0.0625 \times 10^{-12}, \lambda_3 = \lambda^2 - 0.1225 \times 10^{-12}, \lambda_4 = \lambda^2 - 0.2025 \times 10^{-12}, \lambda_5 = \lambda^2 - 750 \times 10^{-12}. \)

### 2.1.3 Geometric dispersion

In this section, we review the characteristics of group-velocity dispersion (GVD) inside SOI waveguides due to its impact on the phase matching in FWM process.

As we know, in small core optical fibers, the waveguide geometry contributes to dispersion. Utilizing this feature in silica fibers, one can tailor their dispersion by changing the size of the fiber core [94, 95], or by using a photonic-crystal cladding [93]. In SOI waveguides, because of the extremely small cross sections and high index contrast which cause strong optical confinement, waveguide dispersion dominates the dispersive properties of silicon waveguides [28, 94]. It should be pointed out that, in our calculations, the material dispersion is included by using the equations 2.1.5, 2.1.6, 2.1.7.

One of the main goals of tailoring dispersion is that we need to reduce the broadening of pulse propagating inside the waveguide by careful designing the waveguide to minimize GVD for a given wavelength. Figure 2.1.1 shows that there are two zero-GVD wavelengths for small waveguide dimension. From this figure, one can find that dispersion can be engineered simply by changing
Figure 2.1.1: Dispersion curves as function of wavelength for several silicon waveguides with different cross-section. Positive values correspond to anomalous GVD and negative values correspond to normal GVD. We use commercial software comsol to compute propagation constant corresponding to guided quasi-TE modes.

the waveguide dimensions or the width of the silicon waveguide core. The zero-GVD point shifts towards the large wavelength with the increase of width of waveguides. On the other hand, the maximal value of GVD becomes smaller. It is worth mentioning that large GVD can minimize the overall bandwidth of FWM. Therefore, working near the zero-GVD wavelength is very essential for gaining broader bandwidth.

We should note that the higher-order dispersion is important in FWM processes. Especially, operating near the Z-GVD point makes higher-order dispersion critical. By varying the core-cladding index difference, higher-order dispersion can be engineered simultaneously[96].

Finally, for different modes existing in waveguides, one should use different method to acquire the ideal curve of dispersion. In principle, the boundaries decide an optical mode. On the boundaries, the electric field is discontinuous. Therefore, the quasi-TE mode is more sensitive to the two sidewalls and the waveguide width. On the contrary, the quasi-TM mode is affected mainly by the top and bottom interfaces and the waveguide height[88].
Figure 2.1.2: Slot waveguide with silicon layers surrounding a highly nonlinear chalcogenide slot layer.

Figure 2.1.3: Dispersion curves in 10-cm-long chalcogenide slot waveguides with different slot heights. The geometry is same as Figure 2.1.2.
In the preceding section, we discussed how to engineer the dispersion for single silicon waveguide. It should be mentioned that one can tailor dispersion for slot waveguide by a careful control of the geometrical waveguide parameters including the cross sectional area, the slot fill factor, and the slot asymmetry degree [97, 98, 99]. For instance, in a vertical slot waveguide (see Figure 2.1.2), one can obtain different dispersion curves by changing the slot waveguide height for quasi-TM mode (The confined TM mode is shown in chapter 3). The Figure 2.1.3 shows these results clearly.

As we mentioned before, the efficient FWM requires minimal phase-mismatch of the four interacting waves. From equation 1.1.8 and the equations 2.2.9, 2.2.11 we will derive below, one can see that the phase matching can be satisfied by locating the pump in the anomalous dispersion regime because the nonlinear part of the phase mismatch is always positive. By changing the geometry of waveguide, one is always able to obtain the anomalous dispersion in the wavelength range that we are interested.

### 2.2 Basic theory of modulation instability in optical waveguides

In many nonlinear systems [7, 100, 101, 102, 103], especially, in optical nonlinear systems, the combination of dispersive and nonlinear effects can lead to modulation of the steady state when a pulse or CW beam propagates inside optical waveguides, which is referred to as the modulation instability or FWM. E.g., when only one strong pump wave is incident on a waveguide, and the phase-matching condition is satisfied, the spectral sidebands can be generated from noise and the input wave is broken into a train of ultrashort pulses. If sidebands are seeded by a weak input signal, the signal is amplified and, the idler wave is generated simultaneously. In latter case, usually, we call this nonlinear process as degenerate FWM. In this section, the previously known theory about FWM will be reviewed in details.

Generally, when an electromagnetic wave interacts with bound electrons of a dielectric, the medium response depends on the optical frequency. This property is referred to as material dispersion. On the other hand, for the sub-wavelength waveguide, due to the effects at the material boundaries, a
waveguide introduces dispersion of its own. Waveguide dispersion plays an important role in propagation of short optical pulses because different spectral components within the pulse travel at different speed. Therefore, to realize matching of wave vector in FWM, controlling characteristic of dispersion of optical waveguide becomes important (see above for more details). We first introduce the propagation constant $\beta$, which is associated with frequency and accounts for effect of dispersion. However, it is not easy to obtain the exact functional form of $\beta$. By expanding $\beta$ in a series around the carrier frequency, we found:

$$\beta(\omega) = n_{\text{eff}} \frac{\omega}{c} = \beta_0 + (\omega - \omega_0)\beta_1 + \frac{1}{2}(\omega - \omega_0)^2\beta_2 + \frac{1}{6}(\omega - \omega_0)^3\beta_3 + \cdots, \quad (2.2.1)$$

and $\beta_n$ are the dispersion coefficients. $n_{\text{eff}}$ is effective index, which includes effects of the material dispersion and geometrical dispersion. $\beta_1 = 1/v_g$ is group velocity, and $\beta_2$ represents dispersion of the group velocity (GVD). Note that we can alter the zero GVD point by changing the width and height of waveguide (see below for more details). Dispersion parameter $D$ is related to $\beta_2$ by the relation:

$$D = \frac{d\beta_1}{d\lambda} = -\frac{2\pi c}{\lambda^2} \beta_2.$$

When $D < 0$, the optical waveguide is said to exhibit normal dispersion. By contrast, the positive value of $D$ gives anomalous GVD. The coefficient and above constitute of what is known as high order dispersion (HOD).

We start with the Nonlinear Schrödinger equation, which can be derived from Maxwell equations. If losses are ignored, and width of optical pulses is larger than 1ps, NLS equation takes the form:

$$i\partial_z E = -(\frac{i}{1!}\beta_1 \partial_t + \frac{i^2}{2!}\beta_2 \partial_t^2 + \frac{i^3}{3!}\beta_3 \partial_t^3 + \cdots)E - \gamma |E|^2 E, \quad (2.2.2)$$

where $E$ represents the complex amplitude of the field envelope. The two terms in the right hand side are the dispersive and nonlinear shifts of $\beta_0$, respectively. $\gamma$ is nonlinear parameter. To study FWM, we look for the overall field in the form:

$$E = A_p(z)e^{i\kappa_p z} + A_s(z)e^{i\kappa_s z - i\Omega t} + A_i(z)e^{i\kappa_i z + i\Omega t}, \quad (2.2.3)$$
where $\omega_{s,i} = \omega_0 \pm \Omega$, and $A_p(z), A_s(z), A_i(z)$ are the amplitudes corresponding to the pump, signal and idler waves, $\kappa_p, \kappa_s, \kappa_i$ represent the propagation constants including linear and nonlinear contributions, and $\Omega$ is the frequency detuning. Here, we define the total phase mismatch as:

$$\delta \kappa = 2\kappa_p - \kappa_s - \kappa_i.$$  \hfill (2.2.4)

Substituting the expression 2.2.3 into equation 2.2.2 we arrive at:

$$i\partial_z A_p - \kappa_p A_p = -\gamma |A_p| A_p,$$  \hfill (2.2.5)

$$i\partial_z A_s - \kappa_s A_s = (\beta_p - \beta_s (\omega_p + \Omega)) A_s - 2\gamma |A_p|^2 A_s - \gamma A_p^2 A_i^* e^{i\delta \kappa z},$$  \hfill (2.2.6)

$$i\partial_z A_i - \kappa_i A_i = (\beta_p - \beta_i (\omega_p + \Omega)) A_i - 2\gamma |A_p|^2 A_i - \gamma A_p^2 A_s^* e^{i\delta \kappa z},$$  \hfill (2.2.7)

where $\beta_p, \beta_s, \beta_i$ are the linear propagation constants. In the equation 2.2.5, 2.2.7 we have assumed that signal and idler wave are weak, so the nonlinear terms in the signal and idler can be neglected. In equation 2.2.5, the term in the right side represents the SPM. From Figure 1.1.1(a), one can see that three identical photons cause dipole transitions to excited states. When these excited states do not correspond to a real level, an electron goes back to the original level and the photon is released instantaneously. It is this instantaneous response that has attracted the interest of the researchers over the years. SPM results in an intensity-dependent refractive index change $n_2$, which is the nonlinear index coefficient inducing the spectral changes of pulse. In equation 2.2.6, the second term in the right hand side represents XPM, in which one field at frequency $\omega_1$ influences another field at frequency $\omega_2$. Note that, In this nonlinear process, there is no energy transfer between two optical fields. As we can see from the equation 2.2.5 2.2.7, the refractive index change caused by XPM is twice as strong as the refractive index change caused by SPM. If we select $\kappa_{p,s,i}$ as:

$$\kappa_p = \gamma |A_p|^2,$$
\[ \kappa_s = \beta_s(\omega_p + \Omega) - \beta_p + 2\gamma|A_p|^2, \]

\[ \kappa_i = \beta_i(\omega_p - \Omega) - \beta_p + 2\gamma|A_p|^2. \]

and assume that the pump amplitude is constant. Then we get the following equations governing the evolution of the signal and idler waves inside a waveguide:

\[ i\partial_z A_s = -\gamma A_p^2 A_s^* e^{i\delta \kappa z}, \]

\[ i\partial_z A_i = -\gamma A_p^2 A_s^* e^{i\delta \kappa z}. \] (2.2.8)

The equation for \( A_s \) is:

\[ i\partial_z^2 A_s = i\gamma|A_p|^2 A_s - \delta \kappa \partial_z A_s. \]

Assuming \( A_s = e^{\lambda z} \), we find: \( \lambda = \frac{i}{2} \delta \kappa \pm \sqrt{\gamma^2 p^2 - \frac{1}{4}(\delta \kappa)^2} \). From this, we define that the growth rate of modulation instability is:

\[ g = \text{Re} \sqrt{\gamma^2 p^2 - \frac{1}{4}(\delta \kappa)^2}, \]

where \( p = |A_p|^2 \) is the pump power. Also, we take \( \delta \beta = 2\beta_p - \beta_s - \beta_i \), which represents the linear phase mismatch. Total phase mismatch can be written as:

\[ \delta \kappa = \delta \beta - 2\gamma p. \] (2.2.9)

Consequently, the gain can also be expressed by:

\[ g = \text{Re} \sqrt{\frac{1}{4}\delta \beta(4\gamma p - \delta \beta)}. \] (2.2.10)

From equation 2.2.10, one can see that the gain exists within \( 0 < \delta \beta < 4\gamma p \).

By using expression 2.2.1, the linear phase mismatching \( \delta \beta \) can be rewritten as:

\[ \delta \beta = -2 \sum_{m=2,4,\cdots}^{\infty} \frac{\beta_m(\omega_p)}{m!} \Omega^m. \] (2.2.11)
In standard theory, δβ must be positive and δβ < 4γp in order to amplify the signal and realize frequency conversion. If β₂ dominates the linear phase mismatch, in this case, gain can exist only when GVD is anomalous. One can find that only the even-order dispersion terms influence the phase-matching condition. When GVD parameter β₂ is very small, higher order dispersion terms have to be taken into account. Therefore, adding the higher-order dispersion terms becomes critical when we operate the pump wavelength near the zero-GVD point. In this case, the higher-order dispersion plays very important role in the phase matching. Apart from the gain interval near the pump, which is due to the GVD, a second narrow gain region is located further from the pump and appears due to higher order dispersion [1, 104]. As an example, we choose the waveguide with cross-section 330nm × 220nm and operate within the anomalous GVD range. By using the equation 2.2.2, the numerical result shows that the two peaks located quite close to the pump are because of GVD. The higher order dispersion can account for the two peaks, which are far from the pump wavelength (see Figure 2.2.1). Even when one operates the wavelength within the normal-GVD regime, the high-order dispersion can induce the modulation instability which occurs in the large frequency offset [1, 104].

It should be noted that, in common FWM theory as presented above, the small differences in nonlinear resonance of four light pulses are neglected, γ has the form of [1]:

\[ \gamma = \frac{n_2 \omega_p}{c A_{eff}} \]  \hspace{1cm} (2.2.12)

where

\[ A_{eff} = \frac{\iint_{-\infty}^{+\infty} |F(x,y)|^2 dx dy}{\iint_{-\infty}^{+\infty} |F(x,y)|^4 dx dy} \]  \hspace{1cm} (2.2.13)

where c is velocity of light in vacuum, and F(x, y) is the transverse distribution of the fiber mode, and n₂ is the nonlinear refractive index. Here it is reasonable to assume n₂ doesn’t depend on frequency. A_{eff} is the effective mode area of an optical waveguide. Generally, the effective area should be a function of the pump, idler, and signal wavelengths due to dependence of modes distribution on frequency. However, from expression 2.2.13, the variation of the effective core area is negligible in conventional single-mode fibers. Therefore, we should note that γ is only decided by pump frequency although there are
Figure 2.2.1: Spectral output of a $220\,nm \times 330\,nm$ silicon waveguide with initial power $1\,W$ and $\lambda_p = 1.47\,\mu m$. Spectral sidebands are due to modulation instability. (Note: this model doesn’t include the TPA and free carrier effects.)

three interacting waves inside the waveguide. For a conventional fiber, in practice, this assumption is reasonable because the mode profile does not change much with frequency. Therefore, the effective core area $A_{\text{eff}}$ doesn’t change too much also. However, for subwavelength optical waveguide with high-index contrast, we should be careful about this assumption because the waveguide modes strongly depend on the wavelength for the given waveguide geometry. $\gamma$ is not simply a function of a single frequency, but it should depend on $\omega_p, \omega_s, \omega_i$, which is explored in details in the following section. More than this, in silicon waveguides, the modes inside the waveguide should include the longitudinal component of the mode fields, which has been ignored in conventional fiber, when one calculates the effective core area. Also, because the tight optical-field confinement achieved in this waveguide results in a strong dependence of the waveguide modes on waveguide geometry, for different waveguide geometry, the value of $\gamma$ should be quite different. Based on these considerations, we will address a new model to calculate the value of $\gamma$ and discuss the impacts of dispersion of nonlinearity on FWM in details.
2.3 Derivation of propagation equation including dispersion of nonlinearity

We noticed that many prior works\cite{72, 75, 28} on optical waveguides have assumed that $\gamma(\omega_{\text{pump}})$ depends only on frequency of the pump field. Therefore, only the frequency dependence of the modal distribution of pump wavelength has been considered. Furthermore, the longitudinal component of the pump field hasn’t been included when one calculates the nonlinear parameter $\gamma$. It is safe to make these assumptions, specifically, in the weakly guiding geometries. However, distributions of modes propagating inside the waveguides with high index contrast are strongly dependent on the frequency, which cannot be simply neglected.

In order to completely understand the nonlinear optical properties of subwavelength waveguide, in particular, when conditions of phase matching are satisfied, a new model, which accounts for dispersion of nonlinearity inside the subwavelength semiconductor waveguides, is needed.

Below, a new model, which more accurately describes the dynamics of optical pulses propagating in optical waveguides is derived. First of all, we obtain the new expression of nonlinear coefficient $\gamma$, which depends on all interacting waves and all of components of the optical wave interacting in waveguide such as pump, idler and signal waves. Note that, according to our new equations, the contribution of the longitudinal component of the modes is included by considering the vectorial solutions of Maxwell’s equations.

The propagation of electromagnetic fields in fibers is described by Maxwell’s equations:

$$\nabla \times E = -\dfrac{\partial B}{\partial t}$$ \hspace{1cm} (2.3.1)

$$\nabla \times E = J + \dfrac{\partial D}{\partial t}$$ \hspace{1cm} (2.3.2)

$$\nabla \cdot D = \rho_f$$ \hspace{1cm} (2.3.3)

$$\nabla \cdot B = 0$$ \hspace{1cm} (2.3.4)
where $E$ and $H$ are electric and magnetic field vectors, respectively, and $D$ and $B$ are corresponding to the electric displacement and magnetic induction, respectively, $\rho_f$ and $J$ are the external electric charge and current densities, respectively. These Maxwell equations are the fundamental equations of the theory of electrodynamics and determine the electromagnetic field completely. In particular, in waveguides, external charges are absent, which means $J = 0$ and $\rho_f = 0$. In the following section, based on these equations, a set of equations describing the light propagation in optical waveguides with high index contrast are derived.

We start with Maxwell’s equations for electric and magnetic fields:

$$\Xi(\mathbf{r}, t) = \frac{1}{2} \sum_n E_n(\mathbf{r}) e^{-i\omega_n t} + c.c. $$

$$\mathcal{H}(\mathbf{r}, t) = \frac{1}{2} \sum_n H_n(\mathbf{r}) e^{-i\omega_n t} + c.c. $$

Each harmonic field satisfies Maxwell equations:

$$\nabla \times E_n = i\omega_n \mu_0 H_n$$

(2.3.5)

$$\nabla \times H_n = -i\omega_n D_n$$

(2.3.6)

$$D_n = \varepsilon_0 E_n + P_n$$

where $D_n$ is the electric displacement field and $P_n$ is the electric polarization of the medium induced by electric field and has the form:

$$P_n = \varepsilon_0 [\varepsilon_L(\mathbf{r}) - 1] E_n + \delta P_n.$$  

(2.3.7)

The first term in the right hand side is linear polarisation and the second term $\delta P_n$ consists of nonlinear polarization, free carrier, and linear loss, respectively and is given by:

$$\delta P_n = \delta P_n^{(NL)} + \delta P_n^{(FC)} + \delta P_n^{(L)}.$$ 

For convenience, we use Lorentz reciprocity theorem by constructing two sets
of fields: [2] [90] [103]:

\[
\frac{\partial}{\partial z} \int_A F_c \hat{e}_z dA = \int_A \nabla \cdot F_c dA \tag{2.3.8}
\]

\[
F_c = E_1 \times H_2^* + E_2^* \times H_1,
\]

where \( \hat{e}_z \) is the unit vector along the longitudinal axis of the waveguide, and the field \( F_c \) consists of two arbitrary guided fields \( (E_1, H_1) \) and \( (E_2, H_2) \). It is important that \( A \) should be large enough that the modes decay to zero at the boundaries. Now we consider that \((E_n, H_n) = (E_2, H_2)\) are the fields created by the nonlinear polarization and free carriers, and so on, and \((E_1, H_1) = (e_n e^{i\beta_n z}, h_n e^{i\beta_n z})\) is the electromagnetic field in an ideal linear waveguide. Here, \( e_n, h_n \) denote the mode at the corresponding frequency \( \omega_n \). Based on Maxwell equations, through various numerical methods including Finite Element methods, the vectorial modes consisting of three components can be obtained. We neglect the time dependence of the field by assuming quasi-CW condition. For the perturbed fields, we choose the following:

\[
E_n = u_n(z)e_n e^{i\beta_n z}
\]

\[
H_n = u_n(z)h_n e^{i\beta_n z},
\]

where \( u_n(z) \) is the complex mode amplitude, \( \beta_n \) is the propagation constant.

Using Maxwell equations and Lorentz reciprocity theorem, we obtain:

\[
\int_A \frac{d u_n}{dz} \int_A (e_n^* \cdot \delta P_n dA)
\]

where \( I_n = \int_A (e_n \times h_n^* + h_n \times e_n^*) \). Note that, to derive equation 2.3.9 we assumed that the modes of perturbed and unperturbed waveguides are same since the variation of the index of refraction is small. In addition, the following formula has been used:

\[
\nabla \cdot (f \times g) = (\nabla \times f) \cdot g - f \cdot (\nabla \times g)
\]

where \( f \) and \( g \) are both vectors.
Below, we only consider the nonlinear polarization, and temporarily, neglect the other of terms. In this work, especially because the Si-crystal lattice is invariant with respect to the inversion symmetry, the second-order susceptibility disappears, i.e., \( \chi^{(2)} = 0 \). Thus, in silicon, the lowest-order optical nonlinearity is the third-order nonlinear response. We have:

\[
\{ \delta P_{NL} \}_\omega = \varepsilon_0 \{ \chi^{(3)}; \Xi^3 \}_\omega.
\]

Here \( \chi^{(3)} \) is the fourth-rank tensor. Obviously, \( \chi^{(3)}; \Xi^3 \) is a vector. Its \( i \)th component is given by:

\[
\{ \chi^{(3)}; \Xi^3 \}_i = \sum_{p,r,s=1}^{3} \chi^{(3)}_{iprs} \Xi^p \Xi^r \Xi^s.
\]

In general, \( \chi^{(3)} \) has 81 components. Fortunately, because silicon belongs to the crystallographic point group \( m3m \), \( \chi^{(3)} \) only has 21 nonzero elements\[57\], of which only four are independent, namely, \( \chi^{(3)}_{1111} \), \( \chi^{(3)}_{1122} \), \( \chi^{(3)}_{1212} \), and \( \chi^{(3)}_{1221} \)\[3\].

Because of intrinsic permutation symmetry, \( \chi^{(3)}_{1122} = \chi^{(3)}_{1212} \). In addition, the frequency dispersion of the nonlinear susceptibility can be neglected, so the Kleinman symmetry relations\[90\] imply that \( \chi^{(3)}_{1122} = \chi^{(3)}_{1221} \). In this report, only the terms of frequency combinations \( \omega_k - \omega_l + \omega_m = \omega_n \) are considered here. In other words, we assume that third-harmonic frequency and another sum-frequency generation processes are not phase matched. Thus, we drop all of them. By assuming the similar expression for the polarization:

\[
\vec{P} = \frac{1}{2} \sum_n P_n(\vec{r}) e^{-i\omega_nt} + c.c.,
\]

eventually, we obtain:

\[
\delta P_{NL} = \frac{3\varepsilon_0}{4} \sum_{\omega_k - \omega_l + \omega_m = \omega_n} \chi^{(3)}; E_k E_l^* E_m.
\]

Substituting \(2.3.10\) into equation \(2.3.9\) finally, we arrive at the following differential equation:
\[ I_n \frac{du_n}{dz} = \sum_{k,l,m} i \Gamma_{nklm} e^{i(\beta_k + \beta_m - \beta_l - \beta_n)z} u_k u_l^* u_m \]  

(2.3.11)

\[ \Gamma_{nklm} = \omega_n \frac{\Delta}{4I_n} \int_A \langle n \rangle^* \chi_{(3)}^{(3)} : e_k e_l^* e_m dA. \]

It should be noted that the total time-averaged power is given by:

\[ P = \int_A (\hat{\Xi} \times \mathcal{H}) \hat{e}_z dA = \sum_n |u_n|^2 I_n/4. \]

It is convenient to introduce rescaled amplitudes \( a_n = \sqrt{I_n} u_n/2 \), so the total time-averaged power is given by:

\[ P = \sum_n |a_n|^2. \]

By using this transformation, our new equation reads as:

\[ \frac{da_n}{dz} = \sum_{k,l,m} i \gamma_{nklm} e^{i(\beta_k + \beta_m - \beta_l - \beta_n)z} a_k a_l^* a_m, \]  

(2.3.12)

where

\[ \gamma_{nklm} = 4 \sqrt{\frac{I_n}{I_k I_l I_m}} \Gamma_{nklm}. \]

As we discussed before, for silicon, its nonlinear response has only four independent components and can be written as:

\[ \chi_{iprs}^{(3)} = \chi_{1122}^{(3)} \delta_{ip} \delta_{rs} + \chi_{1212}^{(3)} \delta_{ir} \delta_{ps} + \chi_{1221}^{(3)} \delta_{is} \delta_{pr} + \chi_{d}^{(3)} \delta_{iprs}, \]

where \( \delta_{ij} \) denote the Kronecker’s delta and \( \chi_{d}^{(3)} = \chi_{1111}^{(3)} - \chi_{1122}^{(3)} - \chi_{1212}^{(3)} - \chi_{1221}^{(3)} \), which denotes anisotropy of nonlinearity. By using \( \chi_{1122} = \chi_{1221} = \chi_{1212}^{(3)} \), We rewrite \( \chi_{iprs}^{(3)} \) tensor as:

\[ \chi_{iprs}^{(3)} = \chi^{3} \left[ \frac{\rho}{3} (\delta_{ip} \delta_{rs} + \delta_{ir} \delta_{ps} + \delta_{is} \delta_{pr}) + (1 - \rho) \delta_{iprs} \right] \]

where \( \rho = 3 \chi_{1122}^{(3)}/\chi^3 \). We should note that the magnitude of nonlinear anisotropy is associated with the band structure of material. It has been measured through several methods[106, 107, 108]. For silicon, the value of \( \rho \) is close to 1.27 in
the telecom band. In this work, we take $\rho = 1$ for AlGaAs waveguides. Thus, the nonlinear coefficient can be expressed as

$$\gamma_{nklm} = \omega_n \frac{3\varepsilon_0 \chi^3}{\sqrt{I_n I_k I_l I_m}} \times \int_{A} dA \{ \frac{\rho}{3} [(e_n^* \cdot e_m)(e_l^* \cdot e_k) + (e_n^* \cdot e_l)(e_k^* \cdot e_m)] + (1 - \rho) \sum_{i=x,y,z} e_{ni}^* e_{ki} e_{mi} e_{ni} \} \times \hat{A}_{n} \varepsilon_{0} \hat{r}_{n} (1 + i \alpha_T (\hat{r})) \varsigma_{nklm}(\hat{r}) dA, \quad (2.3.13)$$

As mentioned before, although the electronic nonlinear susceptibility shows frequency dispersion in special frequency range, however, if the corresponding photon energies are smaller than the band-gap energy of Si, we can say that this frequency dispersion of nonlinear susceptibility $\chi^3$ is small enough to neglect it. As we know, the real and imaginary parts of $\chi^3$ are related to the Kerr coefficient $n_2$ and the TPA coefficient $\beta_T$ as:

$$\chi^3 = \frac{4n_2 \varepsilon_0 c}{3} (1 + i \frac{c\beta_T}{2\omega n_2}) \quad (2.3.14)$$

Substituting (2.3.14) into (2.3.13) we find:

$$\gamma_{nklm} = \omega_n \frac{4 \varepsilon_0^2 c}{3 \sqrt{I_n I_k I_l I_m}} \times \int_{A} \varepsilon(\hat{r}) n_2(\hat{r})(1 + i\alpha_T(\hat{r})) \varsigma_{nklm}(\hat{r}) dA, \quad (2.3.15)$$

$$\varsigma_{nklm} = \rho(\hat{r}) [(e_n^* \cdot e_m)(e_l^* \cdot e_k) + (e_n^* \cdot e_l)(e_k^* \cdot e_m) + (e_n^* \cdot e_l^*)(e_k \cdot e_m)] + 3(1 - \rho(\hat{r})) \sum_{i=x,y,z} e_{ni}^* e_{ki} e_{mi} e_{ni} \quad (2.3.16)$$

where $\alpha_T = c\beta_T / 2\omega n_2$. All function $\varsigma_{nklm}$ are real and have certain symmetry due to intrinsic permutation symmetry. For instance, $\varsigma_{nklm} = \varsigma_{nlkm} = \varsigma_{iknm} = \varsigma_{knml} = \varsigma_{mlkn} = \varsigma_{mnkl}$. In chapter four, considering this symmetry of $\varsigma_{nklm}$, a significant reduction is made to simplify the computation of $\gamma_{nklm}$.

Based on the above theory, we consider the case of four interacting harmonics, i.e. two pumps and two generated signals. For each harmonic, there exist SPM terms and XPM terms, as well as FWM terms. The resulting coupled
where \(a_1, a_2\) denote the pump amplitudes and \(a_0, a_3\) correspond to signal and idler waves. Note that all of the \(\gamma\)s strongly vary with the wavelength. In chapter 3, to address this, we compute these \(\gamma\)s for different geometries. Because of the big difference between these \(\gamma\)s, the modulation instability happens within normal dispersion region even when \(\delta \beta < 0\).

As discussed in section 2.2 and reference [1], theoretical description of CW and pulse propagation in conventional fibers or waveguides is mainly based on the well-known generalized Nonlinear Schrodinger equation, which only includes self-steepening term (the first-order term of nonlinear dispersion). To explain how the dispersion of nonlinearity could affect modulation instability in subwavelength waveguides, in this section, a new model has been derived for CW. In equation (2.3.12) we neglect the time dependence of the amplitudes
of the field components due to quasi-CW conditions. However, if we need to 
describe modulation instability of optical pulses, then the effect of GVD has to 
be included into our model. We should note that the group velocity of pulses 
participating in the four-wave mixing process can be quite different. Thus, 
efficient FWM needs not only phase matching but also matching of the group 
velocities.

Following the same procedure as demonstrated above and in references[90], 
by using Fourier expansion for the electric field:

\[
Ξ(\vec{r},t) = \frac{1}{\sqrt{2\pi}} \int \frac{1}{2} E(\vec{r},\omega) e^{-i\omega t} d\omega + \text{c.c},
\]

where each harmonic is described in terms of slowly varying amplitude \( A_\omega(z) \) of the corresponding linear mode \( e_\omega(x,y) \):

\[
E(\vec{r},\omega) = I_\omega^{-1/2} A_\omega(z) e_\omega(x,y),
\]

where \( I_\omega = \int \int_{-\infty}^{+\infty} (e_\omega \times h_\omega^* + e_\omega^* \times h_\omega) \hat{e}_z dxdy \), we derive equations for the 
harmonic amplitudes:

\[
i\partial_z A_\omega = -\beta_\omega A_\omega - \frac{\omega}{2\pi} \int \int \Gamma_{\omega\omega_1}\omega_2\omega_3 A_{\omega_1} A_{\omega_2}^* A_{\omega_3} d\omega_1 d\omega_2,
\]

where \( \beta_\omega \) is the propagation constant at the corresponding frequency for the 
linear guided mode, and the nonlinear coefficients are given by:

\[
\Gamma_{nkml} = \frac{\varepsilon_0}{\sqrt{T_n T_k T_l T_m}} \times \int_A \chi_{nkml}\varsigma(\hat{r}) dA,
\]

where \( \varsigma(\hat{r}) \) is defined above. Note that the actual nonlinear coefficients are 
given by: \( \gamma_{nkml} = \omega_n \Gamma_{nkml} \). As discussed before, It is reasonable to assume 
that \( \chi_{nkml} = (3/4)\varepsilon_0\varepsilon n_2 \) as the nonlinear material dispersion is usually weak. 
Therefore, the Kerr coefficient \( n_2 \) and dielectric permittivity \( \varepsilon \) are evaluated 
at a reference frequency \( \omega_0 = 2\pi c/\lambda_0 \). On the contrary, we expect that the 
geometrical dispersion of nonlinearity is strong and could make big impact 
on nonlinear effects, such as modulation instability, soliton, in sub-wavelength
waveguides.

Below, in chapter 3 and chapter 4, the role of dispersion of nonlinearity resulting from geometrical dispersion of nonlinearity is investigated based on our new model 2.3.12 in sub-wavelength semiconductor waveguides for CW and pulse wave.

2.4 Summary

Linear dispersion causing linear chirp can compensate the nonlinear chirp induced by nonlinearity, thus leading to soliton, which is very important nonlinear phenomenon in optical fibers or waveguides. Furthermore, linear phase mismatch resulting from linear dispersion plays a critical role during the process of FWM. Thanks to these, in this chapter, we discussed how to engineer the dispersion in sub-wavelength waveguides with high index together with the origin of linear dispersion and nonlinearity.

We derived the new model governing evolution of the amplitudes of components of the optical waves interacting in the waveguides for CW and pulse wave using perturbation expansion method. The new MI condition is found, as we take into account the dispersion of nonlinearity which is enhanced through a strong variation of the modal profile with the wavelength of light in sub-wavelength waveguides in chapter 3.

In our model, we don’t consider the effects of TPA and free carrier. This is because there are two approaches which could reduce the influence of TPA and free carrier. One is that, by applying external electric field, the free carrier can be removed. In addition, by changing the waveguide geometry (slot waveguide) or material and varying the operating wavelength, we can reduce effect of TPA or completely eliminate it. For instance, TPA can be ignored at wavelength $\lambda > 1.5\mu m$ for AlGaNAs waveguide[15] and at wavelength $\lambda > 2\mu m$ for Silicon waveguide[19].
Chapter 3

Modulation instability induced by nonlinear dispersion for continuous wave

The models describing nonlinear light propagation in sub-wavelength waveguides have been investigated extensively. As one of important nonlinear phenomena, FWM has been first explored in conventional fiber. The main characteristics of FWM can be understood from the equations (2.2.10), (2.2.11). As we mentioned before, formally, the effective core area $A_{eff}$ is a function of the wavelength as the modal profiles can change significantly. However, the variation of the effective core area is negligible in conventional single-mode fibers since the transverse scales involved are relatively large compared to the wavelength. Dispersion of nonlinearity hasn’t gained much attention in many works, in particular, when one studies the FWM in silica fiber.

In the process of FWM, to achieve efficient FWM, Phase matching is very important. From equations 2.2.9 and 2.2.10, in order to cancel the mismatch resulting from nonlinear effects, $\delta \beta$ should be positive, where $\delta \beta$ represents the mismatch caused by material dispersion and waveguide dispersion. Based on these considerations, during the past few years, FWM has been studied extensively.

Recently, due to advances in the fabrication of photonic-crystal fibers (PCFs),
the fibers with the wavelength scale core areas have been produced. Compared with conventional fibers, the dispersion characteristics were strongly modified. As a consequence, the FWM phase matching conditions are quite different from those seen in conventional fibers. For small core PCFs, Strong nonlinear interactions occur at relatively low peak powers and over short propagation distances. The other kind of fiber is tapered fibers (TFs), which are made by heating and stretching conventional fibers. The dispersion characteristics of TFs are very similar to those in small-core PCFs, which means the GVD profiles of PCFs and TFs are similar, because, in a typical index-guiding PCF, most of the light is guided in a tiny core surrounded by a periodic structure of large air-filled holes separated by thin membranes. In a word, the photonic crystal fibers, tapered fibers and even doped fibers have high nonlinearity, as well as offer opportunities for engineering of dispersion. Soon after their successful fabrication and development, these highly nonlinear fibers have been used for efficient FWM. Most of the results in these papers can be understood within the framework of the idealized nonlinear Schrödinger equation, which we have already reviewed in previous section. On the other hand, FWM theory has been developed based on the full wave equation.

Due to favorable optical, electronic, and physical properties of silicon and CMOS fabrication processing technology compatible with silicon, significant research effort has been put into silicon-based nanophotonic devices. During the past few years, from fiber to Silicon-on-insulator (SOI) photonic nanowires, FWM attracted significant attention because of its potential applications in all-optical switches, optical signal regenerators, high-speed optical networks, and optical sources for quantum information technology. Developing an optical amplifier and frequency conversion based on silicon waveguide are important for the success of SOI photonic integrated circuits. Through the process of phase-matched FWM in suitably designed SOI waveguide, optical amplifier can be acquired. Compared with Raman gain bandwidth, more broad conversion bandwidth has been obtained, which allows for the implementation of dense wavelength division multiplexing and demultiplexing in silicon waveguides. In fiber-optic communication, wavelength-division multiplexing (WDM)
is a technology which combines a number of optical carrier signals onto a single optical waveguide by using different wavelengths of laser light. A WDM system uses a multiplexer at the transmitter to join the signals together, and a demultiplexer at the receiver to split them apart. The demultiplexer tends to be wideband devices. It must provide the wavelength selectivity of the receiver in the WDM system. Exploiting FWM, error-free 640 Gbit/s demultiplexing has been demonstrated[123].

As discussed in preceding section, efficiency of FWM is limited by TPA and free carrier. Therefore, it is not easy to realize the net gain in silicon waveguides. However, the recent work[121] shows that the parametric gain can be obtained if the SOI waveguides can be designed properly [121, 67]. In addition, using a single silicon waveguide with 700nm × 425nm cross section and mid-infrared pump, due to reducing the impact of two photon absorption, high gain and broad bandwidth can be achieved[124].

Also, FWM has been observed in SOI waveguides with normal GVD due to higher-order dispersion[63, 66, 68]. However, the bandwidth is very narrow and the conversion efficiencies are lower[63, 66, 68]. By tailoring waveguide dispersion, broad gain bandwidths and efficient wavelength conversion have been achieved via phase-matched FWM[71, 88, 125] by using a CW pump. It is worth mentioning that, in the theoretical part of these papers, $\gamma$ is only decided by the pump frequency although there are three interacting waves inside the waveguide. In another word, so far, for the most of investigations of FWM in silicon waveguide, the dispersion of nonlinearity hasn’t caused much attention because of the reasons presented above. In this work, through the new model [2.3.12] derived in chapter 2, significant difference is made to the modulation instability condition for the sub-wavelength waveguide. Thus the new mechanism supporting FWM is addressed below.

The main results in this chapter can be found in our paper[126].

### 3.1 Parametric gain and dispersion of nonlinearity

We consider only a single pump $a_1$, while, $a_0, a_2$ correspond to signal and idler wave, respectively. Equations [2.3.17] are quite general because they include
the SPM, XPM, and pump depletion due to the FWM. If we assume that the pump field is strong enough to remain undepleted during the process of FWM, and signal and idler are weak, then we get the following coupled equations:

\[
\frac{da_1}{dz} = i\gamma_{1111}|a_1|^2 a_1 \tag{3.1.1}
\]

\[
\frac{da_0}{dz} = 2i\gamma_{0110}|a_1|^2 a_0 + i\gamma_{0121}e^{i(2\beta_1-\beta_2-\beta_0)z}a_1^2 a_2^* \tag{3.1.2}
\]

\[
\frac{da_2}{dz} = 2i\gamma_{2112}|a_1|^2 a_2 + i\gamma_{2101}e^{i(2\beta_1-\beta_0-\beta_2)z}a_1^2 a_0^*. \tag{3.1.3}
\]

By assuming that \( \delta\beta = 2\beta_1 - \beta_2 - \beta_0 \), and initial power \( p = |a(0)|^2 \), through several basic calculations, one can easily obtain two coupled equations for signal and idler fields:

\[
\frac{da_0}{dz} = 2i\gamma_{0110}pa_0 + i\gamma_{0121}e^{i\delta\beta z}e^{2i\gamma_{1111}pz}pa_2^* \tag{3.1.4}
\]

\[
\frac{da_2}{dz} = 2i\gamma_{2112}pa_2 + i\gamma_{2101}e^{i\delta\beta z}e^{2i\gamma_{1111}pz}pa_0^*. \tag{3.1.5}
\]

To solve these equations, we introduce:

\[
a_0 = A_0(z)e^{2i\gamma_{0110}pz} \tag{3.1.6}
\]

\[
a_2 = A_2(z)e^{2i\gamma_{2112}pz}, \tag{3.1.7}
\]

where \( A_{0,2} \sim e^{gz} \). By using equation \( 3.1.4 \) through \( 3.1.7 \) we then obtain the parametric gain depending coefficient in the form:

\[
g = \frac{1}{2}Re\left(\sqrt{(4\Gamma_+p - \delta\beta)(\delta\beta - 4\Gamma_-p)}\right) \tag{3.1.8}
\]

where

\[
\Gamma_+ = \frac{\gamma_{0110} + \gamma_{2112} + \sqrt{\gamma_{0121}\gamma_{2101} - \gamma_{1111}^2}}{2} \tag{3.1.9}
\]

\[
\Gamma_- = \frac{\gamma_{0110} + \gamma_{2112} - \sqrt{\gamma_{0121}\gamma_{2101} - \gamma_{1111}^2}}{2}. \tag{3.1.10}
\]
From equations 3.1.8-3.1.10, after performing simple calculations, the modulation instability condition \( g > 0 \) can be expressed as follows:

\[
4\Gamma_- p < \delta \beta < 4\Gamma_+ p
\]  

(3.1.11)

We write the threshold power in terms of \( \Gamma_\pm \):

\[
p_{\text{critical}1} = \frac{\delta \beta}{4\Gamma_-}
\]

\[
p_{\text{critical}2} = \frac{\delta \beta}{4\Gamma_+}
\]

By taking \( \gamma_{0110} = \gamma_{2112} = \gamma_{0121} = \gamma_{2101} = \gamma \), we find \( \Gamma_+ = \gamma, \Gamma_- = 0 \). Thus, the conventional condition \( \delta \beta > 0 \) is recovered.

Before we discuss how \( \Gamma_- \) makes impact upon modulation instability in details by numerical calculation, we first look through the new conditions 3.1.11. \( \Gamma_- \) is a very essential parameter for gain spectrum since the gain range strongly depends on the \( \Gamma_- \). \( \Gamma_- \neq 0 \) because of the dependence of nonlinear coefficients on frequencies, i.e., \( \omega_p, \omega_s, \omega_i \). However, the value of \( \gamma_{nklm} \) is determined by the complex overlap integrals, which we will calculate below. Importantly, \( \Gamma_- \) can be negative. Therefore, even if \( \delta \beta \) is negative, the growth rate of modulation instability still can happen providing \( p > p_{\text{critical}1} \). From the equation 3.1.11, one can see that, if \( \Gamma_- \) is a small negative number, then \( \delta \beta \) should be very small negative number as well in order to realize the FWM under the low power condition. Consequently, minimizing the value of \( \delta \beta \) becomes very crucial by engineering the dispersion of waveguides in subwavelength waveguide. Notably, when \( \Gamma_- < 0 \), our task is that we need larger absolute value of \( \Gamma_- \), and on the other hand, smaller absolute value of \( \delta \beta \) in order to satisfy the MI condition for practical power.

It is important to emphasize that tight optical-field confinement achieved in sub-wavelength silicon waveguide results in a strong dependence of the waveguide mode profiles and their propagation constant of these structures on both waveguide geometry and the corresponding material parameters. Similar to the linear optical properties of silicon waveguides, we expect that the nonlinear properties of silicon waveguide also show large frequency dispersion, which
means the nonlinear dispersion is too large to ignore it. To achieve these, we need to calculate the waveguide modes and the corresponding propagation constant at frequency $\omega_p, \omega_s, \omega_i$, and then use Equations 2.3.15 and 3.1.8 to calculate the nonlinear coefficient $\gamma$ and gain, respectively.

3.2 Nonlinear coefficient $\gamma$

In chapter 2 and section 3.1, by considering the dispersion of nonlinearity in semiconductor waveguides, the new MI condition has been found through calculating the overlap integrals. In our theory, the dispersion of $\gamma_{nklm}$ is defined by the three distinct contributions. First, it is from the material dispersion of the $\chi^{(3)}$ tensor; second, is from the geometrical dispersion induced by the dependencies of the modal profiles and of the overlap integrals on the value of $\omega_{p,s,i}$; third, is that each $\gamma_{nklm}$ is trivially proportional to $\omega_n$. The latter factor on its own makes $\Gamma_\gamma \sim \omega_p - \sqrt{\omega_p^2 - (\omega_p - \omega_s)^2} > 0$ and hence can not create MI gain with negative $\delta \beta$. Thus to achieve $\Gamma_\gamma < 0$, one has to rely on the material and geometrical contributions to the dispersion of nonlinearity. The material dispersion is usually weak and also poorly characterized in terms of its variations with multiple frequencies. On the contrary, geometrical dispersion is expected to be strong and also controllable with the waveguide geometry and choice of the operating wavelength. Below we calculate $\gamma_{nklm}$ in some ordinary waveguide geometries. Hereafter we take $\chi^{(3)} = \chi = (4/3)\varepsilon_0\varepsilon n_2$, where $n_2$ is the constant Kerr coefficient and $\varepsilon = \varepsilon(\omega_p)$. The geometrical dispersion is accounted for by computing guided modes (Figure 3.2.1) at the required frequencies with the help of the Comsol’s Maxwell solver.

Value of $\gamma_{nklm}$ and dispersion are strongly correlated with waveguide geometry for silicon nanowires. Here, we take $\gamma_p = \gamma_{1111}, \gamma_{sp} = \gamma_{0110}, \gamma_{ip} = \gamma_{2112}, \gamma_{4s} = \gamma_{0121}, \gamma_{4i} = \gamma_{2101}$.

We first compute the $\gamma_p$ as a function of pump wavelength. As is shown in Figure 3.2.2, the value of $\gamma_p$ changes with wavelength notably. Through comparison of $\gamma_p$'s for three geometries, we found that the $\gamma_p$ rapidly drops with the decrease of the width of the waveguides from shorter to longer wavelength, which implies that, for waveguide with small cross-section, the nonlinear dispersion term $\partial^2_\omega \gamma_p$, which is second derivative of $\gamma_p$, can make big influence on
Figure 3.2.1: The profile of guided mode for 380\(nm\) \(\times\) 220\(nm\) SOI waveguide at pump wavelength \(\lambda_p=1.55\mu m\). from left to right, in the first row, \(E_x, E_y, E_z\). In the second row, \(H_x, H_y, H_z\).

MI. We will return to this issue in the section 3.4.

Below, we calculate all of the \(\gamma_{nklm}\) for a given pump wavelength and waveguide geometry. As an example, we first consider a single 700\(nm\) \(\times\) 220\(nm\) SOI waveguide. As we know, bulk silicon exhibits normal dispersion over its transparent spectral region. However, the dispersion can change dramatically if the GVD resulting from a strong optical mode confinement is used to compensate for the material GVD. In the following, we calculate the dispersion by using Comsol. Figure 2.1.1 in chapter 2 shows dispersion curve of the 700\(nm\) \(\times\) 220\(nm\) waveguide. It is clear to see that the first zero-GVD point is about 1.435\(\mu m\) and the second zero-GVD is 2.24\(\mu m\). The dispersion is expressed in units of \(ps/nm \cdot km\).

From Equation 2.3.16 to calculate \(\gamma_{nklm}\), one can find that we need to know the modes corresponding to pump, signal and idler wave. Here, we choose pump wavelength to be 1.55\(\mu m\), which is located in the anomalous GVD range. Figure 3.2.1 shows the fundamental mode propagating inside silicon waveguide. In our calculations, we take \(n_2 = 4 \times 10^{-18} m^2/W\) \[90\]. The result is demonstrated in figure 3.2.3. As we expect, the difference between
Figure 3.2.2: $\gamma_p$ as function of pump wavelength $\lambda_p$. The black curve with dot, the dashed line and the blue curve with circle correspond to single $300nm \times 220nm$, $380nm \times 220nm$, $700nm \times 220nm$ SOI waveguide, respectively.

Figure 3.2.3: The plot of value of $\gamma_{nklm}$ as function of signal wavelength for $700nm \times 220nm$ SOI waveguide. The pump wavelength is $1.55\mu m$, which is within anomalous GVD range.
Figure 3.2.4: The plot of value of $\gamma_{nklm}$ as function of signal wavelength for 380nm $\times$ 220nm SOI waveguide. The pump wavelength is 1.55$\mu$m, which is within anomalous GVD range.

$\gamma_{nklm}$ is very pronounced. With decrease of signal wavelength, $\gamma_{ip}$ and $\gamma_{4i}$ go down to about 89/mW and 98/mW, respectively. Obviously, $\gamma_{sp}$ and $\gamma_{4s}$ go up to 202/mW and 178/mW, respectively.

Next, to further see the variations of $\gamma_{nklm}$ with wavelength and waveguide geometry, by decreasing the width of waveguide, and fixing the height of waveguide, again, we calculate the $\gamma_{nklm}$ for 380nm $\times$ 220nm SOI waveguide. Pump wavelength is 1.55$\mu$m located in the anomalous GVD regime. Compared with values of $\gamma_{nklm}$ in Figure 3.2.3, Figure 3.2.4 shows that $\gamma_{ip}$, $\gamma_{4i}$, $\gamma_{4s}$ decrease quickly with increase of signal frequency. From equation 2.3.16, we find that, to compute these three $\gamma_{nklms}$, the modes corresponding to idler wavelengths needs to be calculated (for $\gamma_p$ and $\gamma_{sp}$, only the modes of pump and signal waves are needed.). In particular, for a subwavelength silicon waveguide, the modes become less confined for the larger wavelength (idler wave). Especially, as idler wavelength is close to the cutoff wavelength, only a smaller amount of optical power is guided within the region with optical nonlinearity, which leads to decrease of $\gamma_{nklm}$ related to the mode of idler wave.

Figure 3.2.5 shows the same trend as in Figure 3.2.4. However, a major concern is given to the linear mismatch $\delta\beta$ for 300nm $\times$ 220nm waveguide. we choose that pump wavelength is 1.4$\mu$m in the normal GVD range. (The
Figure 3.2.5: The plot of value of $\gamma_{nklm}$ as function of signal wavelength for $300\,nm \times 220\,nm$ SOI waveguide. The pump wavelength is $1.4\,\mu m$, which is within normal GVD range.

dispersion curve has been shown in Figure 2.1.1, we will be back to this case in the following section). It is necessary to emphasize that $\delta\beta < 0$ from our calculation. According to standard theory, MI gain doesn’t exist if $\delta\beta < 0$. However, as will be discussed below, due to these significant differences between these $\gamma_{nklm}$, which account for nonlinear dispersion, the MI happens in this case.

As a final consideration in this subsection, based on our values of $\gamma_{nklm}$, which have been obtained above, we calculate $\Gamma_-$ for $700\,nm \times 220\,nm$ and $380\,nm \times 220\,nm$ SOI waveguides, specifically. By employing expression 3.1.10, which we derived in section 3.1, $\Gamma_-$ responsible for the occurrence of MI when $\delta\beta < 0$ is evaluated. Figure 3.2.6 shows same interesting results. For a fixed pump wavelength $1.55\,\mu m$, the values of $\Gamma_-$ are always positive for $700\,nm$ by $220\,nm$ waveguide, which means MI gain can not happen if $\delta\beta < 0$ in this case. The same conclusion has been made by using the standard theory. In addition, we calculated $\Gamma_-$ at pump wavelength $1.55\,\mu m$ for a SOI waveguide with cross-section of $500\,nm$ by $220\,nm$ and we found the same result (The dispersion curve also has been shown in Figure 2.1.1). However, for $380\,nm \times 220\,nm$ SOI waveguides, Figure 3.2.6 shows totally different behavior. Within the whole wavelength range, $\Gamma_-$ is always negative, which means the gain can exist even
if $\delta\beta < 0$ as long as we choose an appropriate power.

The results predicted by our model shed light on the occurrence of MI supported by the new mechanism. In the following section, with the help of the Comsol’s solver, numerically, we compute $\Gamma_-$ and corresponding gain spectrum for several sub-wavelength waveguides.

### 3.3 Modulation instability due to dispersion of nonlinearity

As discussed in preceding chapter, if we operate specific wavelength near to the Zero-GVD point, where $\beta_2 \sim 0$, the effect of fourth-order dispersion will become essential for a large frequency offsets. In the standard theory, only when the instability condition $0 < \delta\beta < 4\gamma_p$ is satisfied, MI could occur in this system. Especially, In normal GVD regime, $\beta_2 > 0$, the instability condition may be satisfied if $\beta_4 < 0$, and furthermore, in this case, the generated signal and idler frequencies through process of MI can not be close to the pump frequency as only large frequency offset can cancel out $\beta_2$ and make $\delta\beta > 0$. 

Figure 3.2.6: The plot of value of $\Gamma_-$ as function of wavelength for 700nm × 220nm (red curve with dot) and 380nm × 220nm (black curve with cross) SOI waveguides. (Pump wavelength is 1.55μm for two cases.)
3.3.1 Modulation instability for 380nm × 220nm SOI waveguide

To demonstrate how our unique MI condition [3.1.11] works, in particular, we choose the pump wavelength located in the normal GVD range, which can ensure \( \delta \beta < 0 \). On the other hand, we also found that, in anomalous dispersion regime, broader gain bandwidth can be acquired if we take dispersion of nonlinearity into account (make sure that \( \Gamma_\gamma < 0 \)) when \( \delta \beta < 0 \) at a specific signal wavelength where the parametric gain becomes zero using the standard theory.

As our first example, we consider a SOI waveguide with cross-section of 380nm × 220nm. The geometry and the mode profile (dominant electric field component is oriented horizontally) are shown in Figure 3.1.1. The GVD of this mode is normal for \( \lambda > 1.612 \mu m \). In order to apply our new theory, we choose that the pump wavelength is 1.65 \( \mu m \), which is sufficiently far from the Z-GVD point. Thus, the second-order dispersion \( \beta_2 > 0 \) and \( D = -3200 \text{ps/nm/Km} \).

The black full curve in Figure 3.3.2(a) shows the plot of \( \delta \beta \) as function of
the signal and idler wavelengths for $\lambda_p = 1.65\mu m$. One can see that, across the whole wavelength range, $\delta \beta$ always negative, thus MI can be supported only through the mechanism related to the nonlinear dispersion and can happen only if $\Gamma_- < 0$. Fortunately, $\Gamma_-$ is negative everywhere within the broad range of the signal and idler wavelengths from our calculation shown in Figure 3.3.2(b). Thus, by increasing the pump power $p$, the MI condition always can be satisfied.

Figure 3.3.3 shows parametric gain together with threshold pump power $p_{th}(\lambda_p)$ (red dashed curve). However, unfortunately, to acquire this kind of parametric gain, a sufficiently high threshold pump power, which is about 1600W, is required. Also, one should remember that TPA and free carriers in silicon can degrade the gain resulting from dispersion of nonlinearity.

Note that, to qualitatively estimate the impact of material dispersion of $\chi^{(3)}$ on MI, we also calculated $p_{th}(\lambda_p)$ by using $\chi_{nklm} = (4/3)\varepsilon_0\bar{\omega}_{nklm}cn_2$, where $\bar{\omega} = (\omega_n + \omega_k + \omega_l + \omega_m)/4$. This gave only negligible deviations from the results shown in Figure 3.3.3, thus confirming the dominant role of the geometrical dispersion of nonlinearity. Therefore, in the following section, we ignore material dispersion of $\chi^{(3)}$. 

Figure 3.3.2: The plot of values of $\delta \beta$ and $\Gamma_-$ as functions of signal and idler wavelengths at $\lambda_p = 1.65\mu m$ for 380nm × 220nm SOI waveguide. $n_2 = 4 \times 10^{-18} m^2/W, D = -3200 ps/nm/Km$. 

---

...
Figure 3.3.3: Plot of gain as function of pump power and signal/idler wavelengths. Dashed lines show the threshold power $p_{th} = \delta \beta / (4 \Gamma_-)$; Geometry is same as Figure 3.3.1. In the shaded area, darker colours indicate the larger values of gain.

3.3.2 Modulation instability for $300nm \times 220nm$ SOI waveguide

In this section, we continue to seek the optimal geometry to implement our theory under low pump power in order to reduce the impacts of TPA and free carriers in silicon waveguide. $300nm \times 220nm$ SOI waveguide is employed. The profile of confined mode is similar to the mode in Figure 3.3.1. From Figure 3.3.4, for $\lambda_p > 1.38 \mu m$, the waveguide exhibits normal dispersion since $D < 0$. To obtain negative $\delta \beta$, we still choose pump wavelength $\lambda_p = 1.4 \mu m$ located in normal GVD regime. One can see that $\delta \beta$ is negative everywhere from Figure 3.3.5(a). In the case of negative $\delta \beta$, MI can be induced only by dispersion of nonlinearity in terms of our new findings.

Consequently, the sign of $\Gamma_-$ becomes essential for MI to exist. Figure 3.3.5(b) shows that $\Gamma_-$ is negative within the range of the signal and idler frequencies which we are concerned. Compared with the values of $\Gamma_-$ in Figure 3.3.2, the absolute values of $\Gamma_-$ becomes larger in this case, which means we can use lower pump power to generate parametric gain based on MI condition [3.1.11]. The Figure 3.3.6 further proves this prediction. The generated gain and the threshold power $p_{th}(\lambda_p)$ (red dashed curve) are shown in Figure 3.3.6.
Figure 3.3.4: The plot of GVD, \( D = -2\pi c\beta_2/\lambda^2 \), Black dash-dot line indicates the pump wavelength \( \lambda_p = 1.4\mu m \). Red dashed line represents Z-GVD wavelength.

The lower threshold power 500W has been found by using \( p_{th} = \delta\beta/(4\Gamma_-) \).

We also consider a 380nm \( \times \) 220nm silicon waveguide with polymer cladding. In this case, the value of the dispersion parameter \( D \) is always negative within the whole range of wavelength and \( \delta\beta < 0 \). At pump wavelength \( \lambda_p = 1.375\mu m \), We found that \( \Gamma_- \) is always positive within the whole wavelength regime. Thus, no MI happens in this waveguide.

### 3.3.3 Modulation instability for 300nm \( \times \) 500nm AlGaAs waveguide

As mentioned above, TPA and free carrier induced by external field can bring significant impact on MI in SOI waveguide. Thus, observing the MI gain becomes difficult in practice. As we know, for AlGaAs waveguide, TPA is negligible when the operation wavelength is larger than 1.5\( \mu m \).

As another example, we consider a suspended \( Al_{0.25}Ga_{0.75}As \) waveguide. Again, the geometry and profile of the guided modes at \( \lambda_p = 1.7\mu m \) (dominant electric field component is oriented horizontally) are shown in Fig. 3.3.7(a). The GVD of this mode is normal for \( \lambda > 1.66\mu m \), see Figure 3.3.7(b).

The full black curve in Figure 3.3.8(a) shows the plot of \( \delta\beta \) as function of the signal and idler wavelengths for \( \lambda_p = 1.7\mu m \). One can see that \( \delta\beta \) is negative everywhere. Hence MI can be provided only through the mechanism
Figure 3.3.5: Plot of $\delta\beta$ and $\Gamma_-$ as function of signal and idler wavelengths at $\lambda_p = 1.4 \mu m$ for $300nm \times 220nm$ SOI waveguide. $n_2 = 4 \times 10^{-18}m^2/W$, $D = -2200ps/\mu m/Km$.

Figure 3.3.6: Plot of gain as function of pump power and signal/idler wavelengths. Dashed lines show the threshold power $p_{th} = \delta\beta/(4\Gamma_-)$; Geometry is same as Figure 3.3.5. In the shaded area, darker colors indicate the larger values of gain.
Figure 3.3.7: Guided mode of $Al_{0.25}Ga_{0.75}As$ waveguide suspended in air: (a) profile of the dominant electric field component ($e_x$) at $\lambda_p = 1.7\mu m$ for $500nm \times 300nm$. Waveguide is indicated by dashed lines; (b) The plot of GVD, $D = -2\pi c \beta_2 / \lambda^2$. Grey dash-dot line indicates the pump wavelength $\lambda_p = 1.7\mu m$. Grey line represents Z-GVD wavelength.

Figure 3.3.8: MI in $Al_{0.25}Ga_{0.75}As$ waveguide: (a) $\delta \beta$ and $\Gamma$ at $\lambda_p = 2\pi c / \omega_p = 1.7\mu m$ as functions of the signal/idler wavelengths. $n_2 = 1.5 \times 10^{-17} m^2/W$, $D = -0.07 ps/nm/mm$; (b) gain as function of pump power and signal/idler wavelengths, $g > 0$ within shaded areas with darker colors corresponding to larger values of $g$. Red dashed lines show the threshold power $p_{th} = \delta \beta / (4\Gamma)$;
related to the dispersion of nonlinearity and is possible only if $\Gamma_- < 0$. $\Gamma_-$ and $\Gamma_+$ have been calculated by using 3.1.10 and 3.1.10. As we expected, $\Gamma_+$ is always positive. We have found that $\Gamma_-$ is negative in the broad range of the signal and idler frequencies, see the dashed line in Figure 3.3.8(a). Thus, by increasing the pump power $P$, one can always satisfy the MI condition 3.1.11. The calculated gain together with the threshold pump power $p_{th}(\lambda_p)$ (red dashed curve) are shown in Figs. 3.3.8(b). The darker colors indicate the larger value of gain.

In addition, To demonstrate the MI development, we investigate the propagation of pump and signal waves. For $P = 800W$, the maximum gain is achieved for $\lambda_s = 1.65\mu m$ ($\lambda_i = 1.75\mu m$), see Figure 3.3.9, and the characteristic MI length is $L_{MI} = 1/g \sim 0.03mm$. By assuming the excitation with picosecond pulses, $T_0 = 1ps$, we estimate the dispersion length, $L_D = T_0^2/|\beta_2| \sim 100mm$, and the walkoff length between the signal and idler, $L_w = T_0/|v_{gs}-1/v_{gi}| \sim 1mm$, $v_{gs,gi} = 1/\partial_\omega|\beta(\omega_{s,i})|$ to be much longer than the MI length. This justifies our CW based approach to analyze MI, Equations. 3.1.1-3.1.3. Also, we simulate the MI development along the waveguide length for the cases of $\delta \beta > 0(\lambda_p = 1.6\mu m)$ and $\delta \beta < 0(\lambda_p = 1.7\mu m)$. The results were obtained by numerically simulating Equation 2.3.12 for the case of three waves. During evolution, the energy from the pump is almost entirely transferred to the signal and idler, and then back to the pump again.

Figure 3.3.9: The plot of gain as function of signal/idler wavelength for $P = 800W$ at pump wavelength $\lambda_p = 1.7\mu m$. 

![Figure 3.3.9: The plot of gain as function of signal/idler wavelength for $P = 800W$ at pump wavelength $\lambda_p = 1.7\mu m$.](image)
Figure 3.3.10: Dynamics of the pump and signal waves for $\delta \beta > 0$ (a) and $\delta \beta < 0$ (b). Initial power: $p_p = 800\,\text{W}, p_s = 0.8\,\text{mW}, p_i = 0, \lambda_p = 1.6\,\mu\text{m}, \lambda_s = 1.55\,\mu\text{m}$ (a), $\lambda_p = 1.7\,\mu\text{m}, \lambda_s = 1.65\,\mu\text{m}$ (b). Solid and dashed curve correspond to pump and signal, respectively.

The whole process repeats periodically with propagation distance. The pump, signal and idler periodically exchange power (see Figure 3.3.10). Such recurrence is typical for MI processes in optical fibres. It is known that the pump energy is transferred to the sidebands and even their higher order harmonics, surprisingly, after some distance, the energy is back to pump. Studies of possible modifications of the recurrence process due to the dispersion of nonlinearity in subwavelength structures is an interesting topic of future work.

3.3.4 Modulation instability for silicon-on-insulator slot waveguide with polymer cladding

To reduce the impacts of TPA and free carrier in silicon waveguide, another approach to implement our theory is that we could use slot waveguide, in which higher amplitude is concentrated on the low-refractive-index region. The slot is filled with nonlinear material, for which the TPA is negligible. In this section, we consider a SOI dielectric slot waveguide with the nonlinear polymer cladding. The guided slot mode is shown in Figure 3.3.11(a). As we investigated in single SOI waveguide before, localization of the fundamental slot mode is also sensitive to wavelength, and therefore the geometrical dispersion of nonlinearity is expected to be significant. The plot of GVD is shown in Fig.
Figure 3.3.11: Fundamental mode of the silicon-polymer slot waveguide: (a) profile of the dominant electric field component ($e_x$) at $\lambda_p = 1.7 \mu m$ for $500nm \times 220nm$ silicon waveguides, wall-to-wall separation $50nm$, silica glass substrate and nonlinear polymer cladding. Geometry is indicated by solid lines; (b) calculated GVD.

3.3.11(b) and it is normal for any wavelength. Hence, Figure 3.3.12(a) shows that $\delta\beta < 0$ within the range of signal and idler wavelengths. It is clear to see that, without the dispersion of nonlinearity, no MI is expected for any pump wavelength.

However, $\Gamma_-$ has been found negative, see Figure 3.3.12(a). Therefore, the MI condition 3.1.11 is satisfied for $P > P_{th}$, see Figure 3.3.12(b). The ratio of the characteristic lengths (see AlGaAs discussion) has also been found favorable for MI observation over typical sub-millimeter propagation distances, where walk-off due to GVD is negligible for picosecond pulses. Thus, while the frequency conversion in the optical processing experiment with a similar slot waveguide[68] has relied on the two frequency pumping (classical four wave mixing setup), our MI mechanism allows to obtain the necessary gain only with the single pump wave. Note also that TPA and free carrier generation in AlGaAs are negligible for $\lambda \geq 1.5 \mu m$. However, they are significant in silicon, but reduced in the slot geometry with the polymer cladding as the most energy of light is focused on the slot[128].
Figure 3.3.12: (a): The plot of $\delta \beta$ and $\Gamma_-$ at $\lambda_p = 2\pi c/\omega_p = 1.7\mu m$ as functions of the signal/idler wavelengths for the slot waveguide shown in Figure 3.3.11(a); (b): gain as function of pump power and signal and idler wavelengths. Again, darker colours correspond to larger values of gain. $n_{2,\text{polymer}} = 16.9 \times 10^{-18}m^2/W$, $n_{2,\text{silicon}} = 4 \times 10^{-18}m^2/W$, $D = -0.0015ps/m/\mu m$;

3.3.5 Modulation instability for slot waveguide with silicon layers surrounding a chalcogenide glass layer

As our next example, chalcogenide glass slot waveguide is considered. Our major consideration for using chalcogenide glass is that it has highly nonlinearity with reduced TPA coefficient $\beta_{\text{TPA}}$ compared to silicon.\(^{[88]}\)

Due to the discontinuity of electric field of quasi-TM mode at the interfaces of the slot and the silicon layers, the guided mode is confined in the slot layer with lower refractive index. The geometry of slot waveguide and dispersion curve are demonstrated in Figure 3.3.13. The large variation of the area of the slot mode with wavelength is expected here. Therefore, the dispersion of nonlinearity is able to induce MI under required threshold power. The plot of GVD is shown in Figure 3.3.13. It is normal for $\lambda > 1.68\mu m$. Numerical calculation shows that the values of $\Gamma_-$ are negative in the range of signal and idler wavelength, see Figure 3.3.14 (b), for $\lambda_p = 1.7\mu m$. Consequently, the MI gain is observed numerically for $p > p_{th}$. Note that, Figure 3.3.15 also shows that the threshold power (800W) is lower than the one (1500W) in Figure 3.3.12. In practice, lower threshold power is required in order to reduce nonlinear loss, such as TPA and free carrier.

The characteristic lengths, such as MI length $L_{MI} = 1/g$, has been calculated, which is much shorter than the dispersion length $L_D = T_0^2/|\beta_2|$. Also,
Figure 3.3.13: Slot waveguide with silicon layers surrounding a highly nonlinear slot layer (chalcogenide glass). Fundamental mode of slot waveguide: in the left, profile of the dominant electric field component at $\lambda_p = 1.7 \mu m$ for 280nm×180nm silicon waveguides, wall-to-wall separation 115nm, silica glass substrate and air cladding. Geometry is indicated by solid lines; in the right, calculated GVD. Black dash-dot line indicates the pump wavelength $\lambda_p = 1.7 \mu m$. Red dashed line represents Z-GVD wavelength.

Figure 3.3.14: Plot of $\delta \beta$ and $\Gamma$ as function of signal and idler wavelengths for the slot waveguide. Geometry is same as Figure 3.3.13. $D = -0.0003 ps/nm/mm$ $n_{2,\text{glass}} = 3 \times 10^{-18} m^2/W$, $n_{2,\text{silicon}} = 4 \times 10^{-18} m^2/W$. 
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Figure 3.3.15: Plot of gain as function of pump power and signal/idler wavelengths. Dashed lines show the threshold power $p_{th} = \delta \beta / (4 \Gamma_\perp)$; Geometry is same as Figure 3.3.13. In the shaded area, darker colours indicate the larger values of gain.

the walk-off between signal and idler is negligible for picosecond pulse.

### 3.4 Minimal model describing modulation instability induced by dispersion of nonlinearity

Apart from continuing to seek more suitable geometry and material to reduce the threshold power and nonlinear loss, we also need to investigate the MI condition more deeply. All of these calculations of $\gamma_{nklm}$ based on our theory are quite complicated because of the complex overlap integrals. Therefore, condition of existence of MI gain is not straightforward. Indeed, all the information needed to analyze MI condition in Equation 3.1.11 is hidden inside the overlap integrals. In order to find the better way to understand new MI condition induced by the dispersion of nonlinearity, we introduce a generalized NLS equation where all the dispersion coefficients include nonlinear contributions:

$$i \partial_z A = - \sum_{n=0}^N (\beta_n + \gamma_n |A|^2) \partial_t^n A. \quad (3.4.1)$$

where $A$ is slowly varying amplitude. Monochromatic solution of this equa-
The linear propagation constant is 
\[ \beta = \sum_{n} \beta_n \delta^n / n!, \]
and, the frequency dependence of the nonlinear waveguide parameter \( \gamma \) is given by:
\[ \gamma = \sum_{n} \gamma_n \delta^n / n!. \]

By the appropriate choice of the phase shift and of the reference frame velocity, we can fix \( \beta_0 = \beta_1 = 0 \). We simply take the minimal model including dispersion of nonlinearity resulting in MI when \( \delta \beta < 0 \): 
\[ i \partial_z A = -\gamma_1 |A|^2 \partial_t A + \frac{1}{2} (\beta_2 + \gamma_2 |A|^2) \partial_t^2 A - \gamma_0 |A|^2 A. \] (3.4.2)

As we demonstrated in chapter two before, we expand \( A \) as the sum for the pump, signal and idler fields:
\[ A = A_p(z) e^{i \kappa_p z} + A_s(z) e^{i \kappa_s z - i \Omega t} + A_i(z) e^{i \kappa_i z + i \Omega t}. \] (3.4.3)

where \( A_p(z), A_s(z), A_i(z) \) are the slowly varying amplitudes with distance corresponding to the pump, signal and idler waves, \( \kappa_p, \kappa_s, \kappa_i \) represent the total propagation constant (linear part and nonlinear part), and \( \Omega \) is the frequency.

Figure 3.4.1: Plot of nonlinear parameters (a) \( \gamma_0 \) and (b) \( \gamma_2 \) for different geometries as in Fig. 3.3.7 (solid line) and Fig.3.3.11 (dashed line).
detuning from pump wavelength. Substituting $3.4.3$ into $3.4.2$, we have following equations in the form of:

\[
i \partial_z A_p - \kappa_p A_p = -\gamma_0 |A_p|^2 A_p,\]

\[
i \partial_z A_s - \kappa_s A_s = -\frac{\beta_2}{2} \Omega^2 A_s - (2\gamma_0 + \gamma_1 \Omega + \frac{1}{2} \gamma_2 \Omega^2) |A_p|^2 A_s - \gamma_0 A_p^2 A_s^* e^{i\delta \kappa z},\]

\[
i \partial_z A_i - \kappa_i A_i = -\frac{\beta_i}{2} \Omega^2 A_i - (2\gamma_0 - \gamma_1 \Omega + \frac{1}{2} \gamma_2 \Omega^2) |A_p|^2 A_i - \gamma_0 A_p^2 A_s^* e^{i\delta \kappa z}.\]

One can readily find that $\gamma_4 s = \gamma_4 i = \gamma_0 = \gamma_p$ (Note that in the modal expansion $\gamma_4 s \neq \gamma_4 i \neq \gamma_0$ ). $\gamma_{sp} = \gamma_0 + \frac{1}{2} \gamma_1 \Omega + \frac{1}{4} \gamma_2 \Omega^2; \gamma_{sp} = \gamma_0 - \frac{1}{2} \gamma_1 \Omega + \frac{1}{4} \gamma_2 \Omega^2$. Thus MI condition for $\delta \beta < 0$ transforms to : $\Gamma_- = \gamma_2 \Omega^2 < 0$. For relatively small detuning $\Omega$, we have $\gamma_n = \partial^2_\omega \gamma$.

Using equation $2.3.15$, $\gamma_p(\omega_p)$ are evaluated as function of wavelength for AlGaAs waveguide (see Figure 3.3.7) and slot waveguide (see Figure 3.3.11), see Figure 3.4.1 (a). We also plot the second derivative as a function of wavelength for the waveguides considered above in Figure 3.4.1 (b). These plots show that $\partial^2_\omega \gamma < 0$ and therefore confirm our prediction about MI resulting from the calculation of the several overlap integrals. This simple differentiation of $\gamma$ gives us straightforward approach to estimate where such behavior can be expected.

### 3.5 Summary

In this chapter, by using our model derived in chapter two, we proved that the growth rate of MI can exist even in the range of normal GVD due to dispersion of nonlinearity in subwavelength AlGaAs and silicon waveguides. We calculated the pump power thresholds required for this type of MI and we found that the gain exists under acceptable threshold powers. To reduce the threshold power to levels more favorable for applications, further understanding of the relevant physics and design work are necessary. We presented a simple generalization of the NLS equation accounting for the MI resulting from the dispersion of nonlinearity. By computing MI condition based on this equa-
tion, we presented that much simpler differentiation of $\gamma$ can give us the same prediction about existence of MI induced by the dispersion of nonlinearity.
Chapter 4

Modulation instability and spectral variation induced by nonlinear dispersion in picosecond regime

As discussed in chapter 3, tight confinement of light (typical waveguide transverse dimensions of the order of hundreds of nanometers) and a strong variation of modes with wavelength for CW in such subwavelength waveguides with high refractive index contrast induce substantial dispersion of nonlinear response [126], which has a strong influence on FWM or soliton [130, 131].

Pulse propagation equations which are able to accurately describe evolution of ultra-short pulses in nonlinear media have been explored for many years. The well-known and generally accepted nonlinear Schrödinger model [1] in conventional waveguides and fibers can qualitatively and successfully describe evolution of the guided mode envelope with propagation distance although it has a very simple form consisting of the group velocity dispersion of the mode (responsible for pulse spreading in time) and nonlinear interaction (resulting from the intensity-dependent refractive index). It is the interplay between these linear and nonlinear effects that creates many interesting phenomena in optical waveguides and fibers [1].

One of the most important assumptions on which the NLS equation is based is that the z-component of the electric field is very small with respect
to its transverse components (weak guidance regime)\cite{1, 3}. However, this is only true for waveguides with a relatively low refractive index contrast between the core and the cladding, and with core sizes being much larger than the wavelength of light. For subwavelength semiconductor waveguides, the longitudinal electric field component of the mode should be included into the model. Therefore, development of adequate models to describe light propagation in subwavelength waveguides has become the subject of active research in the recent years \cite{90, 88, 110, 86, 87, 132, 133, 134}.

Light confined within several hundreds nanometers area strongly enhances the nonlinearity in subwavelength waveguides. On the other hand, one of the distinctive features of these waveguides is a strong variation of the modal profile with the wavelength of light. Since distribution of light intensity across the cross-section of waveguide defines the effectiveness of nonlinear (multiphoton) processes, this variation leads to a considerable dispersion of nonlinearity \cite{133, 134}. By introducing a nonlinear waveguide parameter $\gamma$ depending on frequency, some novel effects can be explored based on the generalized NLS equation\cite{1}. As we all know, the first-order dispersion of nonlinearity ($\gamma_1 = d\gamma/d\omega$) gives intensity-dependent correction to the group velocity. It is responsible for the self-steepening of pulses. Self-steepening leads to an asymmetry in the SPM-broadened spectra of ultrashort pulses\cite{1}. In subwavelength waveguides, the self-steepening effect can be significantly enhanced due to the geometrical contribution to the dispersion of nonlinearity \cite{88, 87, 111}. More than this, dispersion of nonlinearity resulting from geometrical contribution causes much attention since many novel effects associated with nonlinear dispersion have been found. Recently we derived a set of coupled equations governing pulse propagation by using reciprocity theorem\cite{2} and identified the novel mechanism of MI of a constant-amplitude wave, mediated by the dispersion of nonlinearity in subwavelength waveguides\cite{126}. We also introduced a simple phenomenological model describing this effect, which is based on the generalized version of the NLS equation where the second-order dispersion of nonlinearity term is included ($\gamma_2 = d^2\gamma/d\omega^2$). Similar models have been considered recently in the context of ultrashort pulse dynamics in fibers \cite{135, 131}, beam propagation in nonlinear photonic crystals \cite{130}, pulse dynamics in nonlinear metamaterials \cite{136}, and dynamics of Bose–Einstein condensate of dipo-
lar atoms in a periodic potential [137].

It must be emphasized, that for the Kerr-type nonlinear response of a medium (the most common in optics), the nonlinear process involves four photons at different frequencies (four wave mixing process). Therefore, the nonlinear parameter $\gamma$ should rely on four frequencies of all the interacting waves, rather than single frequency dependence $\gamma(\omega)$ as in the above NLS models [90, 86, 87, 126]. Conveniently, to obtain the wave equation for the slowly varying amplitude, we can work in the frequency domain by treating $\rho_{NL}$ as a small perturbation. However, as we presented in chapter 3, the resulting model that describes evolution of individual harmonics with the propagation distance, the harmonic propagation (HP) model, contains a network of nonlocal nonlinear interactions [87, 126]. Also, this approach gives us little intuition on why and where such behavior can be expected.

In this chapter, we demonstrate that the HP model, which is derived from Maxwell equations following the standard perturbation expansion procedure [90, 88, 86], can be reduced to the generalized NLS equation with higher order dispersion terms and nonlinear dispersion terms [138] (more details see below). The only assumption which allows this reduction is the factorization of the four-frequency dependence of nonlinear coefficients in HP model. Having analyzed different semiconductor subwavelength waveguide geometries, we found that this factorization approximates well the actual four-frequency dependencies in a wide range of wavelengths.

4.1 Factorization approximation

Below, we introduce the factorization of nonlinear coefficients and compare with the actual full coefficients $\Gamma$. In chapter 2, we derived the equation 2.3.18 which can fully describe pulse propagation with the dispersion of nonlinearity in sub-wavelength waveguides. The full coefficient $\Gamma$ has the form:

$$\Gamma_{nklm} = \frac{\varepsilon_0}{\sqrt{T_{nk}T_lT_m}} \times \int_A \chi_{nklm}(\hat{r})dA,$$
The geometrical dispersion of nonlinearity is accounted for by the coefficients \( \varsigma_{nklm} \) in equation 4.1.1. Notably, definition of these coefficients involves overlap integrals with modal profiles at different frequencies. We note that \( \varsigma_{nklm} \) are invariant under all permutations of indices[3] that preserve the condition \( n - k + l - m = 0 \): \( \varsigma_{nklm} = \varsigma_{lknm} = \varsigma_{nlkm} = \varsigma_{kmnl} = \varsigma_{mlnk} = \varsigma_{mnkl} \). However, even with the account of the above symmetry, description of a broadband signal evolution within the HP model in equation 2.3.18 remains to be a challenging computational task due to the large number of nonlinear coefficients to be computed. Considering the above permutation symmetry resulting from the Si’s symmetry, a significant reduction can be made by assuming factorization of nonlinear coefficients:

\[
\Gamma_{nklm} = g_n g_k g_l g_m, \quad g_n = \Gamma_1^{1/4} \text{nnnn}.
\] (4.1.3)

To prove our approximation, we test it by the direct comparison with the original coefficients obtained from equation 4.1.1. The relative error is defined as:

\[
\Delta = \left| \Gamma_{nklm} - g_n g_k g_l g_m \right| / \Gamma_n
\]

For 300nm x 500nm AlGaAs waveguide (the AlGaAs waveguide geometry shown in Figure 4.1.1), Figure 4.1.2 shows the relative error \( \Delta \) plotted in the plane of parameters \( \delta_{k,l} = (\omega_{k,l} - \omega_n)/\omega_n \) for the fixed \( \omega_n \approx 1.13 \times 10^{15} \text{rad/s} \) (\( \lambda_n = 2\pi c/\omega_n = 1.665 \mu m \)). It should be noted that the fourth frequency \( \omega_m \) is determined by the resonance condition in equation 2.3.18. The discrepancy between the factorized coefficient \( \hat{\Gamma} \) (equation 4.1.3) and the full coefficient \( \Gamma \) (equation 4.1.1), remains to be small, \( \Delta < 10^{-1} \), within a large window of frequency detunings (\( \delta_k = 0.25 \) corresponds to \( \delta\lambda \approx 0.5 \mu m \)). We have obtained similar results for other fixed values of \( \omega_n \). For the silicon waveguide (geometry shown in Figure 4.5.1), we repeated the above calculations and comparison and the same conclusion has been obtained. All of the tests that we did so far
manifest that our approximation (factorization of nonlinear coefficients) is reasonable and can give us consistent results. Note that certain one-dimensional subsets of coefficients with $\delta_k = \delta_l, \delta_k = 0, \delta_l = 0$ enter the condition of MI of the constant amplitude pump at the frequency $\omega_n$, as will be discussed in the next section. Further comparison between the corresponding factorized and full coefficients $\Gamma$ is illustrated in Figure 4.1.4.

### 4.2 Pulse propagation equation

Based on our factorization of nonlinear coefficients, the equation (2.3.18) can be reduced to a single generalized NLS. Firstly, replacing coefficients $\Gamma_{nklt}$ with their factorized analogs and changing to variables:

$$A_n = \left(\frac{g_0}{g_n}\right)\Psi_n,$$  \hspace{1cm} (4.2.1)
Figure 4.1.2: Relative error $\Delta$ for the AlGaAs waveguide with cross-section $300nm \times 500nm$ as in Figure 4.4.1 and the fixed frequency $\omega_n = 2\pi c/\lambda_n$, $\lambda_n = 1.665\mu m$, see text for details.

Figure 4.1.3: The plots of nonlinear coefficients $\Gamma$ entering the necessary condition of MI [see equation 4.3.5] calculated for AlGaAs waveguide at $\lambda_p = 1.665\mu m$ (a) and SOI waveguide at $\lambda_p = 2.2\mu m$ (b). Dashed curves show their factorized approximations, see Equation 4.1.3.
where \( g_0 = \Gamma_0^{1/4} \) corresponds to a reference frequency \( \omega_0 \), thus the equation \( 2.3.18 \) becomes:

\[
i\partial_z \Psi_\omega = -\beta_\omega \Psi_\omega - \frac{\tilde{\gamma}_\omega}{2\pi} \int \int \Psi_{\omega_1} \Psi_{\omega_2} \Psi_{\omega_3} d\omega_1 d\omega_2, \tag{4.2.2}
\]

where the modified nonlinear coefficient is given by:

\[
\tilde{\gamma}_\omega = \omega \sqrt{\Gamma_0 \Gamma_\omega}. \tag{4.2.3}
\]

It is instructive to note that the equation [4.2.2] possesses two integrals of motion [137]:

\[
P = \int \frac{\omega |\Psi_\omega|^2}{\tilde{\gamma}_\omega} d\omega = \text{const.},
\]

\[
N = \int \frac{|\Psi_\omega|^2}{\tilde{\gamma}_\omega} d\omega = \text{const.}
\]

They are very useful for monitoring the accuracy of numerically integrating the equation [4.2.2]. In particular, in terms of the original harmonic amplitudes \( A_n \), these integrals correspond to the energy and the number of photons, respectively.

By assuming polynomial fits of the linear and nonlinear dispersion coefficients in the equation [4.2.2]

\[
\beta(\omega = \omega_0 + \delta) = \sum_{n=0}^{N_D} \frac{1}{n!} \beta_n \delta^n
\]

\[
\tilde{\gamma}(\omega = \omega_0 + \delta) = \sum_{n=0}^{N_G} \frac{1}{n!} \tilde{\gamma}_n \delta^n,
\]

using the inverse Fourier transform:

\[
\psi(z, t) = \frac{1}{\sqrt{2\pi}} \int \Psi_\omega(z) e^{-i(\omega_0 + \delta)t} d\delta
\]

and transforming into the rotating and moving frame [11] by introducing

\[
\psi(z, t) = a(\tau = t - \beta_1 z, z) e^{i\beta_0 z},
\]

\[
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Eventually, we obtain the following pulse propagation equation:

\[ \dot{a} = -\dot{D}(i\partial_\tau) a - \dot{G}(i\partial_\tau)(|a|^2 a) \]  

(4.2.4)

\[ \dot{D}(i\partial_\tau) = \sum_{n=2}^{N_D} \frac{\beta_n}{n!} (i\partial_\tau)^n \]  

(4.2.5)

\[ \dot{G}(i\partial_\tau) = \sum_{n=0}^{N_G} \frac{\tilde{\gamma}_n}{n!} (i\partial_\tau)^n. \]  

(4.2.6)

The equation (4.2.4) allows us to describe the pulse dynamics and parametric frequency conversion processes in subwavelength waveguides without computing the overlap integrals. Unlike the method proposed in [87], our approach does not require performing computationally heavy procedure of Taylor expansion of the modal profile frequency dependence, and is not limited by the narrow spectral width (quasi-CW) approximation.

It should be emphasized that the factorization of coefficients \( \Gamma_{nklm} \) in equation (4.1.3) is the only approximation made to derive the above generalized NLS equation (4.2.4). The dispersion of nonlinearity operator \( \hat{G} \) in equation (4.2.4)
and [4.2.6] is related to the modified nonlinear coefficient \( \tilde{\gamma}(\omega) \), which is obviously different from the conventional nonlinear coefficient \( \gamma = \omega \Gamma_\omega \) [1], see equation 4.2.3. Figure 4.2.1 shows the differences between \( \gamma \) (conventional nonlinear coefficient) and \( \tilde{\gamma} \) using equation [4.2.3]. If a narrowband signal is considered, the polynomial expansion coefficients \( \tilde{\gamma}_n \) can be replaced by the standard Taylor coefficients:

\[
\tilde{\gamma}_n = d^n\tilde{\gamma}/d\omega^n = d^n(\omega\sqrt{\Gamma_0\Gamma_\omega})/d\omega^n. \tag{4.2.7}
\]

One can relate these coefficients to the corresponding Taylor expansion coefficients of the function \( \gamma \). \( \gamma_{tn} \) is given by:

\[
\gamma_{tn} = d^n\gamma/d\omega^n = d^n(\omega\Gamma_\omega)/d\omega^n \tag{4.2.8}
\]

For the first three coefficients we obtain:

\[
\tilde{\gamma}_0 = \gamma_0 \tag{4.2.9}
\]

\[
\tilde{\gamma}_1 = \frac{1}{2}(\frac{\gamma_0}{\omega_0} + \gamma_1) \tag{4.2.10}
\]

\[
\tilde{\gamma}_2 = \frac{\gamma_2}{2} - \frac{(\gamma_1 - \gamma_0/\omega_0)^2}{4\gamma_0} \tag{4.2.11}
\]

Figure 4.2.2 demonstrates that the values of \( \tilde{\gamma}_1 \) and \( \tilde{\gamma}_2 \) from our approach are smaller than values of \( \gamma_1 \) and \( \gamma_2 \), respectively, while pump wavelength moves towards large wavelength, which implies that one should obtain higher gain (see equation [4.3.10]) under the same initial power \( p \) if a generalized NLS equation [1] is employed.

We should note that, when geometrical dispersion of nonlinearity is absent, which means \( \tilde{\gamma}_{i>1} = 0 \), the first-order dispersion coefficient \( \tilde{\gamma}_1 \) is reduced to the standard self-steepening term [1]: \( \tilde{\gamma}_1 = \gamma_0/\omega_0 \).

To analyze the role of dispersion of nonlinearity in ultrashort pulse dynamics and parametric frequency conversion, the pulse propagation equation [4.2.4] is investigated below. In our modeling, by using equation [4.1.1], we computed coefficients \( \Gamma_\omega \) (see Figure 4.1.3) from modal profiles which, together
with the corresponding propagation constants $\beta(\omega)$, were obtained with the help of a commercially available Maxwell solver package. Equation 4.1.1 was then numerically integrated by the standard split-step procedure \cite{1}, where the nonlinear step was computed in frequency domain by the fourth-order Runge–Kutta method. Finally, the output field was converted to the modal amplitudes $A$ by applying the scaling in frequency domain, see equation 4.2.1.

### 4.3 Modulation instability for pulse wave induced by dispersion of nonlinearity

MI is a well known and widely studied in fibers and waveguides because of its potential applications. As discussed in chapter 2, For focusing Kerr nonlinearity\cite{1}, the MI gain has the form: $g = \sqrt{\gamma p \delta\beta - \frac{1}{4} \delta\beta^2}$, where $\gamma$ is the nonlinear parameter, and $p$ is the pump power, and $\delta\beta$ is linear phase mismatch. One can see that the gain exists within $0 < \delta\beta < 4\gamma p$. $\delta\beta$ can be rewritten as: $\delta\beta = -2 \sum_{m=2,4,...}^{\infty} \frac{\beta_m(\omega_p)}{m!} \Omega^m$. Note that only the even order dispersion terms have influence on the MI condition. In particular, if $\beta_2$ is dominant, then MI gain requires that GVD is anomalous. It should be noted that the higher even order dispersion terms can lead to MI gain, which occurs in the large frequency offset, when we operate the wavelength within the normal
Figure 4.2.3: (a) group velocity dispersion, conventional MI is possible in the range of anomalous GVD, $\beta_2 < 0$. Shaded area indicates the region of unconventional MI due to the dispersion of nonlinearity. (b) Condition for $\gamma_- < 0$, see equation 4.3.12.

GVD regime[104]. In this case, although $\beta_2$ is positive, the higher even order dispersion terms makes $\delta \beta > 0$. On the other hand, MI research was extended to a NLS equation with self-steepening term and Raman nonlinearity. They both have impact on MI gain and condition[142]. Here, we only consider the parametric processes, in which the total energy of the interacting photons is conserved. Therefore, any non-parametric effects, such as TPA, Raman effect have been disregarded in what follows.

In this section, based on propagation equations 2.3.18 and 4.2.4, we exploit the MI in two different ways. The onset of MI can be analyzed and numerically modeled by reduced HP model 2.3.18 which includes only three interacting harmonics[126]. However, their mixing generally leads to generation of multiple higher-order harmonics, see Figure 4.4.1 (a). To model such process, it is more convenient to use equation 4.2.4. Moreover, it allows one to identify specific features of MI process when dealing with pulsed excitation. Below, we compare the two models by considering three interacting harmonics, and then proceed with numerical analysis of MI evolution with pulses by using the equation 4.2.4.

By assuming the very weak signal and idler waves and a strong pump pulse, reduced equation 2.3.18 can be written as:

$$i \partial_z A_p = -\beta_p A_p - \omega_p \Gamma_p |A_p|^2 A_p$$

(4.3.1)
Figure 4.3.1: (a) $\delta \beta$ at pump wavelength $\lambda_p = 1.665 \mu m$ as functions of signal and idler wavelengths. (b) calculated $\gamma_-$ for $\lambda_p = 1.665 \mu m$ from equation 4.3.11 by using Taylor expansion coefficients of $\tilde{\gamma}(\omega)$, solid curve, and $\gamma(\omega)$, dashed curve. Red circles correspond to $\gamma_-$ calculated from 4.3.6.

\begin{align*}
  i \partial_z A_s &= -\beta_s A_s - 2\omega_s \Gamma_{sp} |A_p|^2 A_s - \omega_s \Gamma_4 A_p^2 A_i^* \quad (4.3.2) \\
  i \partial_z A_i &= -\beta_i A_i - 2\omega_i \Gamma_{ip} |A_p|^2 A_i - \omega_i \Gamma_4 A_p^2 A_s^* \quad (4.3.3)
\end{align*}

where $\beta_{p,s,i} = \beta(\omega_{p,s,i})$. For convenience, we take $\Gamma_p = \Gamma_{ppp}, \Gamma_{sp} = \Gamma_{sps} \Gamma_{ip} = \Gamma_{ipp} \Gamma_4 = \Gamma_{isp} = \Gamma_{isp}$. Assuming $A_s, A_i \sim e^{iqz}$, parametric amplification occurs when $g = Re(q) > 0$. From equations 4.3.1-4.3.3 it is straightforward to derive the corresponding condition of existence of MI and gain [120]:

\begin{align*}
  4\gamma_- |A_p|^2 < \delta \beta < 4\gamma_+ |A_p|^2 \quad (4.3.4) \\
  g &= \frac{1}{2} Re(\sqrt{(4\gamma_+ |A_p|^2 - \delta \beta)(\delta \beta - 4\gamma_- |A_p|^2)}) \quad (4.3.5) \\
  \gamma_\pm &= \left(\omega_s \Gamma_{sp} + \omega_i \Gamma_{ip} - \omega_p \Gamma_p \pm \sqrt{\omega_s \omega_i \Gamma_4^2}/2 \right) \quad (4.3.6)
\end{align*}

In the absence of dispersion of nonlinearity, i.e., assuming all coefficients $\Gamma$ in equation 4.3.6 to be equal, it is easy to see that $\gamma_- > 0$, and therefore MI is only possible when $\delta \beta > 0$, which is the well-known textbook condition [1]. In particular, if $\beta(\omega)$ can be approximated by a parabola in a vicinity of $\omega_p$ [i.e., $\beta_{i>2} = 0$ in equation 4.2.5], as we discussed above, the conventional
MI condition can be recovered: $\beta_2 = \partial^2 \beta(\omega_p) < 0$, which corresponds to anomalous GVD, see Figure 4.2.3(a).

It should be pointed out that no gain is possible if the pump power $P$ is below the threshold pump power:

$$P > P_{th} = |\delta \beta|/(4|\gamma_-|). \quad (4.3.7)$$

Recently, we identified a novel mechanism supporting MI when $\delta \beta < 0$ provided $\gamma_- < 0$. Dispersion of nonlinearity is obviously responsible for this\[126\]. Note that $\Gamma(\omega)$ should be able to make $\gamma_-$negative, which generally implies $\tilde{\gamma}_2 = \partial^2 \tilde{\gamma} \neq 0 \quad [126]$, see equation 4.2.3.

Different coefficients $\Gamma$ entering the condition in equation 4.3.4 are plotted for the AlGaAs and silicon waveguides in Figure 4.1.3(a) and (b), respectively. Apparently, in both examples, factorization approximation works well in a wide range of signal/idler wavelengths, and therefore one can benefit from using the more convenient for analysis pulse propagation equation 4.2.4.

In the presence of only first-order and second-order dispersions of nonlinearity in the equation 4.2.4, Expanding $a$ as the sum for the pump, signal and idler waves: $a = a_p(z)e^{i\kappa_p z} + a_s(z)e^{i\kappa_s z - \delta \kappa z} + a_i(z)e^{i\kappa_i z + \delta \kappa z}$, where $a_p, a_s, a_i$ stand for pump, signal and idler waves and $\delta$ is frequency shift, and substituting it into equation 4.2.4. After several calculations, for strong pump and small signal and idler waves, we obtain the following equations:

$$i\frac{\partial a_s}{\partial z} = (-\tilde{\gamma}_0 - \tilde{\gamma}_1 \delta - \frac{\tilde{\gamma}_2}{2} \delta^2) a_p^2 a_i^* e^{i\delta \kappa z} \quad (4.3.8)$$

$$i\frac{\partial a_i}{\partial z} = (-\tilde{\gamma}_0 + \tilde{\gamma}_1 \delta - \frac{\tilde{\gamma}_2}{2} \delta^2) a_p^2 a_s^* e^{i\delta \kappa z} \quad (4.3.9)$$

The growth rate of MI is given by:

$$g = Re \sqrt{-\frac{1}{4} \delta k^2 + \delta k(\tilde{\gamma}_0 P + \tilde{\gamma}_2 P \delta^2) - \tilde{\gamma}_0 \tilde{\gamma}_2 \delta^2 P^2 - \frac{3}{4} \tilde{\gamma}_2^2 P^2 - \tilde{\gamma}_1^2 \delta^2 P^2} \quad (4.3.10)$$

where $P$ is the pump power and $P = |A_p|^2$, and $\delta k$ is linear mismatch. By ignoring all of the nonlinear dispersion terms, the conventional gain expression\[1\] can be restored.
Figure 4.3.2: Gain based on equation 4.3.10 as functions of signal and idler wavelengths for the pump wavelength $\lambda_p = 1.665\mu m$ and pump power $|A_p|^2 = 150W$.

Figure 4.3.3: Threshold power $P_{th}$ as function of signal and idler wavelength. The red curve shows computed $P_{th}$ using equation 4.3.6 and 4.3.7. The $P_{th}$ computed from equation 4.3.11 and 4.3.7 for the same pump wavelength 1.665$\mu m$. 


To gain the direct insight, instead of calculating the five complex nonlinear coefficients, in chapter 2, by employing the minimal model[3.4.2] the MI condition has the simple form: \( \Gamma_\omega = \frac{1}{2} \gamma_2 \Omega^2 < 0 \). Therefore, the condition transforms to: \( \gamma_2 < 0 \). In the present work, it is obvious that \( \gamma_\omega (\delta = \omega_p - \omega_s) \) is given by:

\[
\gamma_\omega = \frac{\tilde{\gamma}_0 + \tilde{\gamma}_2 \delta^2 - \sqrt{(\tilde{\gamma}_0 + \tilde{\gamma}_2 \delta^2)^2 - \tilde{\gamma}_1^2 \delta^2}}{2} \quad (4.3.11)
\]

From this expression, one can see that the MI gain is crucially determined by the sign of \( \tilde{\gamma}_2 \), and \( \tilde{\gamma}_1 \) doesn’t affect the gain condition. We derive that \( \gamma_\omega \) is always negative for small enough detunings \( \delta \), provided the following condition is satisfied:

\[
G = \frac{\tilde{\gamma}_0 \tilde{\gamma}_2}{\tilde{\gamma}_1} < -1 \quad (4.3.12)
\]

For the typical case of focusing Kerr nonlinearity, the nonlinear coefficient is positive: \( \tilde{\gamma}_0 > 0 \), and therefore the above condition implies, in particular, that \( \tilde{\gamma}_2 < 0 \). While only one coefficient \( \Gamma_\omega \) is needed to compute the modified nonlinear coefficient \( \tilde{\gamma}_\omega \), see Equation 4.2.3, the condition in equation 4.3.12 is much more convenient for analysis of MI, as compared to the direct computation of \( \gamma_\omega \) from equation 4.3.6.

In the following section, as an example, we consider a suspended 300\( \text{nm} \times 500\text{nm} \) Al\(_{0.25}\)Ga\(_{0.75}\)As waveguide [126] with the geometry and profile of one of the guided quasi-TE modes (dominant electric field component is oriented horizontally) shown in Figure 4.1.1. As we know, AlGaAs has a strong and instantaneous Kerr nonlinearity, and also the linear and two photon absorption[48, 129] are negligible when the operation wavelength is larger than 1.5\( \mu \text{m} \). Figure 4.2.3 shows that the GVD is normal \( (\beta_2 < 0) \) for \( \lambda > 1.659\mu \text{m} \). The nonlinear coefficient \( \tilde{\gamma}_\omega \) is shown in Figure 4.2.1. Analysis of the equation 4.3.12 indicates possibility to observe MI in a wide window of wavelengths within the range of normal GVD: 1.66\( \mu \text{m} \times 1.76\mu \text{m} \), see Figure 4.2.3(b) and shaded area in Figure 4.2.3(a). The plot of \( \delta \beta \) as function of the signal and idler wavelengths is shown in Figure 4.3.1(a). One can see that \( \delta \beta \) is negative over the whole range. It should be emphasized that, for \( \delta \beta < 0 \), MI condition can be satisfied only via the mechanism of dispersion of nonlinearity compensating for the linear mismatch, which is independent from higher order dispersions of linear
Figure 4.3.4: MI development with 100ps pulse excitation: (a) output spectra in frequency domain after \( z = 0.4 \text{mm} \) propagation distance. The pump, signal and idler wavelengths are: \( \lambda_p = 1.665\mu \text{m}, \lambda_s = 1.7\mu \text{m}, \lambda_i = 1.6314\mu \text{m} \). Thin solid curve corresponds to wavelength-independent nonlinearity, dotted red/gray curve to self-steepening only, and thick solid curve to full dispersion of nonlinearity. Pump peak power is 150W. The inset shows the MI at signal wavelength 1.7\( \mu \text{m} \). (b) Conversion efficiency as a function of the pump peak power. Full/open circles correspond to the full/self-steepening only dispersion of nonlinearity. Full squares correspond to the same as full circles, but for 10ps pulse excitation. Vertical dashed line indicates the threshold power for the case of three interacting waves \[126\]. The signal peak power is fixed to 0.1mW in all simulations.
Choosing $\lambda_p = 2\pi c/\omega_p = 1.665\mu m$, we compute $\gamma_-$ by using the original definition in equation 4.3.6 and the reduced expression in equation 4.3.11 both appear to be in good agreement as shown in Figure 4.3.1(b). For comparison, we also compute $\gamma_-$ by using the standard definition of the nonlinear coefficient, i.e., by replacing all $\tilde{\gamma}_i$ with $\gamma_i$ in equation 4.3.11 see the dashed curve in Figure 4.3.1(b). Apparently, the modified nonlinear coefficient, which has been derived on the basis of the factorization approximation in equation 4.1.3 gives a much better agreement with the original model in equation 2.3.18.

The computed coefficient $\gamma_-$ is negative in the broad range of the signal and idler wavelengths. This result is consistent with the condition in equation 4.3.12. While $\delta \beta$ is negative for the chosen pump wavelength, see Figure 4.3.1(a), MI can be provided only through the mechanism related to the dispersion of nonlinearity. Figure 4.3.2 shows the computed gain coefficient $g$ for the pump power of $|A_p|^2 = 150W$. In this case, the maximum gain of $g = 5000 m^{-1}$ is achieved for the signal located at around $\lambda_s = 1.7\mu m$ (idler is at $\lambda_i = 1.63\mu m$). It is instructive to note that the MI length is $L_{ML} = 1/g \sim 0.2mm$. In our simulation, for the duration of pulse $T_0 = 100ps, 10ps$, the dispersion length $L_D = T_0^2/|\beta_2|$ and the walk-off length $L_W = T_0|1/v_{g,s} - 1/v_{g,i}|$ between the signal and idler wave are both much larger than the MI length, which ensure that our analytical approach can provide a good prediction. For pump wavelength $\lambda_p = 1.665\mu m$, the threshold pump power $P_{th}$ is computed and is shown in Figure 4.3.3 by using equations 4.3.6 (red curve) and 4.3.11 (black curve). They are considerably in agreement with each other, which provides a further evidence about the MI predicted by equation 4.2.4. It should be noted that the $P_{th} = 115W$ for $\lambda_s = 1.7\mu m$ ($\lambda_i \approx 1.63\mu m$).

While the condition in equation 4.3.6 was obtained under approximation of three interacting harmonics, to analyze the role of finite pump bandwidth and higher harmonics excitation in the development of MI, the picosecond sech pulse centered at wavelength $1.665\mu m$ with duration $T_0 = 100ps$ and peak power $150W$ is incident to waveguide together with a weak signal wave at $1.7\mu m$ with the same duration (peak power $0.1mW$). The signal pulse triggers MI and is located at the wavelength for which the maximum gain is predicted...
when CW pump of the same power is used, see Figure 4.3.2. Such setup corresponds to the case of seeded MI [139] and requires relatively short propagation distances if compared to noise- or waveguide impurity-induced MI. The orders of polynomial expansions of linear and nonlinear dispersion operators, equations 4.2.5 and 4.2.6 were taken as \( N_D = 11 \) and \( N_G = 7 \), respectively, providing with a good fit of numerically computed functions \( \beta(\omega) \) and \( \tilde{\gamma}(\omega) \) across the range of wavelengths \( 1.4\mu m < \lambda < 2\mu m \).

The output spectrum in frequency domain after the propagation distance up to \( z = 0.4mm \) are demonstrated in Figure 4.3.4(a). Both signal and idler are boosted in power due to the development of MI. To confirm the importance of the dispersion of nonlinearity in this process, we repeated simulations with the truncated versions of the nonlinear operator in 4.2.6 having \( N_G = 0 \) (wavelength-independent nonlinearity) and \( N_G = 1 \) (self-steepening only). In both cases, the output signal and idler spectral peaks are similar (they are nonzero because the signal is seeded) and significantly lower than those with the full dispersion of nonlinearity operator, see Figure 4.3.4(a).

To investigate the impact of peak power of the pulse on MI, we introduce the conversion efficiency \( \eta \), which is defined as:

\[
\eta = \frac{p_{i,\text{out}}}{p_{s,\text{in}}}
\]

where \( p_{i,\text{out}} \) is the output power of idler wave and \( p_{s,\text{in}} \) is the input power of signal wave. In Figure 4.3.4(b) the conversion efficiency [139] is plotted as function of the pump pulse peak power. \( p_{i,\text{out}} \) and \( p_{s,\text{in}} \) were computed by the integration of the respective narrow frequency intervals. According to the analytical estimation based on the three waves approximation, no gain is possible below the threshold pump power \( P_{th} \), while above this threshold the gain increases with pump power [126]. For the chosen signal wavelength, from Figure 4.3.3, we evaluate the threshold power to be \( P_{th}(\lambda = 1.7\mu m) = 115W \), see the vertical dashed line in Figure 4.3.4(b). When using pulse excitation, we found that the conversion efficiency grows steadily with the pump power. Note that if we keep the self-steepening type of dispersion of nonlinearity only, the conversion efficiency remains low at all powers, see open circles in Figure 4.3.4(b). This confirms that the observed gain is due to the higher-order
Figure 4.4.1: MI development with 10ps pulse excitation: (a) evolution of the spectrum with propagation distance and (b) output signal in time domain after the propagation distance of $z = 0.8\,\text{mm}$. The inset zooms in the central region of the pulse, where formation of a periodic sequence of ultra-short pulses is clearly visible. The pump/seed peak power is 150W./0.1mW; other parameters are the same as in Figure 4.3.4.

dispersion of nonlinearity.

For shorter pulse durations we obtained qualitatively similar results, but the conversion efficiency becomes higher, see full squares in Figure 4.3.4(b). This growth can be explained by the spectral broadening of the signal and idler due to the self-phase modulation$[1]$, which becomes more pronounced for shorter pulses. The broadening effectively acts as a secondary seed, expanding the range of seed/idler frequencies to be parametrically amplified.

### 4.4 Frequency comb generation

As the signal ($\omega_p + \delta$) and idler ($\omega_p - \delta$) are amplified continuously, the sidebands at $\omega_p \pm \delta$ eventually become strong and the perturbation becomes very large. Therefore, as we know, the linear stability analysis is not valid. Evolution of the modulated state is then completely governed by the NLS equation$[4.2.4]$. From Figure 4.4.1(a), one can see that their interaction with the pump produces higher-order sidebands, which are located at $\omega_p \pm m\delta$ ($m = 2, 3, ...$). The process is repeated in the cascaded manner, eventually leading to the generation of a frequency comb. In time domain, this corresponds to the formation of a periodic sequence of ultrashort pulses, see Figure 4.4.1(b).
In this section, we discuss the impact of dispersion of nonlinearity on spectral broadening of ultrashort pulses. This renowned phenomenon occurs in a wide range of nonlinear media. Particularly in optical fibers, octave-wide spectral broadening from a sub-picosecond pulse, optical supercontinuum, has been studied for decades and applied to a range of fields as the convenient tool for generation of coherent radiation [140]. The theoretical foundation for spectral broadening in optical fibers is well established nowadays; in particular, it is recognized that the phenomenon occurs as the interplay between linear dispersion and nonlinearity. The broadest spectra are achieved by pumping near the zero GVD wavelength, where the dispersion changes its sign from anomalous to normal or vice versa [140].

Recently, spectral broadening and frequency conversion in SOI waveguides has become a focus of research [141, 112]. High nonlinear coefficient of silicon, combined with strong and tunable dispersion of SOI nano-waveguides, ensures nonlinear effects happening more effectively and over much shorter propagation distances than in conventional fibers. However, silicon has strong two-photon absorption (TPA) near the standard telecom wavelength of $\lambda = 1.55\mu m$[49].
which brings major limitations to the nonlinear performance of SOI waveguides. TPA can be characterized by the ratio $\alpha_{TPA}$ of the real and imaginary parts of the nonlinear susceptibility of silicon [88]:

$$\chi^{(3)} = \chi(1 + i\alpha_{TPA}).$$

Figure 4.5.2 shows the experimental data for $\alpha_{TPA}$ in bulk silicon (adapted from [49]) together with a simple fit $\alpha_{TPA} = 0.03/\pi \cdot \arctan((\omega - \omega_c)/\omega) + \pi/2$, $\lambda_c = 2\pi c/\omega_c = 2 \cdot 10^{13} \text{s}^{-1}$, used in our calculations. As one can see, TPA sharply drops and becomes practically negligible beyond 2 $\mu$m.

We choose the geometry of SOI waveguide shown in Figure 4.5.1. For the selected waveguide dimensions, the quasi-TE mode has zero GVD at $\lambda \approx 2.27 \mu m$, see Figure 4.5.3(a). By pumping near this wavelength, one should expect to benefit from a reduced TPA rate. Figure 4.5.4 illustrates spectral broadening for the case of 100fs input sech pulse with the peak power of 100W and central wavelength of $\lambda_0 = 2.2 \mu m$. This result was obtained by numerical integration of equation 4.2.4 with the wavelength-independent nonlinear coefficient, i.e., $N_G = 0$ in the expansion of the nonlinear operator in equation 4.2.6 and with no account of TPA. The spectrum evolves following the typ-
Figure 4.5.3: (a) Calculated GVD and (b) nonlinear coefficient (real part), for the quasi-TE mode of SOI waveguide shown in Figure 4.5.1. Solid/dashed curve in (b) corresponds to the modified/conventional ($\tilde{\gamma}/\gamma$) nonlinear coefficient. In numerical simulations, we used polynomial fits of orders $N_D = 6$ and $N_G = 4$ to reproduce $\beta_2(\omega)$ and $\tilde{\gamma}(\omega)$dependencies, respectively.

Figure 4.5.4: Spectral broadening in SOI waveguide pumped at $\lambda_0 = 2.2\mu m$ by a 100$fs$ pulse with 100W peak power. The result is obtained for the case of wavelength-independent nonlinear coefficient, $\tilde{\gamma} = Const.$, TPA is neglected.
Figure 4.5.5: Spectral broadening in SOI waveguide: geometrical dispersion of nonlinearity. Output spectra at $z = 1\, \text{mm}$ calculated for the cases of wavelength-independent nonlinearity $\tilde{\gamma} = \text{Const}$. Const: (thin solid curve), self-steepening nonlinearity $\tilde{\gamma} = \omega \Gamma_0$ (dashed red/gray curve), and fully dispersive nonlinearity $\tilde{\gamma} = \omega \sqrt{\Gamma_0 \Gamma}$ (thick solid curve). Input parameters are the same as in Figure 4.5.4.

At the first stage ($0 < z < 0.7\, \text{mm}$) spectrum broadens symmetrically due to the self-phase modulation of the pulse. For larger distances, the interplay between dispersion and nonlinearity becomes important. This causes a considerable spectral asymmetry, with more power being concentrated in the long-wavelength part of the spectrum.

After $z = 1\, \text{mm}$ propagation distance, the output spectrum covers the wide range of wavelengths $1.8\, \mu\text{m} < \lambda < 2.6\, \mu\text{m}$. According to our calculations, the real part of the nonlinear coefficient changes significantly in this wavelength range, see Figure 4.5.3(b). Also, a large part of the output spectrum falls into the range of strong TPA. Therefore, both geometrical and material dispersions of nonlinearity are expected to influence the spectral broadening process.

In Figure 4.5.5, output spectra are compared for three different cases: with constant nonlinear coefficient, self-steepening only, and full geometrical dispersion of nonlinearity. TPA was disregarded in all these simulations. Self-steepening enhances spectral asymmetry by lowering and shifting peak in the short-wavelength part of the spectrum and separating the long-wavelength
The effect of dispersion of TPA is summarized in Figure 4.5.6, where we compare cases of no TPA, wavelength-independent TPA, and dispersive TPA. As expected, inclusion of flat TPA rate $\alpha_{TPA} \equiv 0.03$ (Obviously, the part of spectral in the short wavelength wing falls into the range of wavelengths $1.7\mu m < \lambda < 1.9\mu m$, in which TPA is quite strong, see Figure 4.5.2. ) results in overall shrinking of the spectrum. Perhaps more surprisingly, fully dispersive TPA does not bring any noticeable spectral asymmetries and effectively acts as a reduced flat TPA. The reason for that is in the link between short- and long-wavelength wings of the spectrum, which has been analyzed in details in the context of supercontinuum generation in fibers [140]. In particular, spectral features in the normal GVD wing of generated supercontinua are generally defined by the positions and intensities of spectral peaks in the anomalous GVD wing. Apparently, this relation holds in the equation \[2.3.18\] while TPA affects
mostly the short-wavelength wing of the spectrum (where GVD is anomalous),
the spectral peaks in the long-wavelength wing (normal GVD) change accordingly.

4.6 Summary

Due to tight optical field confinement in subwavelength waveguide, the dispersion of nonlinear response can be increased significantly. Specifically, because of the low nonlinear loss in AlGaAs waveguides, we demonstrated that the MI exists for picosecond pulse under an appropriate threshold power, which is arisend from dispersion of nonlinearity independently in the regime of normal group velocity dispersion, by using a generalized NLS equation \[4.2.4\] with all the dispersion coefficients including nonlinear contributions derived from Maxwell equations following the perturbation expansion procedure by introducing factorization of the four-frequency dependence of the nonlinear coefficients $\Gamma_{nklm}$. The factorization was tested on different semiconductor waveguide geometries and found to approximate well the actual coefficients in the wide wavelength ranges, although a careful analysis of the general conditions of applicability of this approximation is still needed for future research.

Based on this model, the new MI gain and condition expressions have been obtained. Also, our results indicate that spectral broadening of pulses due to self-phase modulation plays an important role in the development of MI. In particular, MI is observed for pump pulse peak powers well below the threshold predicted for CW pump [126]. In addition, the conversion efficiency becomes higher when shorter pulses are used. Similar to the conventional MI, long-term evolution of the dispersion of nonlinearity induced MI leads to the cascaded generation of higher-order sidebands and associated formation of a sequence of ultrashort pulses.

We also considered an impact of the dispersion of nonlinearity on spectral broadening of short pulses in a SOI waveguide. We chose the geometry where the zero of GVD is located at around $\lambda = 2.27\mu m$. Pumping by 100fs pulses with 100W peak power in a vicinity of this wavelength, a considerable spectral broadening can be observed with the output spectra spanning from 1.8 to 2.6$\mu m$. The nonlinear coefficient changes significantly in this wavelength
range, causing clearly pronounced spectral asymmetries. Also, for silicon, the ratio of TPA to Kerr coefficients changes sharply around $\lambda = 2.2\mu m$, reaching its highest rate of $\alpha_{TPA} \approx 0.03$ below $1.9\mu m$ and being practically zero above $2.1\mu m$. However, the account for dispersive imaginary part of the nonlinear coefficient does not introduce any noticeable additional asymmetry in the output spectra, causing nearly even shrinkage and power loss on either side of the spectrum. This counterintuitive result is explained by the internal link between the edges of the spectrum, well analyzed in the context of optical fibers[40]. Although the long-wavelength wing remains in the range of negligibly small TPA, its structure still changes accordingly with the short-wavelength wing, the latter being affected by the strong TPA.
Chapter 5

Modulation instability and oscillating solitons in dielectric-metal-dielectric waveguides with PT-symmetry

MI is a well-known phenomenon induced by nonlinearity in many branches of physics. In nonlinear optics, the small noise or perturbation rapidly enhances because of the interaction of nonlinearity and diffraction or dispersion. Consequently, a constant amplitude pump wave or a broad optical beam decay into pulse trains or optical filaments, respectively. It was found that MI can lead to "oscillons" (or oscillating solitons) in granular systems, and also it is a mechanism behind the generation of rogue waves.

Recently, studies in quantum mechanics by Bender and co-worker demonstrated that even non-Hermitian Hamiltonians can have entirely real spectra provided they obey parity-time (PT) symmetry. Generally, the action of the parity P and time T operators is defined as $\hat{p} \rightarrow -\hat{p}, \hat{x} \rightarrow -\hat{x}$ and $\hat{p} \rightarrow -\hat{p}, \hat{x} \rightarrow \hat{x}, i \rightarrow -i$ (here, $\hat{p}, \hat{x}$ stand for momentum and position operators, respectively). It was found that Hamiltonian $\hat{H} = \hat{p}^2/2m + V(\hat{x})$ is PT symmetric if the condition $V(\hat{x}) = V^*(-\hat{x})$ is satisfied, where $V$ is the potential and $m$ is mass. In other words, PT symmetry requires that the real part of the potential $V$ is an even function of position $x$, while the imaginary part is odd, which means that the Hamiltonian has the form $\hat{H} = \hat{p}^2/2m + V_R(\hat{x}) + i\epsilon V_I(\hat{x})$. 
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where $V_R$ and $V_I$ are the symmetric and antisymmetric functions, respectively. One can see that the Hamiltonian is Hermitian only when $\epsilon = 0$.

Optics provides an appropriate platform in which PT concept from quantum mechanics can be realized analytically and experimentally. In particular, the quantum mechanical Schrodinger equation is equivalent to the pulse propagation equation and the real and imaginary parts of the index of refraction can be manipulated. Based on these considerations, we can design a PT-symmetric system by satisfying $n_R = n_R(-x)$, $n_I = -n_I(-x)$. Such PT-symmetric system firstly has been achieved in optical coupler with balanced gain and loss [149] and in the temporal lattices [150]. The intriguing properties of PT symmetry causes extensive interests in theory and experiment [151, 152, 153, 154, 155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165]. Light in a linear couplers with PT-symmetry propagates in a non-reciprocal manner [149]. Beam dynamics (especially, Bloch oscillation and discrete diffraction) in PT-symmetric lattices has been investigated [151, 152, 153, 154, 155]. By considering the non-linearity of the waveguides, the optical soliton in different PT potentials and breathers [165] in optical couplers have been observed theoretically. Therefore, these experimental and theoretical works discussed above suggest that such dielectric waveguides with PT-symmetry can be used for light controlling.

Lately, due to the ability to manipulate light in a nanometer size regime and a great deal of applications from nanoscale photonic devices to biological sensors [171, 172], in dielectric-metal (plasmonic) systems, surface plasmon polaritons (SPPs), which are exponentially localized, are explored extensively. The stable spatial plasmon soliton excited below the surface plasmon frequency has been demonstrated by using Ginzburg-Landau equation in dielectric-metal waveguides with gain and loss [177, 178, 179]. On the other hand, specifically, the localized surface plasmon resonances (localized SPPs) have been excited by direct illumination using arrays of plasmonic nanotubes [173, 174]. Furthermore, for a nanoparticle chain driven by an optical field with the frequency close to the frequency of the surface plasmon resonance of an individual particle, oscillating soliton (oscillon) has been found [175, 176].

Inspired by these works, it is natural to expect that the combination of strong surface plasmon resonances and PT-symmetry may open up a new way
for light manipulating. In this chapter, importantly, one assumption is made by assuming that the localized SPPs can be described by two coupled equations (see below). Based on these equations, we investigate the temporal evolutions of fundamental and one-ring solitary waves with phase dislocation in dielectric-metal-dielectric waveguides with PT-symmetry and numerically analyze the properties of these nonlinear localized modes and reveal different scenarios of their instability. In particular, we demonstrate that the stable oscillating soliton and long-lived breather do exist over a wide range of parameters (see below for details).

5.1 Model and stationary solutions

As mentioned above, SPPs are guided along metal-dielectric interfaces and can be created through the coupling of the light to oscillations of the conductor’s electron plasma. There are two kinds of SPPs depending on how they are excited. One is the SPPs propagating at a interface excited at frequencies below the surface plasmon frequency $\omega_{sp}$\cite{177,180}. The model describing propagating SPPs has been derived in different geometries by taking into account the full vectorial nature of the guided waves\cite{177,179,181}. The other one is the localized SPPs\cite{133,180} excited at frequencies close to $\omega_{sp}$. In particular, in the absence of damping of the conduction electron oscillation\cite{180}, as the frequency approaches $\omega_{sp}$, the wave vector $\beta$ goes to infinity and the group velocity $v_g$ tends to 0, which implies that the SPPs is confined to the interface without propagating. Here, in the case of localized SPPs, to demonstrate the dynamics of the self-trapped beams in sandwich waveguides composed of two dielectric layers with gain and loss and a thin metal stripe where SPPs at the two interfaces are coupled, which is schematically depicted in Figure 5.1.1(a), two coupled equations, which describe the temporal evolution of localized SPPs, are employed. By scaling our variables carefully, we obtain the following dimensionless form:

\[ iU_t + U_{xx} + U_{yy} + \frac{|U|^2 U}{1 + \alpha |U|^2} = -V + i\gamma U \]
Here \( t \) is the temporal coordinate and \( x \) and \( y \) are the transverse coordinates. The in-plane diffraction of SPPs happens along \( x \) and \( y \) directions, see Figure 5.1.1(a). \( \alpha \) is a saturation parameter and by taking \( \alpha = 0 \), Kerr nonlinearity can be recovered. The \( U \) and \( V \) variables are the normalized complex amplitudes. In the right-hand side of equation 5.1.1, the first terms describe the coupling between two modes through the overlap of their tails. The second terms account for the balanced gain in the top layer and loss in the bottom layer, which explains how the PT-symmetry can be achieved by properly choosing the complex refractive index\[149\].

It should be noted that one can find stable solitons within certain area employing Kerr nonlinearity in two dielectric layers when the in-plane diffraction of SPPs happens along \( x \) or \( y \) direction\[169\]. However, for Kerr nonlinearity, by extending the system to include two diffraction directions, we found that stationary solutions are unstable in the whole parameter plane of \( \alpha \) and \( \gamma \) (see Figure 5.3.1). Therefore, in this work, we only focus on self-focusing saturable nonlinearity. Before we start our analysis, we should note that, in this dissipative system, the individual powers and total power are both not conserved if \( \gamma \neq 0 \). However, they can provide very useful information for the understanding of the soliton and MI, therefore we write these two expressions here for convenience:

\[
P_U = \iint |U|^2 dx dy, P_V = \iint |V|^2 dx dy \tag{5.1.2}
\]

\[
P_T = P_U + P_V \tag{5.1.3}
\]

Below, in order to obtain the stationary solutions in sandwich waveguides with saturable nonlinearity, it is convenient to introduce the polar coordinate and finally we arrive at:

\[
i \frac{\partial U}{\partial t} + \frac{\partial^2 U}{\partial r^2} + \frac{1}{r} \frac{\partial U}{\partial r} + \frac{1}{r^2} \frac{\partial^2 U}{\partial \phi^2} + \frac{|U|^2 U}{1 + \alpha |U|^2} = -V + i\gamma U
\]
Figure 5.1.1: (a) A schematic of dielectric-metal-dielectric structure with gain (top layer) and loss (bottom layer). (b) Plot of the field amplitude $\Psi(r)$ for $m = 0, 1, 2$, and $\gamma = 0.4, a = 1.0409, \alpha = 0.1$.

Figure 5.1.2: Plots of power $P_{UV}$ for fundamental solitons as function of $a$ and $\gamma$. The values of parameters are as follows: (a), $\gamma = 0.4$; (b), $\Omega = 1.5$. Note that $\cos \theta > 0$ for both plots.
\[
\frac{i}{\partial t} \frac{\partial V}{\partial t} + \frac{\partial^2 V}{\partial t^2} + \frac{1}{r} \frac{\partial V}{\partial r} + \frac{1}{r^2} \frac{\partial^2 V}{\partial \varphi^2} + \frac{|V|^2 V}{1 + \alpha |V|^2} = -U - i\gamma V \quad (5.1.4)
\]

We make a transformation by using the following form \[162\]:

\[
U(r, \varphi, t) = e^{i(\Omega t - \theta)} u(r) e^{im\varphi}, V(r, \varphi, t) = e^{i\Omega t} v(r) e^{im\varphi} \quad (5.1.5)
\]

where $\theta$ is a constant satisfying $\gamma = \sin \theta$ and $\Omega$ is a real parameter. $m$ must be integer. For the ground state, there is no phase singularity, thus, $m = 0$. Substituting \[5.1.5\] to \[5.1.4\] the resulting coupled equations in polar coordinate are:

\[
\begin{align*}
\Omega u + \frac{\partial^2 u}{\partial r^2} + \frac{1}{r} \frac{\partial u}{\partial r} - \frac{m^2}{r^2} u + \frac{|u|^2 u}{1 + \alpha |u|^2} &= -v \cos \theta + i\gamma (u - v) \\
\Omega v + \frac{\partial^2 v}{\partial r^2} + \frac{1}{r} \frac{\partial v}{\partial r} - \frac{m^2}{r^2} v + \frac{|v|^2 v}{1 + \alpha |v|^2} &= -u \cos \theta + i\gamma (u - v) 
\end{align*} \quad (5.1.6)
\]

Furthermore, to find a special stationary solution, we assume $u = v = \Psi$. Therefore, the equations \[5.1.6\] are reduced to the scalar nonlinear Schrödinger equation:

\[
\frac{\partial^2 \Psi}{\partial r^2} + \frac{1}{r} \frac{\partial \Psi}{\partial r} - \frac{m^2}{r^2} \Psi - a^2 \Psi + \frac{|\Psi|^2 \Psi}{1 + \alpha |\Psi|^2} = 0, \quad (5.1.7)
\]

where $a^2 = \Omega - \cos \theta$. Note that, according to the sign of $\cos \theta$, the stationary solution of equation \[5.1.7\] can be classified into two families. One has $\cos \theta = \sqrt{1 - \gamma^2} > 0$; the other one has $\cos \theta = -\sqrt{1 - \gamma^2} < 0$. It should be stressed that only when $\gamma < 1$, these two families solutions could exist. Assuming that this restriction always holds, equation \[5.1.7\] was solved numerically using Newton method. Typical profiles of $\Psi$ for different values of $m$ are presented in Figure 5.1.1(b). In addition, for fundamental solutions, Figure 5.1.2 shows that the power $P_{U,V}$ increases with $a$ and $\gamma$ when $\cos \theta > 0$. We also found two-, three-, and many-ring solutions with or without a central phase singularity. However, in this work, currently, we only concentrate on the ground state and one-ring solution with a phase singularity.
at the center. As we know, based on equation 5.1.7 (in conserved systems), numerical simulations and analytical method through applying the Vakhitov-Kolokolov stability criterion\cite{5, 170} indicate that all of the ground states in the saturable media are stable. Also, all higher-order solitons (soliton with one or two or many rings) are not stable although the saturable nonlinearity can suppress the instability\cite{182}. In the Hamiltonian systems, because of an azimuthal symmetry-breaking instability, it was shown that, theoretically, the ring-shaped solitons break up into multiple fundamental solitons depending on topological charge $m$\cite{170, 183, 184, 185}. This kind of instability has been observed experimentally in Kerr-type and quadratic nonlinear media\cite{186, 187, 188}. Our aim in next section is to numerically investigate the stability of these special solutions 5.1.5 (solutions with or without phase dislocation) in dielectric-metal-dielectric waveguides with saturable nonlinearity for dissipative system.

5.2 Linear stability analysis

The stationary solutions are not necessarily stable. Therefore, one should study how they react to small perturbation. The linear stability analysis is well established for the models similar to ours\cite{5}. Below, we follow the normal procedure as described in Refs.\cite{5} to analyze the stability of the stationary solutions obtained by numerically solving the equation 5.1.7.

To identify the stability of the two families of solitons, we consider the small perturbations of the stationary solution:

$$
U(r,\varphi,t) = \Psi(r) + \delta U(r,\varphi,t), \ V(r,\varphi,t) = \Psi(r) + \delta V(r,\varphi,t)
$$

(5.2.1)

and linearize the equations 5.1.4 in $\delta U$ and $\delta V$. The following coupled equations are obtained:
\[
\begin{align*}
i \frac{\partial \delta U}{\partial t} + \frac{\partial^2 \delta U}{\partial r^2} + \frac{1}{r} \frac{\partial \delta U}{\partial r} - \frac{m^2}{r^2} \delta U + \frac{1}{r^2} \frac{\partial^2 \delta U}{\partial \varphi^2} + 2im \frac{\partial \delta U}{\partial \varphi} - \Omega \delta U + \frac{\Psi^2 \delta U}{1 + \alpha \Psi^2} + \frac{\Psi^2 \delta U^*}{(1 + \alpha \Psi^2)^2} &= -\cos \theta \delta V + i\gamma (\delta U - \delta V) \\
\end{align*}
\]

(5.2.2)

\[
\begin{align*}
i \frac{\partial \delta V}{\partial t} + \frac{\partial^2 \delta V}{\partial r^2} + \frac{1}{r} \frac{\partial \delta V}{\partial r} - \frac{m^2}{r^2} \delta V + \frac{1}{r^2} \frac{\partial^2 \delta V}{\partial \varphi^2} + 2im \frac{\partial \delta V}{\partial \varphi} - \Omega \delta V + \frac{\Psi^2 \delta V}{1 + \alpha \Psi^2} + \frac{\Psi^2 \delta V^*}{(1 + \alpha \Psi^2)^2} &= -\cos \theta \delta U + i\gamma (\delta U - \delta V) \\
\end{align*}
\]

(5.2.3)

It is convenient to make a transformation by using the symmetric and antisymmetric combinations:

\[p = \delta U + \delta V, \quad q = \delta U - \delta V.\]

Hence, the new form of linearized equations (5.2.2) and (5.2.3) are given by:

\[
\begin{align*}
i \frac{\partial p}{\partial t} + \frac{\partial^2 p}{\partial r^2} + \frac{1}{r} \frac{\partial p}{\partial r} - \frac{m^2}{r^2} p + \frac{1}{r^2} \frac{\partial^2 p}{\partial \varphi^2} + 2im \frac{\partial p}{\partial \varphi} - \Omega p + \frac{\Psi^2 p}{1 + \alpha \Psi^2} + \frac{\Psi^2 p^*}{(1 + \alpha \Psi^2)^2} &= -\cos \theta p + 2i\gamma q \\
\end{align*}
\]

(5.2.4)

\[
\begin{align*}
i \frac{\partial q}{\partial t} + \frac{\partial^2 q}{\partial r^2} + \frac{1}{r} \frac{\partial q}{\partial r} - \frac{m^2}{r^2} q + \frac{1}{r^2} \frac{\partial^2 q}{\partial \varphi^2} + 2im \frac{\partial q}{\partial \varphi} - \Omega q + \frac{\Psi^2 q}{1 + \alpha \Psi^2} + \frac{\Psi^2 q^*}{(1 + \alpha \Psi^2)^2} &= \cos \theta q \\
\end{align*}
\]

(5.2.5)

The general solution of the linearized problem for \(p\) and \(q\) can be expressed as a superposition of azimuthal Fourier modes \(e^{\pm iJ\theta} \quad (J = 0, 1, 2 \ldots)\) with complex coefficients depending on \(r\) and \(t\). Therefore, we set:

\[p = p_+(r) \exp(\nu t + iJ\varphi) + p_-(r) \exp(\nu^* t - iJ\varphi)\]

(5.2.6)
\[ q = q_+ (r) \exp(\nu t + iJ \varphi) + q_-^*(r) \exp(\nu^* t - iJ \varphi). \] (5.2.7)

Substituting equations 5.2.6 and 5.2.7 into 5.2.4 and 5.2.5, the eigenvalue problem can be given by:

\[ i\nu \vec{P} = \begin{pmatrix} L^p_+ & \frac{\Psi^2}{(1+\alpha\Psi^2)^2} & 2i\gamma & 0 \\ \frac{-\Psi^2}{(1+\alpha\Psi^2)^2} & L^p_- & 0 & -2i\gamma \\ 0 & 0 & L^q_+ & \frac{\Psi^2}{(1+\alpha\Psi^2)^2} \\ 0 & 0 & \frac{-\Psi^2}{(1+\alpha\Psi^2)^2} & L^q_- \end{pmatrix} \vec{P} \] (5.2.8)

where the operators can be written as:

\[ L^p_+ = -\left(\frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{(J + m)^2}{r^2}\right) - \Omega + \frac{\Psi^2}{1 + \alpha \Psi^2} + \frac{\Psi^2}{(1 + \alpha \Psi^2)^2} - \cos \theta \]

\[ L^p_- = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{(J - m)^2}{r^2} - \Omega + \frac{\Psi^2}{1 + \alpha \Psi^2} + \frac{\Psi^2}{(1 + \alpha \Psi^2)^2} + \cos \theta \]

\[ L^q_+ = -\left(\frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{(J + m)^2}{r^2}\right) - \Omega + \frac{\Psi^2}{1 + \alpha \Psi^2} + \frac{\Psi^2}{(1 + \alpha \Psi^2)^2} + \cos \theta \]

\[ L^q_- = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{(J - m)^2}{r^2} - \Omega + \frac{\Psi^2}{1 + \alpha \Psi^2} + \frac{\Psi^2}{(1 + \alpha \Psi^2)^2} - \cos \theta \]

and

\[ \vec{P} = \begin{bmatrix} p_+ \\ -p_- \\ q_+ \\ -q_- \end{bmatrix} \]

In order to eliminate the singularity where the operators \( L^p_+ \), \( L^p_- \), \( L^q_+ \), \( L^q_- \) tend to infinity when \( r = 0 \), we introduce:

\[ p_+ = x_1(r) r^{|m+J|}, p_- = x_2(r) r^{|m-J|} \] (5.2.9)
\[ \vec{q}_+ = x_3(r)r^{m+J}, \quad \vec{q}_- = x_4(r)r^{m-J} \]  \hspace{1cm} (5.2.10)

\[ i\nu \vec{X} = \begin{bmatrix}
L^1_+ & \frac{\Psi^2|m-J|-|m+J|}{(1+\alpha\Psi^2)^2} & 2i\gamma & 0 \\
-\Psi^2|m+J|-|m-J| & -L^-_2 & 0 & -2i\gamma \\
0 & 0 & L^3_+ & \frac{\Psi^2|m-J|-|m+J|}{(1+\alpha\Psi^2)^2} \\
0 & 0 & -\Psi^2|m+J|-|m-J| & -L^-_4
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix} \]

(5.2.11)

where

\[ L^1_+ = -\frac{\partial^2}{\partial r^2} - \frac{2|J + m| + 1}{r} \frac{\partial}{\partial r} + \Omega - \frac{\Psi^2}{1 + \alpha\Psi^2} - \frac{\Psi^2}{(1 + \alpha\Psi^2)^2} - \cos \theta \]

\[ L^-_2 = -\frac{\partial^2}{\partial r^2} - \frac{2|J - m| + 1}{r} \frac{\partial}{\partial r} + \Omega + \frac{\Psi^2}{1 + \alpha\Psi^2} - \frac{\Psi^2}{(1 + \alpha\Psi^2)^2} - \cos \theta \]

\[ L^3_+ = -\frac{\partial^2}{\partial r^2} + \frac{2|J + m| + 1}{r} \frac{\partial}{\partial r} + \Omega - \frac{\Psi^2}{1 + \alpha\Psi^2} - \frac{\Psi^2}{(1 + \alpha\Psi^2)^2} + \cos \theta \]

\[ L^-_4 = -\frac{\partial^2}{\partial r^2} - \frac{2|J - m| + 1}{r} \frac{\partial}{\partial r} + \Omega - \frac{\Psi^2}{1 + \alpha\Psi^2} - \frac{\Psi^2}{(1 + \alpha\Psi^2)^2} + \cos \theta \]

and

\[ \vec{X} = \begin{bmatrix}
x_1 \\
-x_2 \\
x_3 \\
-x_4
\end{bmatrix} \]

The equation 5.2.11 can be solved numerically. We reduce equation 5.2.11 to an algebraic eigenvalue problem by replacing the differential operators with the second-order finite differences. For large value of \( r \), \( \vec{X} \) tends to 0, and appropriate boundary conditions at \( r = 0 \) are given by equations 5.2.9 and 5.2.10. Although the equation 5.2.11 can be applied for investigating the fila-
ment dynamics after ring breakup [170], in this work, we mainly focus on the MI of fundamental solitons \((m = 0\), or without phase singularity).

The numerical study of eigenvalue problem 5.2.11 offers a direct information about where the stable fundamental soliton can be expected. Figure 5.3.1 presents this results. For \(\cos \theta > 0\), we found that the eigenvalues \(\nu\) are zeros below the solid blue line, which means that the stationary solutions do not grow exponentially with time. Above the solid blue line, the eigenvalues \(\nu\) are real numbers, and consequently, the solutions are unstable. Note that, for \(\cos \theta < 0\), the solitons are all not stable based on linear stability analysis and direct numerical simulation. In contrast, the unstable eigenmodes have complex eigenvalues and the magnitude of real parts are much smaller than it of imaginary parts. We also found that the lifetimes of the solitons with small values of \(a\) (in Figure 5.3.8, below the dashed line with circles numerically found by using equations 5.1.1) are very long. Therefore, in practice, they can be observed.

### 5.3 Time evolution of solitons

To further identify the stable soliton and unstable soliton and test the results of our stability analysis obtained above, we performed considerable numerical simulations of equations 5.1.1 with initial conditions in the form:

\[
U(r, \varphi) = e^{-i\theta}u(r)e^{im\varphi}(1 + s \cdot \text{random}),
\]

\[
V(r, \varphi) = v(r)e^{im\varphi}(1 + s \cdot \text{random}),
\]  

(5.3.1)

where \(\text{random}\) is the complex function consisting of real and imaginary parts which are evaluated by the standard uniform distribution on the open interval \((0, 1)\) and \(s\) is a constant. Simulation was carried out by using equations 5.1.1 on the rectangular grid with 512 \times 512 grid points along the \(x\) and \(y\) coordinates, respectively. As we know, generally the instability gets stronger for \(\alpha \to 0\) and it could be suppressed when \(\alpha\) gets larger [189][190]. It should be noted that, in our simulations, we take \(\alpha = 0.1\).
Figure 5.3.1: Plot of $a$ as function of $\gamma$. The dashed curve with circles directly obtained by simulating the equations 5.1.1 with initial conditions 5.3.1 and the solid blue line based on linear stability analysis indicate the boundary between stable soliton and unstable soliton (breakup of solitons). The star markers represent breakup of solitons (see Figure 5.3.5). The triangular markers mean diffraction of solitons (see Figure 5.3.4). The rectangular markers indicate breather (see Figure 5.3.6). The circles indicates the stable oscillating soliton. The parameter $\alpha = 0.1$.

5.3.1 Solitons for $\cos \theta > 0$

A solution of equations 5.1.4 is stable if none of the eigenmodes of the linear eigenvalue problem 5.2.11 grows exponentially. Soliton evolution with time is modelled numerically. Figure 5.3.1 presents the presence of stable fundamental soliton below the dashed line with circles and instabilities above the dashed line with circles. Three kinds of scenarios of instabilities have been identified.

Figure 5.3.2 shows the soliton evolution with time without initial noise. We performed a number of numerical simulations using equations 5.1.1 without initial noise. The solitons $U$ and $V$ almost stay unchanged apart from the small variation of the peak of soliton, see Figure 5.3.2(b). It should be emphasized that the demarcation line between the stable and unstable area based on numerical simulation is in agreement with the one from linear analysis (the solid blue line in Figure 5.3.1). From Figure 5.3.3(d), one can see that the individual power for $U$ or $V$ is a constant (the dashed grey line), which means that the gain can completely compensate for the loss during the evolution.
To further examine the robustness of self-trapped fundamental PT modes $U$ and $V$, considerable simulations have been done by adding low ($s = 0.01$) and high ($s = 0.025$) initial noises on amplitude and phase. Surprisingly, although the cross-section and peaks of solitons all vary with time notably, solitons can evolve stably for sufficient long time without any exponential decay or growth, see Figure 5.3.3(a)(b). Figure 5.3.3(c) shows that the period of peaks gets shorter whilst increasing the noise level. We should note that the individual power $P_U$ and $P_V$ and total power $P_T$ have a very small fluctuation along the time axis, see Figure 5.3.3(d). We assume that the power is conserved and this kind of soliton is called oscillating soliton. It is found that there is the small discrepancy between the dashed curve with circle obtained by direct simulations with initial noise and solid blue line based on linear stability analysis (Figure 5.3.1). Notably, the stable area shrinks when one adds noise on the system with PT symmetry. From our simulations, adding smaller perturbations, we found that the border (dashed curve with circle) numerically obtained approaches the one (solid blue line) from stability analysis.

Figure 5.3.4, 5.3.5 and 5.3.6 present the three scenarios of instabilities. The triangular markers in Figure 5.3.1 represent the diffraction of the solitons, which means that the soliton spread everywhere with time evolution. One of examples is shown in Figure 5.3.4. the cross-sections of the $U$ and $V$ both
Figure 5.3.3: (a) and (b) show the evolution of cross-sections of envelope $U$ along the time direction with $\gamma = 0.4, a = 0.2889, \alpha = 0.1$ and initial noise (a) $s = 0.01$, (b) $s = 0.025$. By adding noise to the initial amplitude and phase, we found that the oscillating soliton can propagate stably for long time. (c) Peaks of amplitude $U$ with initial noise $s = 0.01$ (dot-dash curve) and $s = 0.025$ (full red curve) as function of time $t$. (d) Horizontal dashed line mark the evolution of power for $U$ without noise with time. Dashed line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey full line represents the total power $P_T$ with noise $s = 0.025$. 
Figure 5.3.4: (a) The evolution of the cross-sections of soliton for $U$ with $\gamma = 0.1, a = 0.8397, \alpha = 0.1$. (b) Dot-dash line with circles and red full line indicate the individual power for $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$.

Figure 5.3.5: Breakup of the soliton for $U$ with $\gamma = 0.9, a = 0.5739, \alpha = 0.1$. The insets indicate the cross-sections corresponding to $t = 0, 79, 84$, respectively.
Figure 5.3.6: The plot of evolution of breathers (a) $U$ (b) $V$ with time with $\gamma = 0.4$, $a = 2.0208$, $\alpha = 0.1$. 
diffractions, and at the same time, the peaks of $U$ and $V$ both decay with time. The total power decreases at a specific point [Figure 5.3.4(b)].

In another scenario, the soliton blows up during the evolution. The star markers in Figure 5.3.1 represent breakup of solitons. The power and peaks of solitons all exponentially grow with time. However, the solitons $U$ and $V$ break up in a symmetric way and the eight small filaments are distributed symmetrically in the last stage (Figure 5.3.5).

In addition, the breakup of the unstable soliton results in the formation of a long-lived breather (Figure 5.3.6). Like the results presented in reference [169] and Figure 5.3.4(b), the component $V$ (mode amplitude in the bottom waveguides with loss) grows and $U$ decreases in the very initial stage ($t = 15 - 19$). Their cross-sections vary with time periodically, but they never go back to initial state. Accordingly, the individual powers and total power show a periodic behavior (Figure 5.3.7).

It is worth mentioning that the cross-section evolves stably in a periodic way (Figure 5.3.2, 5.3.3, 5.3.6), and even after the breakup of solitons, the eight filaments still could propagate periodically in time domain (Figure 5.3.5), which implies that the stable oscillating soliton or breather is a common phenomenon in the system with balanced gain and loss.
Figure 5.3.8: the dashed curve with circle shows the boundary between the long-lived soliton (eventually diffract, see Figure 5.3.9) and splitting and moving of the soliton. The red stars mark the splitting of the soliton (see Figure 5.3.12) and the plus markers indicate the moving of the soliton (see Figure 5.3.10) in the same direction.

5.3.2 Solitons for \( \cos \theta < 0 \)

To verify the predictions based on linear stability analysis, as we addressed above, we carried out numerical simulations of solitons with a range of amplitudes for different gain-loss rate \( \gamma \). The simulations of the whole \( \gamma \) regime are summarized in Figure 5.3.8. The red stars indicate that the solitons split into two breathers (Figure 5.3.12) and the plus markers represent that the instability of solitons leads to spontaneous motion of the two components \( U \) and \( V \) in the same direction (Figure 5.3.10).

For one-dimensional case\[169,165\] (only with \( x \) or \( y \) direction), the solitons for \( \cos \theta > 0 \) and \( \cos \theta < 0 \) are both stable for sufficiently small \( a \) (below a finite threshold). Although the soliton with \( \cos \theta < 0 \) has unstable eigenvalue (also its real part is exponentially small), the small-amplitude soliton doesn’t show any instability within the very long distance\[165\]. In contrast, in our case (for \( \cos \theta < 0 \)), numerically, we found that the \( U \) and \( V \) components with initial noise both decay eventually. Therefore, the peaks of amplitudes \( U \) and \( V \) decrease with time and the individual power \( P_U \) and \( P_V \) and total power \( P_T \) oscillates around the position of equilibrium, see Figure 5.3.9(b)(c)(d). On the contrary, Figure 5.3.9(a)(c)(d) shows that, without noise, the soliton is stable.
within a very long time, and the peaks and powers keep almost unchanged.

For soliton with $\cos \theta < 0$, one of the scenarios of instability is shown in Figure 5.3.10. The solitons start moving at $t \approx 60$ in the same direction, and transforming to breathers, followed by the decay of $U$ and $V$. Figure 5.3.11 demonstrates that the individual powers and total power oscillate with time, which is similar to variation of power in Figure 5.3.9(d) (the soliton both decay eventually in these two cases).

The other observed instability of solitons is demonstrated in Figure 5.3.12. In this case, with the increase of power (Figure 5.3.13), the soliton breaks up into a pair of breathers in order to shake off the extra energy. In particular, in our simulation, these two breathers evolve stably for sufficient long time if one take parameter $0.3 < \gamma < 0.5$.

In addition, it should be emphasized that the long-lived breathers can stay for long time if the gain-loss rate parameter $0.3 < \gamma < 0.5$ for $\cos \theta > 0$ and $\cos \theta < 0$, which indicates that, to practically observe these instabilities, one should choose $\gamma$ within this area.

5.3.3 Breakup of one-ring solutions with phase dislocation

Ring bright and dark soliton has drawn a great deal of interest in many branches of physics. For instance, In the context of Bose-Einstein condensates (BEC), The ring dark soliton is first introduced in the repulsive BECs[191]. Ring bright solitons are also observed In a binary BEC experiment[192, 193] and studied further theoretically for different winding number $m$ in the frame of the Gross-Pitaevskii equation[194, 195]. In optics, Ring-like vortex solitons were discovered for several types of nonlinear media[183, 184, 185]. As discussed above, the stability of these solutions has been investigated extensively in conserved systems[170, 183]. Both linear and nonlinear propagation of the beams with phase dislocations and the related angular momentum effects have been a very active research area[170, 183, 196, 197, 198, 199, 200]. For a system with balanced gain and loss, we expect the novel instability of solitons appearing.

As we mentioned before, when $m \neq 0$, the stationary solution with the
Figure 5.3.9: (a) and (b) show the evolution of cross-sections of one of the components $U$ along the time direction with $\gamma = 0.4$, $a = 0.5626$, $\alpha = 0.1$, $cos\theta < 0$, and initial noise (a) $s = 0$, (b) $s = 0.025$. By adding noise to the initial amplitude and phase, we found that the oscillating soliton can propagate stably for long time and eventually decay or spread everywhere, see (b). (c) Peaks of amplitude $U$ without initial noise (dot-dash curve) and Peaks of amplitudes $U$ and $V$ with $s = 0.025$ (full red curve and full black curve with circles) as function of time $t$. (d) Horizontal dashed line mark the evolution of power for $U$ without noise with time. Full line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey full line represents the total power $P_T$ with noise $s = 0.025$. 
Figure 5.3.10: (a) and (b) show the evolution of cross-sections of the components $U$ and $V$ with time. The two components both move in the same direction and finally decay. The parameters are as follows: $\gamma = 0.1, a = 1.2227, \alpha = 0.1, \cos\theta < 0$. 

*Figure 5.3.10: (a) and (b) showing the evolution of cross-sections of the components U and V with time. The two components move in the same direction and finally decay. Parameters are $\gamma = 0.1, a = 1.2227, \alpha = 0.1, \cos\theta < 0$.**
phase dislocation has been found in the system \([5.1.1]\) It is natural to ask if these solutions are stable. In the case of one-ring solutions, the linear stability analysis shows that the real part of the eigenvalues \(\nu\) are the real numbers. Therefore, all of the one-ring solutions are not stable. Below, through numerically integrating the equation \([5.1.1]\) by using Fast Fourier Transform for linear part of equation and the fourth-order Runge-Kutta method for nonlinear step, the dynamics of ring-like soliton is studied.

We first simulate the dynamic evolution of the ring soliton with \(m = 1\) for \(\cos \theta > 0\). Figure 5.3.14(a) shows that one-ring soliton breaks up into two breathers. Note that, for large value of \(a\) \((a = 1.756)\), the transverse velocity of soliton is bigger, see Figure 5.3.14(b). According to the power evolution shown in Figure 5.3.15, when \(t \approx 65\), the power increases to a specific value and oscillates again, which indicates that the breather is going to continuously break up. Figure 5.3.16 presents that, after \(t = 65\), in order to propagate stably further, one of the breathers split into three breathers, which is able to eliminate the extra energy obtained from the gain medium.

In the case of \(\cos \theta < 0\), for the ring soliton with \(m = 1\), two breathers form in the first stage. After \(t \approx 30\), surprisingly, these two breathers break up into four breathers with the decrease of oscillation of power, see Figure 5.3.17. To identify how the value of \(m\) influences on the dynamics of soliton,
Figure 5.3.12: (a) and (b) show the evolution of cross-sections of the components $U$ and $V$ with time. The two components both split into a pair of breathers. The parameters are as follows: $\gamma = 0.4, a = 1.7078, \alpha = 0.1, \cos \theta < 0,
Figure 5.3.13: Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. The parameters are same as in Figure 5.3.12.

below, we simulate the evolution of ring soliton with $m = 2$. Similarly, for $\cos \theta > 0$, the soliton split into four breathers and one of them disappears at $t \approx 40$. Numerically, we found that these three breathers still stay there after $t = 100$. For $\cos \theta < 0$, four breathers form when $t$ reaches to 30 and four breathers further dissociate and become eight breathers, followed by breakup when $t = 55$.

Figure 5.3.18(b) and Figure 5.3.19(b) show the motion trajectories of filaments after the breakup of a ring soliton. Clearly, one can see that the self-trapped filaments travel along the paths tangent to the initial ring.

5.4 Summary

In this chapter, we examined the stability of two families of solitons which are special stationary solution found through equations 5.1.5-5.1.7 in dielectric-metal-dielectric waveguides with balanced gain and loss. The main results can be summarized as follows.

(1) For solitons with $\cos \theta > 0$, below the critical values of $a$, which have been found numerically, the solitons with low and high level noises are stable by numerically testing several cases. Furthermore, for twelve values of
Figure 5.3.14: (a) Breakup of the one-ring solution $U$ with $a = 1.0409$. (b) The evolution of the unstable solution $U$ with $a = 1.0409$ (the black area) and $a = 1.756$ (the blue area). Here $\gamma = 0.4, \alpha = 0.1, m = 1, \cos \theta > 0,$
Figure 5.3.15: Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. The parameters are same as in Figure 5.3.6.

$\gamma = 0.1, 0.2, 0.3, 0.35, 0.4, 0.45, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99$, we simulated the evolutions of solitons with $a$ above the critical values, and three different scenarios of instability of solitons have been identified. When $0.3 < \gamma < 0.5$, long-lived breathers are formed. On the other hand, the two fields $U$ and $V$ grow with time monotonously and finally break up into several filaments, see Figure 5.3.5. In addition, $U$ and $V$ components both decay with time and spread everywhere, see Figure 5.3.4.

(2) In the case of solitons with $\cos \theta < 0$, all solitons are unstable. However, the lifetime of the solitons with small value of $a$ can survive for very long time. Therefore, they can be observed in practice. Also, the splitting and spontaneous moving of solitons have been found.

(3) For the ring solitons with a phase dislocation and $\cos \theta > 0$, we identified that, when $m = 1, 2$, the ring solitons break into 2 and 4 filaments in the early stage, respectively, and these filaments move outwards along the tangents to the initial ring. In contrast, in the case of ring solitons with $\cos \theta < 0$, for $m = 1$, in the first stage, two filaments are formed and next, these two filaments continue to split into four filaments and finally blow up. For $m = 2$, similar scenario appeared, see Figure 5.3.19.
Figure 5.3.16: Breakup of the one-ring solution $U$ with $a = 1.0409$. Here $\gamma = 0.4, \alpha = 0.1, m = 1, \cos \theta > 0,$
Figure 5.3.17: (a) Breakup of the one-ring solution $U$ with $a = 1.0082$. The inset shows the initial ring soliton. (b) Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. Here $\gamma = 0.4, \alpha = 0.1, m = 1, \cos \theta < 0$, 
Figure 5.3.18: (a) Breakup of the one-ring solution $U$ with $a = 1.0409$. The inset shows the initial ring soliton. (b) The trajectory of the unstable solution $U$ with $a = 1.0409$. Here $\gamma = 0.4, \alpha = 0.1, m = 2, \cos \theta > 0$,
Figure 5.3.19: (a) Breakup of the one-ring solution $U$ with $a = 1.0082$. The inset shows the initial ring soliton. (b) The trajectory of the unstable solution $U$ with $a = 1.0082$. Here $\gamma = 0.4, \alpha = 0.1, m = 2, \cos \theta < 0$. 
Chapter 6

Conclusions and future work

This chapter provides a summary of findings discussed above and our future work.

We reported new mechanism arising from dispersion of nonlinearity, which is capable of inducing MI in the regime of normal group velocity dispersion, in nano-structured semi-conductor waveguides, and the dynamics of soliton in dielectric-metal-dielectric waveguides with PT symmetry.

We derived a new model with nonlinear dispersion terms governing evolution of the amplitude of the all optical components interacting in a waveguide. In particular, for degenerate FWM, the new MI condition has been found, as we took into account the dispersion of nonlinearity. We demonstrated that this dispersion of nonlinearity can lead to the MI in the range of normal group velocity dispersion for CW. A simple generalization of the NLS equation accounting for the MI resulting from the dispersion of nonlinearity was presented [126]. (Optics Express, 19, 9345, 2011.)

In chapter 4, by making the assumption of factorization of the four-frequency dependence of nonlinear coefficient, the reduced generalized nonlinear Schrödinger-type equation has been derived. Based on this model, we addressed that the dispersion of nonlinearity in sub-wavelength semiconductor waveguide induces the MI in picosecond regime together with the cascaded generation of higher-order sidebands. The impact of the dispersion of nonlinearity on spectral broadening of short pulses in a silicon waveguide also has been demonstrated [138]. (J. Opt. Soc. Am. B, 30, 812, 2013.)

We demonstrated the temporal evolutions of fundamental and one-ring
solitary waves with phase dislocation in dielectric-metal-dielectric waveguides with PT-symmetry and numerically analyzed the properties of these nonlinear localized modes and, revealed different scenarios of their instability. (In preparation)

One of our main goals of this thesis is to study the impact of dispersion of nonlinearity on MI in sub-wavelength waveguides. On the other hand, by considering the dispersion of nonlinearity, the nonlinear phenomena in non-structured waveguides, such as soliton[131], are also under investigation. In particular, while the pump wavelength is close to Zero-GVD point, it is still remaining a challenge whether the dispersion of nonlinearity on its own could compensate for the nonlinearity, thus leading to a soliton.

PT-symmetry, which is a basic and crucial concept for understanding the physics behind many phenomena[148], has been introduced into optics lately as optics offers an ideal platform to implement this functionality[149]. Further investigating the waveguides with PT-symmetry could bring profound understanding about this concept and rich and new phenomena in optics.
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3.3.15 Plot of gain as function of pump power and signal/idler wavelengths. Dashed lines show the threshold power $p_{th} = \delta \beta/(4\Gamma)$; colours indicate the larger values of gain.

3.4.1 Plot of nonlinear parameters (a) $\gamma_0$ and (b) $\gamma_2$ for different geometries as in Fig. 3.3.7 (solid line) and Fig. 3.3.11 (dashed line).

4.1.1 Geometry and profile of the quasi-TE guided mode in subwavelength AlGaAs waveguide with cross-section $300nm \times 500nm$ suspended in air for $\lambda_0 = 1.665\mu m$.

4.1.2 Relative error $\Delta$ for the AlGaAs waveguide with cross-section $300nm \times 500nm$ as in Figure 4.4.1 and the fixed frequency $\omega_n = 2\pi c/\lambda_n, \lambda_n = 1.665\mu m$, see text for details.

4.1.3 The plots of nonlinear coefficients $\Gamma$ entering the necessary condition of MI [see equation 4.3.5] calculated for AlGaAs waveguide at $\lambda_p = 1.665\mu m$ (a) and SOI waveguide at $\lambda_p = 2.2\mu m$ (b). Dashed curves show their factorized approximations, see Equation [4.1.3].

4.2.1 Modified nonlinear coefficient $\tilde{\gamma}$ for AlGaAs waveguide; see equation 4.2.3. Dashed curve shows the conventional nonlinear coefficient $\gamma = \omega \Gamma_\omega$ for the same waveguide.
4.2.2 Modified Taylor expansion coefficients $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$ as function of pump wavelength for AlGaAs waveguide; see equation 4.2.7. Dashed curve shows the Taylor expansion coefficients $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$ for the same waveguide; see equation 4.2.8.

4.2.3 (a) group velocity dispersion, conventional MI is possible in the range of anomalous GVD, $\beta_2 < 0$. Shaded area indicates the region of unconventional MI due to the dispersion of nonlinearity.

(b) Condition for $\gamma_- < 0$, see equation 4.3.12.

4.3.1 (a) $\delta \beta$ at pump wavelength $\lambda_p = 1.665\mu m$ as functions of signal and idler wavelengths. (b) calculated $\gamma_-$ for $\lambda_p = 1.665\mu m$ from equation 4.3.11 by using Taylor expansion coefficients of $\tilde{\gamma}(\omega)$, solid curve, and $\gamma(\omega)$, dashed curve. Red circles correspond to $\gamma_-$ calculated from 4.3.6.

4.3.2 Gain based on equation 4.3.10 as functions of signal and idler wavelengths for the pump wavelength $\lambda_p = 1.665\mu m$ and pump power $|A_p|^2 = 150 W$.

4.3.3 Threshold power $P_{th}$ as function of signal and idler wavelength. The red curve shows computed $P_{th}$ using equation 4.3.6 and 4.3.7. The $P_{th}$ computed from equation 4.3.11 and 4.3.7 for the same pump wavelength 1.665$\mu m$.

4.3.4 MI development with 100ps pulse excitation: (a) output spectra in frequency domain after $z = 0.4 mm$ propagation distance. The pump, signal and idler wavelengths are: $\lambda_p = 1.665\mu m$, $\lambda_s = 1.7\mu m$, $\lambda_i = 1.6314\mu m$. Thin solid curve corresponds to wavelength-independent nonlinearity, dotted red/gray curve to self-steepening only, and thick solid curve to full dispersion of nonlinearity. Pump peak power is 150W. The inset shows the MI at signal wavelength 1.7$\mu m$. (b) Conversion efficiency as a function of the pump peak power. Full/open circles correspond to the full/self-steepening only dispersion of nonlinearity. Full squares correspond to the same as full circles, but for 10ps pulse excitation. Vertical dashed line indicates the threshold power for the case of three interacting waves [126]. The signal peak power is fixed to 0.1$mW$ in all simulations.
4.4.1 MI development with 10\(\text{ps}\) pulse excitation: (a) evolution of the spectrum with propagation distance and (b) output signal in time domain after the propagation distance of \(z = 0.8\text{mm}\). The inset zooms in the central region of the pulse, where formation of a periodic sequence of ultra-short pulses is clearly visible. The pump/seed peak power is 150\(\text{W}/0.1\text{mW}\); other parameters are the same as in Figure 4.3.4.

4.5.1 Geometry and profile of the dominant electric field component of the quasi-TE guided mode in subwavelength SOI waveguide for \(\lambda_0 = 2.3\text{\mu m}\).

4.5.2 TPA rate in bulk silicon: experimental data adapted from [49] (circles) and analytical fit used in our calculations (solid curve).

4.5.3 (a) Calculated GVD and (b) nonlinear coefficient (real part), for the quasi-TE mode of SOI waveguide shown in Figure 4.5.1. Solid/dashed curve in (b) corresponds to the modified/conventional \((\tilde{\gamma}/\gamma)\) nonlinear coefficient. In numerical simulations, we used polynomial fits of orders \(N_D = 6\) and \(N_G = 4\) to reproduce \(\beta_2(\omega)\) and \(\tilde{\gamma}(\omega)\) dependencies, respectively.

4.5.4 Spectral broadening in SOI waveguide pumped at \(\lambda_0 = 2.2\text{\mu m}\) by a 100\(\text{fs}\) pulse with 100\(\text{W}\) peak power. The result is obtained for the case of wavelength-independent nonlinear coefficient, \(\tilde{\gamma} = \text{ Const.}\), TPA is neglected.

4.5.5 Spectral broadening in SOI waveguide: geometrical dispersion of nonlinearity. Output spectra at \(z = 1\text{mm}\) calculated for the cases of wavelength-independent nonlinearity \(\tilde{\gamma} = \text{Const.}\) Const: (thin solid curve), self-steepening nonlinearity \(\tilde{\gamma} = \omega T_0\) (dashed red/gray curve), and fully dispersive nonlinearity \(\tilde{\gamma} = \omega \sqrt{T_0}\) (thick solid curve). Input parameters are the same as in Figure 4.5.4.
4.5.6 Spectral broadening in SOI waveguide: dispersion of TPA. Output spectra at $z = 1\text{mm}$ calculated for the cases of no TPA (thin solid curve), wavelength-independent TPA $\alpha_{TPA} \equiv 0.03$ (dashed red/gray curve), and dispersive TPA (thick solid curve) as in Figure 4.5.2. Full geometrical dispersion of nonlinearity is taken into account. Input parameters are the same as in Figure 4.5.4.

5.1.1 (a) A schematic of dielectric-metal-dielectric structure with gain (top layer) and loss (bottom layer). (b) Plot of the field amplitude $\Psi(r)$ for $m = 0, 1, 2$, and $\gamma = 0.4, a = 1.0409, \alpha = 0.1$.

5.1.2 Plots of power $P_{U,V}$ for fundamental solitons as function of $a$ and $\gamma$. The values of parameters are as follows: (a), $\gamma = 0.4$; (b), $\Omega = 1.5$. Note that $\cos \theta > 0$ for both plots.

5.3.1 Plot of $a$ as function of $\gamma$. The dashed curve with circles directly obtained by simulating the equations 5.1.1 with initial conditions 5.3.1 and the solid blue line based on linear stability analysis indicate the boundary between stable soliton and unstable soliton (breakup of solitons). The star markers represent breakup of solitons (see Figure 5.3.5). The triangular markers mean diffraction of solitons (see Figure 5.3.4). The rectangular markers indicate breather (see Figure 5.3.6). The circles indicates the stable oscillating soliton. The parameter $\alpha = 0.1$.

5.3.2 (a) The evolution of cross-sections of pulse along the time direction without adding noise. (b) Peaks of amplitude for $U$ and $V$ as function of time $t$. The parameters are as follows: $\gamma = 0.4, a = 0.2889, \alpha = 0.1$.
5.3.3 (a) and (b) show the evolution of cross-sections of envelope $U$ along the time direction with $\gamma = 0.4, a = 0.2889, \alpha = 0.1$ and initial noise (a) $s = 0.01$, (b) $s = 0.025$. By adding noise to the initial amplitude and phase, we found that the oscillating soliton can propagate stably for long time. (c) Peaks of amplitude $U$ with initial noise $s = 0.01$ (dot-dash curve) and $s = 0.025$ (full red curve) as function of time $t$. (d) Horizontal dashed line mark the evolution of power for $U$ without noise with time. Dashed line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey full line represents the total power $P_T$ with noise $s = 0.025$.

5.3.4 (a) The evolution of the cross-sections of soliton for $U$ with $\gamma = 0.1, a = 0.8397, \alpha = 0.1$. (b) Dot-dash line with circles and red full line indicate the individual power for $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$.

5.3.5 Breakup of the soliton for $U$ with $\gamma = 0.9, a = 0.5739, \alpha = 0.1$. The insets indicate the cross-sections corresponding to $t = 0, 79, 84$, respectively.

5.3.6 The plot of evolution of breathers (a) $U$ (b) $V$ with time with $\gamma = 0.4, a = 2.0208, \alpha = 0.1$. Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. The parameters are the same as in Figure 5.3.6.

5.3.7 The dashed curve with circle shows the boundary between the long-lived soliton (eventually diffract, see Figure 5.3.9) and splitting and moving of the soliton. The red stars mark the splitting of the soliton (see Figure 5.3.12) and the plus markers indicate the moving of the soliton (see Figure 5.3.10) in the same direction.
5.3.9 (a) and (b) show the evolution of cross-sections of one of the components $U$ along the time direction with $\gamma = 0.1, a = 0.5626, \alpha = 0.1, \cos \theta < 0$, and initial noise (a) $s = 0$, (b) $s = 0.025$. By adding noise to the initial amplitude and phase, we found that the oscillating soliton can propagate stably for long time and eventually decay or spread everywhere, see (b). (c) Peaks of amplitude $U$ without initial noise (dot-dash curve) and Peaks of amplitudes $U$ and $V$ with $s = 0.025$ (full red curve and full black curve with circles) as function of time $t$. (d) Horizontal dashed line mark the evolution of power for $U$ without noise with time. Full line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey full line represents the total power $P_T$ with noise $s = 0.025$.

5.3.10 (a) and (b) show the evolution of cross-sections of the components $U$ and $V$ with time. The two components both move in the same direction and finally decay. The parameters are as follows: $\gamma = 0.1, a = 1.2227, \alpha = 0.1, \cos \theta < 0$.

5.3.11 Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. The parameters are same as in Figure 5.3.10.

5.3.12 (a) and (b) show the evolution of cross-sections of the components $U$ and $V$ with time. The two components both split into a pair of breathers. The parameters are as follows: $\gamma = 0.4, a = 1.7078, \alpha = 0.1, \cos \theta < 0$.

5.3.13 Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. The parameters are same as in Figure 5.3.12.

5.3.14 (a) Breakup of the one-ring solution $U$ with $a = 1.0409$. (b) The evolution of the unstable solution $U$ with $a = 1.0409$ (the black area) and $a = 1.756$ (the blue area). Here $\gamma = 0.4, \alpha = 0.1, m = 1, \cos \theta > 0$. 
5.3.15 Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. The parameters are same as in Figure 5.3.6.

5.3.16 Breakup of the one-ring solution $U$ with $a = 1.0409$. Here $\gamma = 0.4, \alpha = 0.1, m = 1, \cos \theta > 0$.

5.3.17 (a) Breakup of the one-ring solution $U$ with $a = 1.0082$. The inset shows the initial ring soliton. (b) Dot-dash line with circles and red full line indicate the individual power $P_V$ and $P_U$, respectively, and the grey dashed line represents the total power $P_T$. Here $\gamma = 0.4, \alpha = 0.1, m = 1, \cos \theta < 0$.

5.3.18 (a) Breakup of the one-ring solution $U$ with $a = 1.0409$. The inset shows the initial ring soliton. (b) The trajectory of the unstable solution $U$ with $a = 1.0409$. Here $\gamma = 0.4, \alpha = 0.1, m = 2, \cos \theta > 0$.

5.3.19 (a) Breakup of the one-ring solution $U$ with $a = 1.0082$. The inset shows the initial ring soliton. (b) The trajectory of the unstable solution $U$ with $a = 1.0082$. Here $\gamma = 0.4, \alpha = 0.1, m = 2, \cos \theta < 0$. 
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Appendix: Numerical Methods

A: Split-step beam propagation method with adaptive step

In our work, we have frequently used Split-step Fourier method to simulate the beam propagation. In this section, the implementation of this method is discussed.

The generalised NLS equation always can be given by:

\[ \frac{\partial E}{\partial z} = [\hat{D}(\omega) + \hat{N}(z, \omega)]E, \]  

(6.0.1)

where \( \hat{D} \) is the dispersion operator and \( \hat{N} \) is the nonlinear operator.

Without the nonlinear terms (including such as self-steepening term, Raman delayed response, etc..), the equation can be solved in the frequency domain, since the derivative term \( \hat{D} \) in the time domain is replaced with a simple multiplication factor. On the contrary, The nonlinear terms are more easily evaluated in the time domain. Split-step Fourier technique can satisfy both requirements. The principle of the Split-step Fourier method is to solve the equation (6.0.1) for each small step \( h \). The dispersion operator and the nonlinear operator act independantly for each step \( h \). The dispersive step can be written as:

\[ \frac{\partial E_D}{\partial z} = \hat{D}(\omega)E. \]
Its solution in frequency domain is given by:

\[ E_D(z + h, \omega) = \exp[\hat{D}(\omega)] E_D(z, \omega). \]

On the other hand, the nonlinear step:

\[ \frac{\partial E_N}{\partial z} = \hat{N}(\omega) E \]

has been solved by using fourth or fifth-order Runge-Kutta method.

In the process of solving the equation 6.0.1, the pulse propagates from one step \( h \) to another repeatedly until the end of the waveguide or fibre is achieved and a Fourier transform and an inverse Fourier transform are performed at each step \( h \). Note that a fast Fourier transform (FFT) algorithm is used.

It should be mentioned that, in the nonlinear step, Runge-Kutta method with adaptive stepsize [201] has been employed in order to reduce the numerical error. Adaptive stepsize algorithm invented by Fehlberg is based on the embedded Runge-Kutta formulas. For simplicity, the general form of a fifth-order Runge-Kutta formula is directly given by:

\[ k_1 = hf(x_n, y_n), \]

\[ k_2 = hf(x_n + a_2 h, y_n + b_{21} k_1), \]

\[ \ldots \]

\[ k_6 = hf(x_n + a_{26} h, y_n + b_{61} k_1 + \cdots + b_{65} k_5), \]

\[ y_{n+1} = y_n + c_1 k_1 + c_2 k_2 + c_3 k_3 + c_4 k_4 + c_5 k_5 + c_6 k_6 + o(h^6). \quad (6.0.2) \]

The embedded fourth-order formula is given by:
\[ y_{n+1}^* = y_n + c_1^* k_1 + c_2^* k_2 + c_3^* k_3 + c_4^* k_4 + c_5^* k_5 + c_6^* k_6 + o(h^5). \]  

(6.0.3)

The values of the constants appearing in equations 6.0.2 and 6.0.3 are given in reference [201]. The error estimate is:

\[ \Delta = y_{n+1} - y_{n+1}^*. \]

We define \( \Delta_0 \) as the desired accuracy and take a step \( h_1 \) and produce an error \( \Delta_1 \). If \( \Delta_1 \) is larger than \( \Delta_0 \) in magnitude, then the stepsize must be reduced. If \( \Delta_1 \) is smaller than \( \Delta_0 \), then we can increase the stepsize for the next step.

**B: Newton method**

Newton’s method, which also is called Newton-Raphson method, is widely employed to solve the nonlinear equations. The idea of the method is that the function is approximated by its tangent line at a current point \( x_i \), and until it crosses zero, one computes the abscissa of this tangent line. This x-intercept will be a better approximation to the function’s root than the original guess. This method employs the familiar Taylor series expansion of a function. Typically, the function involves \( N \) variables \( x_i, i = 1, 2 \cdots N \), and is given by:

\[ f_i(x_1, x_2, \cdots x_N) = 0, \ i = 1, 2, \cdots N. \]

Each of the functions \( f_i \) can be expanded in Taylor series:

\[ f_i(X + \delta X) = f_i(X) + \sum_{j=1}^{N} \frac{\partial f_i}{\partial x_j} \delta x_j + O(\delta X^2), \]  

(6.0.4)

where \( X \) denotes the entire vector of values \( x_i \) and \( F \) denote the entire vector of functions \( f_i \).

We define the matrix of partial derivatives as the Jacobian matrix \( J \):

\[ J_{ij} = \frac{\partial f_i}{\partial x_j}. \]
The equation 6.0.4 can be written as:

\[ F(X + \delta X) = F(X) + J \cdot \delta X + O(\delta X^2). \]

By neglecting second-order term together with higher order terms in the right hand side and by setting \( F(X + \delta X) = 0 \), we obtain a set of linear equations for the corrections \( \delta X \):

\[ J \cdot \delta X = -F(X). \]

The corrections are added to the solution vector:

\[ X^{\text{new}} = X^{\text{old}} + \delta X \]

It should be noted that the convergence strongly depends on the initial guess. Therefore, the method will converge quickly provided this initial guess is close enough to root.
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