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Abstract

For a finite Abelian subgroup $A \subset \text{SL}(3, \mathbb{C})$, let $Y = A$-$\text{Hilb}(\mathbb{C}^3)$ denote the scheme parametrising $A$-clusters in $\mathbb{C}^3$. Ito and Nakajima proved that the tautological line bundles (indexed by the irreducible representations of $A$) form a basis of the $K$-theory of $Y$. We establish the relations between these bundles in the Picard group of $Y$ and hence, following a recipe introduced by Reid, construct an explicit basis of the integral cohomology of $Y$ in one-to-one correspondence with the irreducible representations of $A$.

MSC 2000: primary 14E15; secondary 14F05, 14J30, 19L64.

1 Introduction

Let $G \subset \text{SL}(n, \mathbb{C})$ be a finite subgroup. A $G$-cluster is a $G$-invariant zero-dimensional subscheme $Z \subset \mathbb{C}^n$ with global sections $H^0(Z, \mathcal{O}_Z)$ isomorphic as a $\mathbb{C}[G]$-module to the regular representation of $G$. Write $G$-$\text{Hilb}(\mathbb{C}^n)$ for the moduli space of $G$-clusters. Ito and Nakamura [IN99] proved that $G$-$\text{Hilb}(\mathbb{C}^2)$ is the unique minimal (or crepant) resolution $Y$ of $\mathbb{C}^2/G$. Nakamura [Nak00] conjectured that $G$-$\text{Hilb}(\mathbb{C}^3)$ is a crepant resolution of the quotient $\mathbb{C}^3/G$ and proved this for a finite Abelian subgroup $A \subset \text{SL}(3, \mathbb{C})$ by introducing an algorithm that calculates $A$-$\text{Hilb}(\mathbb{C}^3)$. Nakamura’s conjecture was subsequently proved by Bridgeland, King and Reid [BKR01].

The search for crepant resolutions of $\mathbb{C}^n/G$ was motivated in part by the McKay correspondence. For a finite subgroup $G \subset \text{SL}(2, \mathbb{C})$, McKay [McK80] established a one-to-one correspondence between the nontrivial irreducible representations of $G$ and the exceptional prime divisors of the crepant resolution $Y$ of $\mathbb{C}^2/G$. Gonzalez-Sprinberg and Verdier [GSV83] subsequently provided a geometric explanation by associating a vector bundle $\mathcal{R}_k$ on $Y$ to each irreducible representation $\rho_k$ of $G$. Case by case analysis of the finite subgroups $G \subset \text{SL}(2, \mathbb{C})$ revealed that the classes $c_1(\mathcal{R}_k)$ (for nontrivial $\rho_k$) form a basis of $H^2(Y, Z)$ dual to the exceptional divisor classes. This leads to a one-to-one correspondence

$$\left\{ \text{irreducible representations of } G \right\} \longleftrightarrow \text{basis of } H^*(Y, Z). \quad (1.1)$$
Following Nakamura’s conjecture that \( G\text{-Hilb}(\mathbb{C}^3) \) is a crepant resolution of \( \mathbb{C}^3/G \), Reid [Rei97] conjectured that the tautological bundles \( R_k \) on \( Y \) (see §3 for the definition) form a \( \mathbb{Z} \)-basis of the \( K \)-theory of \( G\text{-Hilb}(\mathbb{C}^3) \), and that a certain cookery with the Chern classes \( c_i(R_k) \) gives a \( \mathbb{Z} \)-basis of the integral cohomology of \( G\text{-Hilb}(\mathbb{C}^3) \) satisfying (1.1).

To support the conjecture, Reid calculated \( Y = A\text{-Hilb}(\mathbb{C}^3) \) for several examples of finite Abelian subgroups \( A \subset \text{SL}(3, \mathbb{C}) \) and decorated the toric fan of \( Y \) with characters of \( A \) in a manner that encoded the relations in \( \text{Pic}(Y) \) between the line bundles \( R_k \). Every such relation in \( \text{Pic}(Y) \) led to the construction of a virtual bundle \( V_m \) indexed by an irreducible representation \( \rho_m \) of \( A \). In each of Reid’s examples, the second Chern classes \( c_2(V_m) \) base \( H^4(Y, \mathbb{Z}) \) and, moreover, the first Chern classes \( c_1(R_k) \) indexed by the remaining nontrivial irreducible representations \( \rho_k \) form a \( \mathbb{Z} \)-basis for \( H^2(Y, \mathbb{Z}) \). Thus, the McKay correspondence (1.1) holds for each of Reid’s examples.

Ito and Nakajima [IN00] proved the first part of Reid’s conjecture for a finite Abelian subgroup \( A \subset \text{SL}(3, \mathbb{C}) \), i.e., that the line bundles \( R_k \) form a \( \mathbb{Z} \)-basis of the \( K \)-theory of \( Y \). Applying the Chern character provides a basis of \( H^*(Y, \mathbb{Q}) \) in one-to-one correspondence with the irreducible representations of \( A \), a rational version of (1.1). In this paper we establish the integral version of (1.1) for a finite Abelian subgroup \( A \subset \text{SL}(3, \mathbb{C}) \):

**Theorem 1.1** The McKay correspondence bijection (1.1) holds (replace \( G \) by \( A \)) for all finite Abelian subgroups \( A \subset \text{SL}(3, \mathbb{C}) \).

The first step is to show that the recipe introduced by Reid [Rei97] which decorates the lines and vertices in (a cross-section of) the toric fan \( \Sigma \) of \( A\text{-Hilb}(\mathbb{C}^3) \) with characters of the group \( A \) can be carried out for any finite Abelian subgroup \( A \subset \text{SL}(3, \mathbb{C}) \). In addition, we prove that every character of \( A \) marks either a line in \( \Sigma \) (possibly passing through several vertices) or a unique vertex. See §3 for examples.

The decoration of \( \Sigma \) with characters enables us to calculate the relations between the line bundles \( R_k \) in \( \text{Pic}(Y) \). For each interior vertex \( v \) in \( \Sigma \), we derive a relation between those bundles \( R_k \) indexed by the irreducible representations \( \rho_k \) whose characters mark the vertex \( v \) and the lines meeting at \( v \) (see Theorem 1.1 for the precise statement and a list of the explicit relations). A weak version of the McKay correspondence, namely the equality of the Euler number of \( Y \) and the order of the group \( A \), shows that our list exhausts all nontrivial relations between tautological line bundles. These relations are of independent interest, see Craw and Ishii [CI02, §7].

Once the relations in \( \text{Pic}(Y) \) have been derived, we implement Reid’s construction of virtual bundles \( V_m \) on \( Y \) having trivial rank and trivial first Chern class. A proof based on a case-by-case analysis of the relations in \( \text{Pic}(Y) \) shows that the second Chern classes \( c_2(V_m) \) of these virtual bundles form a basis of \( H^4(Y, \mathbb{Z}) \) dual to the basis \( [S] \in H_4(Y, \mathbb{Z}) \) of the compact exceptional surfaces \( S \) of the resolution \( \varphi: Y \to \mathbb{C}^3/A \). To construct the \( \mathbb{Z} \)-basis of \( H^2(Y, \mathbb{Z}) \), we start with the spanning set of all first Chern classes \( c_1(R_k) \) of tautological bundles. Removing those classes \( c_1(R_m) \) indexed by the irreducible representations \( \rho_m \) corresponding to the virtual bundles \( V_m \) leaves a \( \mathbb{Z} \)-basis of \( H^2(Y, \mathbb{Z}) \). Theorem 1.1 then follows since the trivial bundle \( R_{\rho_0} = \mathcal{O}_Y \) generates \( H^0(Y, \mathbb{Z}) \).
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2 How to calculate $A$-Hilb$(\mathbb{C}^3)$

Let $A \subset \text{SL}(3, \mathbb{C})$ be a finite Abelian subgroup of order $r = |A|$, and fix a primitive $r$th root of unity $\varepsilon$. Choose coordinates $x, y, z$ on $\mathbb{C}^3$ to diagonalise the action of $A$, write $L \cong \mathbb{Z}^3$ for the lattice of Laurent monomials in $x, y, z$ and $L^\vee$ for the dual lattice with basis $e_1, e_2, e_3$. To each group element $a = \text{diag}(\varepsilon^{\alpha_1}, \varepsilon^{\alpha_2}, \varepsilon^{\alpha_3})$ with $0 \leq \alpha_j < r$, we associate the vector $v_a = \frac{1}{r}(\alpha_1, \alpha_2, \alpha_3)$. Write $N := L^\vee + \sum_{a \in A} \mathbb{Z} \cdot v_a$ and $M := \text{Hom}(N, \mathbb{Z})$ for the dual lattice of $A$-invariant Laurent monomials.

The toric variety $U_\sigma := \text{Spec} \mathbb{C}[\sigma^\vee \cap M]$ defined by the positive octant $\sigma = \sum \mathbb{R}_{\geq 0} e_i$ in $N_\mathbb{R} := N \otimes_{\mathbb{Z}} \mathbb{R}$ is the quotient $\mathbb{C}^3/A$. The junior simplex $\Delta \subset N_\mathbb{R}$ is the triangle with vertices $e_1, e_2, e_3$, containing the lattice points $\frac{1}{r}(\alpha_1, \alpha_2, \alpha_3)$ with $\frac{1}{r}(\alpha_1 + \alpha_2 + \alpha_3) = 1$. Crepant toric resolutions of $\mathbb{C}^3/A$ are determined by triangulations of the junior simplex $\Delta$ into basic triangles (we identify a triangulation of $\Delta$ with the fan determining the triangulation). Nakamura [Nak00] exhibited one such triangulation $\Sigma$ determining the toric variety $X_\Sigma = A$-Hilb$(\mathbb{C}^3)$ parametrising $A$-clusters. An $A$-cluster is an $A$-invariant, zero-dimensional subscheme $Z \subset \mathbb{C}^3$ for which $H^0(Z, \mathcal{O}_Z)$ is isomorphic as a $\mathbb{C}[A]$-module to the regular representation of $A$. Craw and Reid [CR02] calculated $\Sigma$ by the following three-step procedure:

1. Draw lines $L_{i,0}, \ldots, L_{i,m_i+1}$ emanating from the corners $e_i$ of $\Delta$ to the points forming the convex hull of lattice points in $\Delta \setminus e_i$ (the lines $L_{i,0}$ and $L_{i,m_i+1}$ extend along two sides of $\Delta$). For $j = 1, \ldots, m_i$ the integer $a_{i,j} \geq 2$ determined by the Jung–Hirzebruch continued fraction rule $L_{i,j-1} + L_{i,j+1} = a_{i,j} \cdot L_{i,j}$ is called the strength of $L_{i,j}$.

2. Extend the lines $L_{i,1}, \ldots, L_{i,m_i}$ until they are ‘defeated’ by lines $L_{k,l}$ from $e_k$ ($i \neq k$) according to the following rule: when lines meet at a point, the line with greatest strength extends with strength reduced by 1 for every rival it defeats; lines meeting with equal strength all die. This results in a partition of $\Delta$ into regular triangles of side $r$, i.e., lattice triangles with $r + 1$ lattice points on each edge.

3. Draw $r - 1$ lines parallel to the sides of each regular triangle of side $r$ to produce its regular tessellation into $r^2$ basic triangles (see Craw and Reid [CR02, Figure 2(a)]). The resulting basic triangulation is $\Sigma$.
To prove that $X_{\Sigma} = A\text{-Hilb}(\mathbb{C}^3)$, we pass to the dual $M = \text{Hom}(N, \mathbb{Z})$ and calculate coordinates on the affine pieces $U_\tau = \text{Spec } \mathbb{C}[\tau^\vee \cap M]$ covering $X_{\Sigma}$. In doing so we prove that every regular triangle of side $r$ is either a corner triangle or a (unique) meeting of champions as shown in Figure 1 (permute $x, y, z$ if necessary). The indices of the $A$-invariant ratios cutting out the sides of the regular triangles in Figure 1 satisfy

$$d - a = e - b - c = f = r \quad \text{in Case a,}$$  
$$d - a = e - b = f - c = r \quad \text{in Case b.}$$

Moreover, the lines of the regular tessellations of the regular triangles of Figure 1 are cut out by the $A$-invariant ratios of monomials

$$\begin{align*}
x^{d-i}y^{b+i}z^i, & \quad y^{e-j}z^jx^{a+j}, & \quad z^{f-k}x^ky^{c+k} \quad \text{in Case a,} \\
x^{d-i}y^{b+i}z^i, & \quad y^{e-j}z^jx^{a+j}, & \quad z^{f-k}x^ky^{c+k} \quad \text{in Case b,}
\end{align*}$$

for $i, j, k = 0, \ldots, r - 1$. The edges of a basic triangle $\tau \in \Sigma$ are cut out by the ratios from (2.3) or (2.4) if $i + j + k = r - 1$, in which case $\tau$ is said to be an up triangle, or $i + j + k = r + 1$, in which case $\tau$ is down. An up triangle $\tau$ defines the affine subvariety $U_\tau \subset X_{\Sigma}$ isomorphic to $\mathbb{C}^3 = \text{Spec } \mathbb{C}[\xi, \eta, \zeta]$ with coordinates

$$\begin{align*}
\xi = x^{d-i}/y^{b+i}z^i, & \quad \eta = y^{e-j}/z^jx^{a+j}, & \quad \zeta = z^{f-k}/x^ky^{c+k} \quad \text{in Case a,} & \quad & \xi = x^{d-i}/y^{b+i}z^i, & \quad \eta = y^{e-j}/z^jx^{a+j}, & \quad \zeta = z^{f-k}/x^ky^{c+k} \quad \text{in Case b.}
\end{align*}$$

Similarly, a down triangle $\tau$ defines the affine subvariety $U_\tau \subset X_{\Sigma}$ which is isomorphic to $\mathbb{C}^3 = \text{Spec } \mathbb{C}[\lambda, \mu, \nu]$ with coordinates

$$\begin{align*}
\lambda = y^{b+i}z^i/x^{d-i}, & \quad \mu = z^jx^{a+j}/y^{e-j}, & \quad \nu = x^{a+k}y^{c+k}/z^{f-k} \quad \text{in Case a,} & \quad & \lambda = y^{b+i}z^i/x^{d-i}, & \quad \mu = z^jx^{a+j}/y^{e-j}, & \quad \nu = x^{a+k}y^{c+k}/z^{f-k} \quad \text{in Case b.}
\end{align*}$$

Figure 1: (a) corner triangle $e_3pq$; (b) meeting of champions
To complete the proof that $X_\Sigma = A\text{-Hilb}(\mathbb{C}^3)$, it remains to compare the coordinates on the subsets $U_\tau$ covering $X_\Sigma$ with the explicit coordinates on a cover of $A\text{-Hilb}(\mathbb{C}^3)$ calculated by Nakamura [Nak00]. See [CR02, §4–5] for more details.

**Remark 2.1** The knock-out rule (Step 2) in the calculation of $\Sigma$ can be given in terms of monomials. Indeed, suppose a line $L_{1,j}$ meets a line $L_{3,k}$ at an interior point of $\Delta$. The lines are cut out by $y^c : z^f$ and $x^a : y^e$ respectively. The knock-out rule can be stated as: a line extends if and only if its ratio contains the strictly smaller exponent of the common monomial $y$. For example, in Figure 1(a) above, lines cut out by ratios $y^c : z^f$ and $x^a : y^e$ meet at a point an interior point of $\Delta$. The former line extends, so $c < e$.

**Example 2.2** Consider the cyclic quotient singularity of type $\frac{1}{11}(1, 2, 8)$. In Figure 2(a) we illustrate the result of Step 1 where, for example, the strengths of the lines from $e_3$ come from the continued fraction $\frac{11}{2} = 6 - \frac{1}{2}$ of the surface singularity $\mathbb{C}^2_{(z=0)}/A = \frac{1}{11}(1, 2)$. The solid lines in Figure 2(b) show the result of Step 2. The line from $e_1$ with strength 3 intersects the line from $e_3$ with strength 2, so the line from $e_1$ extends with strength 2 while the line from $e_3$ terminates. The resulting partition of $\Delta$ contains only one regular triangle of side $r > 1$. To perform Step 3, tesselate this triangle, i.e., add the dotted lines to Figure 2(b), giving $\Sigma$. The $A$-invariant ratios that cut out the lines in $\Sigma$ are shown in Figure 4(a) from §3.

3 Reid’s recipe for decorating $\Sigma$

Reid [Rei97] calculated $X_\Sigma = A\text{-Hilb}(\mathbb{C}^3)$ for several examples and, in each case, marked the lines and vertices in $\Sigma$ with characters of $A$. We now prove that this can be done for any finite Abelian subgroup $A \subset \text{SL}(3, \mathbb{C})$. 
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Lines in $\Sigma$ are cut out by the $A$-invariant ratios listed in (2.3) and (2.4). The monomials in each ratio lie in the same character space of the $A$-action, and we mark the line with the common character. As for the vertices, Reid introduced a recipe to associate one or two characters to a vertex $v$, depending (primarily) on the valency of $v$. In light of [CR02, §1.3], the valency is either 3, 4, 5 or 6. We now implement Reid’s recipe case by case.

**Case 1:** A vertex $v$ of valency 3 defines an exceptional $\mathbb{P}^2$.

**Lemma 3.1** A single character $\chi_k$ marks all three lines meeting at $v$. Mark the vertex $v$ with the character $\chi_m := \chi_k \otimes \chi_k$.

**Proof.** A vertex $v$ of valency 3 occurs only when a line $L_{1,\alpha}$ emanating from $e_1$ meets lines $L_{2,\beta}$ and $L_{3,\gamma}$ from $e_2$ and $e_3$ respectively. The ratio cutting out $L_{1,\alpha}$ is of the form $y^b : z^f$. The lines $L_{1,\alpha}$ and $L_{3,\gamma}$ defeat each other at $v$ so, by Remark 2.1, the ratio cutting out $L_{3,\gamma}$ is of the form $x^d : y^b$. Similarly, $L_{2,\beta}$ is cut out by $z^f : x^d$. In particular, all three lines are marked with the common character of $x^d, y^b, z^f$.

**Case 2:** A vertex $v$ of valency 4 defines an exceptional scroll $\mathbb{F}_r$.

**Lemma 3.2** There are distinct characters $\chi_k$ and $\chi_l$ which each mark a pair of lines meeting at $v$. Mark the vertex $v$ with the character $\chi_m := \chi_k \otimes \chi_l$.

**Proof.** A vertex $v$ of valency 4 occurs only when a line $L_{\alpha,\beta}$ from $e_\alpha$ defeats lines emanating from both of the other corners of $\Delta$. By permuting $x, y, z$ if necessary we assume that $\alpha = 3$ (see Figure 3[a]). Let $\chi_k$ denote the common character space of the monomials $x^d$ and $y^b$ in the ratio marking $L_{3,\beta}$. If there are no vertices on $L_{3,\beta}$ between $e_3$ and $v$ then $z$ is one of the monomials in the ratios marking the defeated lines from $e_1$ and $e_2$. More generally, it follows from the calculation of $\Sigma$ that if $(f−1)$ vertices lie between $e_3$ and $v$ then $z^f$ occurs in both $A$-invariant ratios on the defeated lines, as shown in Figure 3[a]. In particular, if $z^f$ lies in the $\chi_l$-character space then the lines from $e_1$ and $e_2$ are marked with $\chi_l$. Finally, as $L_{3,\beta}$ defeats the lines from $e_1$ and $e_2$ at $v$, we have $c > b$ by Remark 2.1. Hence $\chi_k \neq \chi_l$.

**Case 3:** A vertex $v$ of valency 5 or 6 (excluding three straight lines meeting at a point) defines a surface scroll blown-up in one or two points.

**Lemma 3.3** There are uniquely determined characters $\chi_k$ and $\chi_l$ which each mark a pair of lines meeting at $v$. The remaining line or pair of lines are marked with distinct characters. Mark the vertex $v$ with $\chi_m := \chi_k \otimes \chi_l$.

**Proof.** A vertex of valency 5 occurs only at the intersection point of a line $L_{\alpha,\beta}$ from $e_\alpha$ with a line $L_{\gamma,\delta}$ from $e_\gamma$. We may assume that $\alpha = 3, \gamma = 1$, and that $L_{3,\beta}$ is defeated so $L_{1,\delta}$ extends. This accounts for three lines meeting at $v$; the fourth and fifth lines are tesselating lines of a regular triangle $T$ which is either a corner triangle from $e_1$, the meeting of champions triangle or a corner triangle from $e_2$. We illustrate the first case
Lemma 3.4 The monomials defining the pair of morphisms \( \text{dP}_6 \rightarrow \mathbb{P}^2 \) lie in uniquely determined character spaces \( \chi_i \) and \( \chi_m \) satisfying

\[
\chi_l \otimes \chi_m = \chi_i \otimes \chi_j \otimes \chi_k,
\]

where \( \chi_i, \chi_j \) and \( \chi_k \) mark the straight lines through the vertex \( v \) defining the del Pezzo surface. Mark the vertex \( v \) with both \( \chi_l \) and \( \chi_m \).
Proof. Three straight lines intersect at a vertex $v$ in $\Sigma$ only when three lines tessellating the same regular triangle intersect. If $v$ lies in a corner triangle then the three ratios listed in (2.3) which cut out the lines satisfy $i + j + k = r$ (the case where the lines are cut out by the ratios (2.3) is similar). The ratios determine a Segre embedding $\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathbb{P}^7$ given by

$$(x^{d-i}y^{e-j}z^{f-k}:x^{d-i+k}y^{e-j+c+k}:x^{d-i+a+j}z^{f-k+j}:x^{d-i+a+j+k}y^{c+k}z^j:\ y^{e-j+b+i}z^{f-k+i}:x^k y^{e-j+c+k+b+i}z^i:x^{a+j}y^{b+i}z^{f-k+i+j}:x^{a+j+k}y^{b+i+c+k}z^{i+j}).$$

The del Pezzo $dP_6 \subset \mathbb{P}^6$ is the intersection of the image of this map with the hyperplane $x_0 = x_7$, where $x_0,\ldots,x_7$ are coords on $\mathbb{P}^7$. Moreover, the maps $dP_6 \rightarrow \mathbb{P}^2$ are the restriction of the projections $(x_0 : x_2 : x_3)$ and $(x_0 : x_4 : x_5)$ to $dP_6$. After removing common factors and simplifying exponents using (2.1), these projections are

$$(y^{e-j}z^i:x^{a+j}z^{f-k}:x^{d-i}y^{c+k}) \quad \text{and} \quad (x^{d-i}z^j:y^{b+i}z^{f-k}:x^k y^{e-j}).$$

(3.2)

The required characters $\chi_I$ and $\chi_m$ are the common characters of the monomials defining these maps, i.e., the characters of say $x^{a+j}z^{f-k}$ and $x^{d-i}z^j$. The product of this pair equals the product of $x^{d-i}$, $z^{f-k}$ and $x^{a+j}z^j$, so (3.1) holds.

Remark 3.5 When two or more lines marked with the same character meet at a vertex $v$ it is convenient to regard the lines as a single line passing through $v$. Thus, for example, a valency 4 vertex $v$ is the intersection point of two lines passing through $v$.

Example 3.6 Consider once again the cyclic quotient singularity of type $\frac{1}{11}(1, 2, 8)$. The ratios cutting out the lines in $\Sigma$ are shown in Figure 4(a). For $\varepsilon$ a primitive 11th

![Figure 4: (a) Ratios on lines in $\Sigma$; (b) Reid’s recipe for $\frac{1}{11}(1, 2, 8)$](image-url)
root of unity, write $\chi_i = \varepsilon^i \ (i = 0, \ldots, 10)$ for the characters of $A = \mathbb{Z}/11$. The lines meeting at the vertex of valency 3 are marked with $\chi_2$, the common character space of the monomials $x^2, y, z^3$. According to Lemma 3.1 we mark the vertex of valency 3 with $\chi_4$. The characters $\chi_2$ and $\chi_8$ mark lines passing through (in the sense of Remark 3.3) the vertex of valency 4 so, by Lemma 3.2, we mark the vertex with $\chi_{10}$. The remaining vertices have valency 5, so Lemma 3.3 applies. The result is shown in Figure 4(b).

**Example 3.7** The fan $\Sigma$ of $A$-Hilb($\mathbb{C}^3$) for the $A$-action $\frac{1}{30}(25, 2, 3)$ is shown in Figure 5.

There are three regular triangles of side 2 to the left of the line from $e_1$ to $p$, and two regular triangles of side 3 to the right. Every internal vertex has valency 5 or 6. Most of the vertices are marked with a single character determined by Lemma 3.3. However, inside each regular triangle of side 3 is a vertex of valency 6 defining a del Pezzo surface $dP_6$, so each of these vertices is marked with a pair of characters. For example, $\chi_4, \chi_5$ and $\chi_{12}$ mark the lines passing through one of the vertices. The proof of Lemma 3.4 reveals that the monomials defining the morphisms $dP_6 \to \mathbb{P}^2$ lie in the $\chi_7$ and $\chi_{14}$ character spaces, so these characters mark the vertex.

![Figure 5: Reid’s recipe for $\frac{1}{30}(25, 2, 3)$](image-url)
4 Every character appears once on $\Sigma$

It is not clear a priori from the construction of the previous section that different vertices are marked with different characters. Nevertheless, this is the case in Examples 3.6 and 3.7 where, in addition, every character of $A$ marks either a line in $\Sigma$ (possibly passing through several vertices in the sense of Remark 3.5) or a unique vertex. In this section we prove that this is the case for every finite Abelian subgroup $A \subset \text{SL}(3, \mathbb{C})$.

There is a dichotomy in the calculation of $\Sigma$: there is either a unique meeting of champions or a unique long side (see [CR02, §2.8.2]). If a meeting of champions exists, the champion lines subdivide $\Sigma$ into four regions (see Figure 6(a)), three if the champion has side zero or one if the meeting of champions is the whole of $\Delta$. Otherwise, permuting

\[ e_1 \]
\[ e_2 \]
\[ e_3 \]
\[ p_1 \]
\[ p_2 \]
\[ p_3 \]
\[ x^d \cdot y \]
\[ y \cdot z \]
\[ z \cdot x \]
\[ x \]
\[ y \]
\[ z \]
\[ d \]
\[ e \]

Figure 6: Coarse subdivision: (a) meeting of champions; (b) long side

$x, y, z$ if necessary, $\Sigma$ is subdivided by a line from $e_1$ which cuts the long side $e_2e_3$ as in Figure 6(b) (there may be more than one line from $e_1$ cutting the long side so this subdivision is not canonical). In each case we produce a coarse subdivision of $\Sigma$ into at most four regions which are themselves unions of regular triangles. Each region, apart from the interior triangle in Figure 6(a), is a triangle with vertices $e_i, p_j, e_k$; in Figure 6(b) the point $p = p_j$ lies on the edge $e_2e_3$ cut out by $x^d$. Example 3.6 contains a meeting of champions of side zero so is divided into three regions, Example 3.7 has a long side and hence two regions.

From now on we identify characters of $A$ with monomials in the eigenspace of that character. There is of course no canonical monomial for each character. However, we now show that the characters marking the points and lines in a regular corner triangle prefer a single monomial above all other choices (the meeting of champions triangle is different, see Remark 4.3).

Proposition 4.1 The characters which mark the points and lines lying in the region

\[ e_1 \]
\[ e_2 \]
\[ e_3 \]
\[ p \]
\[ x^d \]
\[ y \cdot z \]
\[ z \cdot x \]
\[ x \]
\[ y \]
\[ z \]
\[ d \]
\[ e \]

Figure 6: Coarse subdivision: (a) meeting of champions; (b) long side
$e_1p_2e_3$ of Figure 6(a) can be represented by the monomials
\[ x_i z_j \quad \text{for} \quad i = 0, \ldots, d; j = 0, \ldots, f. \]  
(4.1)

By permuting $x, y, z$ if necessary, this proposition computes the characters marking any of the outer regions $e_ip_je_k$ in Figure 6(a) or 6(b).

**Lemma 4.2** The characters which mark the regular triangles of side $r$ in Figure 4 can be represented by the monomials
\[ z^{f-k} \quad \text{and} \quad x^{d-i} z^{f-k} \quad \text{for} \quad i, k = 0, \ldots, r \quad \text{in Case a}, \]  
(4.2)
\[ x^i z^{f-k} \quad \text{and} \quad x^{d-i} z^{c+k} \quad \text{for} \quad 0 \leq i + k \leq r \quad \text{in Case b}. \]  
(4.3)

**Proof of Proposition 4.1, assuming the lemma.** Starting from the edge $e_1e_3$, run an MMP (see [CR02, §2.7]) which eats all regular triangles inside the region $e_1p_2e_3$ of Figure 6(a). We prove the proposition by induction on the number of contractions in the MMP. If the MMP consists of a single contraction then the region itself is a regular corner triangle from $e_3$, shown in Figure 1(a). The ratio $x^a : y^{e}$ cutting out the edge $e_1e_3$ is simply $y^e$, hence $a = 0$. Since $d - a = f = r$ holds by (2.1), substitute $d = f = r$ into the list (4.2) of characters marking a corner triangle to see that the proposition holds in this case.

Suppose now that we have performed an MMP that has eaten all regular triangles in a region with vertices $e_1q e_3$ where the lines $e_1q$ and $e_3q$ are cut out by the ratios $z^f : y^e$ and $x^a : y^e$ respectively (see Figure 1(a)). We assume by induction that the characters marking the union of regular triangles inside this region are
\[ x_i z_j \quad \text{for} \quad i = 0, \ldots, a; j = 0, \ldots, f. \]  
(4.4)

If the next contraction of the MMP eats a corner triangle from $e_3$, then the line $e_3q$ extends to a lattice point $p$, and the line $e_3p$ has ratio $x^d : y^b$ say, as shown in Figure 1(a). The characters which mark the new corner triangle are listed in (4.2). The region $e_1p_2e_3$ of Figure 6(a) is therefore marked with the union of characters (4.2) and (4.4); namely $x^i z_j$ for $i = 0, \ldots d; j = 0, \ldots f$ as required. The case where the final triangle is from $e_1$ is similar.

**Proof of Lemma 4.2.** For Case a, the triangle is eaten by an MMP from the side $e_1e_3$ so we choose to represent the characters marking this triangle by monomials in $x, z$. From (2.3), the characters which mark the tesselating lines of the triangle are
\[ x^{d-i}, \quad x^a z^j, \quad z^{f-k} \quad \text{for} \quad i, j, k = 0, \ldots r - 1. \]  
(4.5)

The vertices along the edges of the triangle are marked with the characters
\[ x^a z^{f-k}, \quad x^d z^{f-k}, \quad x^{d-i} z^f \quad \text{for} \quad i, k = 0, \ldots r - 1. \]  
(4.6)
Indeed, the edges emanating from \( e_3 \) are marked with \( x^a \) and \( x^d \). A tesselating line marked with \( z^{f-k} \) (for \( k = 0, \ldots, r - 1 \)) passes through every vertex on both of these edges and hence, by Lemmas 3.2 and 3.3, these vertices are marked with \( x^a z^{f-k} \) and \( x^d z^{f-k} \). Similarly, the tesselating lines \( x^{d-i} \) cross the edge from \( e_1 \) marked with \( z^j \), so \( x^{d-i} z^j \) mark the vertices along this edge. Finally, from the proof of Lemma 3.4, we know that the characters

\[
x^{a+i} z^{f-k} \quad \text{and} \quad x^{d-i} z^j
\]

for \( i, j, k = 1, \ldots, r - 1 \) such that \( i + j + k = r \) \( (4.7) \)

mark the internal vertices in the tesselation of the regular triangle of Figure 1(a). As a result, the union of the characters listed in (4.5), (4.6) and (4.7) mark the points and lines of the regular triangle of Figure 1(a). It is an easy combinatorial exercise to see that the union of these characters is equal to the list (4.2) as claimed. This proves Case a of Lemma 4.2.

To prove Case b, one proves similarly that the characters \( x^{d-i} \), \( x^j z^{c+j} \) and \( z^{f-k} \) for \( i, j, k = 0, \ldots, r - 1 \) mark the lines of the regular tesselation; the characters \( x^d z^{f-k} \), \( x^{a+j} z^{c+j} \) and \( x^{d-i} z^c \) for \( i, j, k = 0, \ldots, r - 1 \) mark the vertices along the edges of the triangle; and the characters \( x^j z^{f-k} \) and \( x^{d-i} z^{c+j} \) for \( i, j, k = 1, \ldots, r - 1 \) such that \( i + j + k = r \) mark the internal vertices of the triangle. As with Case a, the union of these characters is equal to the list (4.3) as claimed. \( \square \)

**Remark 4.3** There is symmetry in Lemma 4.2 Case b. The characters were listed in terms of \( x, z \), but equally can be written in \( x, y \) or \( y, z \) using the relations \( (2.4) \). This doesn’t alter the character, because the ratios in \( (2.4) \) are \( A \)-invariant. In short, the characters marking strata in the interior triangle in Figure 6(a) do not prefer a single monomial over all others.

The condition \( A \subset \text{SL}(3, \mathbb{C}) \) ensures that \( xyz \) is \( A \)-invariant, so a monomial lies in the same character space as its image in \( \mathbb{C}[x, y, z]/xyz \). Following Reid [Rei97, §7], the monomials in \( \mathbb{C}[x, y, z]/xyz \) are represented as a tesselation of the plane by regular hexagons, part of which is shown in Figure 7.

**Figure 7:** The McKay quiver as a tesselation by regular hexagons

This is the universal cover of the *McKay quiver*, where the arrows in the three principal directions are ‘multiply by \( x \), \( y \) or \( z \)’. Some power of each monomial \( x, y \) and \( z \) is \( A \)-invariant so the tesselation is periodic, and we say that any connected region in the quiver in one-to-one correspondence with the characters of \( A \) is a *fundamental domain*. 
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Proposition 4.4 The characters marking the points and lines in \( \Sigma \) form a fundamental domain in the McKay quiver (assuming that a character which marks a line passing through a vertex in the sense of Remark 3.5 is recorded only once on the quiver).

Proof. The coarse subdivision of \( \Sigma \) is one of the two types shown in Figure 6. Beginning with Case a, plot the characters which mark each region on the McKay quiver. The characters marking the three outer regions in the subdivision form parallelograms, by Proposition 4.1, and the characters marking the meeting of champions form a pair of triangles, by Lemma 4.2 Case b. The parallelograms and triangles intersect along characters \( x^i y^c = x^i z^c \) \((0 \leq i \leq d)\), \( y^j z^f = y^j x^a \) \((0 \leq j \leq e)\) and \( x^d z^k = y^b z^k \) \((0 \leq k \leq f)\) marking the vertices on the champion lines, as shown in Figure 8. The union of these regions is slightly larger than a fundamental domain in the quiver. However, the characters \( x^i, y^j, z^k \) around the edge of the shape in Figure 8 mark tessellating lines in different regions and have been plotted more than once. In each case, the lines marked with the same monomial pass through a vertex of valency 4, 5 or 6 (c.f. Remark 3.5), thereby passing from one region to another. The assumption in the statement of the theorem enables us to identify in pairs (the trivial character 1 appears three times) the monomials around the outside of the shape of Figure 8, leaving a fundamental domain.

Otherwise, the subdivision is from Figure 6(b). The characters marking the two regions are \( x^i z^k \) and \( x^i y^j \) for \( i = 0, \ldots d \), \( j = 0, \ldots e \) and \( k = 0, \ldots f \). These parallelograms intersect along the characters \( x^i y^c = x^i z^f \) \((0 \leq i \leq d)\) marking the vertices on

Figure 8: Three parallelograms and two triangles in the McKay quiver
the line of intersection of the regions. Since $x^d$ is $A$-invariant, identify the characters $y^i$ and $x^d y^j$ pairwise, and similarly $z^k$ and $x^d z^k$. Identify in pairs the two collections $1, x, \ldots, x^d$ marking the lines passing from one region to another, leaving a fundamental domain. 

Remark 4.5 The coarse subdivision of Figure 6(b) is not canonical, different subdivisions vary by a corner triangle $T$ of side $r$ from $e_1$ whose sides extend from $e_1$ to the long side. If the long side is cut out by the monomial $x^f$ and the other sides of $T$ are cut out by $y^a : z^e$ and $y^d : z^b$ say, where the relations (2.3) hold, then the characters which mark $T$ are $y^d - i x^f - k$ for $i, k = 0, \ldots, r$ by Lemma 4.2. This is a parallelogram with sides of length $r$, so choosing a different coarse subdivision causes the pair of parallelograms in the above proof to be translated. In particular, the overall result is unchanged.

Corollary 4.6 Every nontrivial character of $A$ appears once on $\Sigma$ as either

(i) a character $\chi_i$ marking a line (possibly passing through several vertices in the sense of Remark 3.5); or

(ii) a character $\chi_m$ marking a vertex; or

(iii) the second character $\chi_l$ marking the intersection of three straight lines.

5 Tautological line bundles on $A$-$\text{Hilb}(\mathbb{C}^3)$

For a finite Abelian subgroup $A \subset \text{SL}(3, \mathbb{C})$, write $\pi : \mathbb{C}^3 \to X = \mathbb{C}^3/A$ for the quotient, $Y = A$-$\text{Hilb}(\mathbb{C}^3)$ for Nakamura’s $A$-Hilbert scheme and $\varphi : Y \to X$ for the crepant resolution. Since $Y$ is a fine moduli space of subschemes $Z \subset \mathbb{C}^3$ there is a universal subscheme $Z \subset Y \times \mathbb{C}^3$ fitting into the diagram

$$
\begin{array}{ccc}
Z & \xrightarrow{p} & Y \\
\downarrow{q} & & \downarrow{\varphi} \\
Y & \swarrow{q} & \mathbb{C}^3 \\
\varphi & \downarrow{\pi} & X
\end{array}
$$

in which $\pi$ and $p$ are finite, $\varphi$ and $q$ are birational and $p$ is flat. The sheaf $R := p_* \mathcal{O}_Z$ is locally free since $p$ is finite and flat. Write $Z(y) \subset \mathbb{C}^3$ for the $A$-cluster corresponding to a point $y \in Y$. By the definition of $A$-cluster (see §1), the $A$-module $H^0(Z(y), \mathcal{O}_{Z(y)})$ is the regular representation of $A$, therefore $\dim H^0(Z(y), \mathcal{O}_{Z(y)})$ is constant, namely the order of the group $A$. A theorem of Grothendieck on (higher) direct images of coherent sheaves under proper morphisms (see Mumford [Mum70, II.5,Corollary 2]) establishes that the fibre of $R$ over $y$ is $H^0(Z(y), \mathcal{O}_{Z(y)})$. In particular, the rank of $R$ is equal to the
order of the group $A$. The decomposition of the regular representation into irreducible submodules induces the decomposition

$$\mathcal{R} = \bigoplus_k \mathcal{R}_k \otimes \rho_k \quad \text{for} \quad \mathcal{R}_k = \text{Hom}_A(\rho_k, \mathcal{R}),$$

where the sum runs over all irreducible representations $\rho_k$ of $A$. The sheaves $\mathcal{R}_k$ are direct summands of a locally free sheaf so are themselves locally free of rank $\operatorname{dim} \rho_k = 1$. We call $\mathcal{R}_k$ the tautological line bundle on $Y$ associated to the irreducible representation $\rho_k$ of $A$.

Our calculation of the coordinates on the subvarieties $U_\tau \cong \mathbb{C}^3$ covering $Y$ enables us to compute an explicit basis of the fibres of $\mathcal{R}$ over $U_\tau$. First, write down the coordinates $\xi, \eta, \zeta$ (or $\lambda, \mu, \nu$) on $U_\tau$ given in one of the lists (2.5) to (2.8). In each case, the origin $0 \in \mathbb{C}^3 \cong U_\tau$ defines an $A$-cluster $Z_\tau$ with defining ideal $I_\tau$ generated by monomials. It is easy to write down a $\mathbb{C}$-basis for $H^0(Z_\tau, \mathcal{O}_{Z_\tau}) = \mathbb{C}[x, y, z]/I_\tau$, namely the set $\Gamma_\tau$ of monomials in $\mathbb{C}[x, y, z] \setminus I_\tau$. This set is called an $A$-graph by Nakamura. Every monomial $m \in \mathbb{C}[x, y, z]$ lies in a well defined character space of the $A$-action, giving rise to a map $\operatorname{wt}: \Gamma_\tau \to A^\vee$ from an $A$-graph to the character group of $A$. This map is one-to-one because $H^0(Z_\tau, \mathcal{O}_{Z_\tau})$ is the regular representation. Nakamura [Nak00, Lemma 2.3(ii)] proves that the set $\Gamma_\tau$ forms a basis of the coordinate ring $H^0(Z(y), \mathcal{O}_{Z(y)})$ for every point $y$ in the affine chart $U_\tau$ (see also [CR02, §4]). Thus we have shown the following well known fact:

**Proposition 5.1** The monomials in the $A$-graph $\Gamma_\tau$ form a basis of the fibres of $\mathcal{R}$ over every point of $U_\tau$.

To illustrate this, consider the chart $U_\tau \subset Y$ with coordinates $\xi, \eta, \zeta$ as in (2.3). The point $\xi = \eta = \zeta = 0$ corresponds to the $A$-cluster with ideal

$$I_\tau = \langle x^{d-i}, y^{e-i}, z^{f-k}, y^{b+i+1}z^{i+1}, x^{a+j+1}z^{j+1}, x^{k+1}y^{c+k+1}, xyz \rangle.$$ 

The $A$-graph $\Gamma_\tau$ consisting of the monomials lying in $\mathbb{C}[x, y, z] \setminus I_\tau$ is shown in Figure 9. As before, monomials in $\mathbb{C}[x, y, z]/xyz$ are drawn on a planar graph, but to save space we represent monomials by dots rather than hexagons. For each $\rho_k$, the generator $r_{k, \tau}$ of the tautological line bundle $\mathcal{R}_k$ over $U_\tau$ can be read off directly from $\Gamma_\tau$: if $\chi_k \in A^\vee$ denotes the character of the representation $\rho_k$ then $r_{k, \tau}$ is the unique monomial $m \in \Gamma_\tau$ with $\operatorname{wt}(m) = \chi_k$.

**Remark 5.2** For finite $G \subset \text{SL}(2, \mathbb{C})$, Gonzalez-Sprinberg and Verdier [GSV83] calculated the generators of each $\mathcal{R}_k$ over an open cover of $Y$ by computing a resolution of $\mathcal{R}_k$. The new approach via Nakamura’s $A$-graphs $\Gamma_\tau$ implemented here provides the generators of $\mathcal{R}_k$ on the open cover of $Y$ without the need for explicit resolutions.
The next lemma lists elementary facts about the generators $r_{k,\tau}$. Given $\rho_k$, let $m \in \mathbb{C}[x,y,z]$ be such that $r_{k,T} = m$ for some basic triangle $T$. Set

$$\text{Conv}(k, m) := \{p \in \Delta \mid \exists \text{ basic triangle } \tau \text{ containing } p \text{ such that } r_{k,\tau} = m \}.$$ 

This subset of the junior simplex $\Delta$ is by construction a union of triangles.

**Lemma 5.3**

(i) $\text{Conv}(k, m)$ is a convex subset of $\Delta$.

(ii) $e_1 \notin \text{Conv}(k, m) \iff m$ is divisible by $x$. The same statement holds if $e_2$ (resp. $e_3$) replaces $e_1$ and $y$ (resp. $z$) replaces $x$.

(iii) Let $v$ be a vertex of triangles $T, T'$. If $r_{k,T} = x^\alpha z^\gamma$ and $r_{k,T'} = y^\beta z^\delta$ then $z^{\min\{\gamma, \delta\}}$ divides $r_{k,\tau}$ for all triangles $\tau$ whose interior intersects $e_1 v e_2$.

**Proof.** Write $\mathcal{R}_k \cong \mathcal{O}_Y(D)$ for some divisor $D$ on $Y$. Toric geometry defines $D$ by specifying an element $m_\tau \in M$ for each $\tau \in \Sigma$, defining divisors $\text{div}(m_\tau^{-1})$ on $U_\tau \subset Y$ so that $m_\tau$ generates $\mathcal{O}_Y(D)|_{U_\tau}$. Now, $r_{k,\tau}$ generates $\mathcal{R}_k|_{U_\tau}$ so, accounting for linear equivalence, there exists a Laurent monomial $f$ such that $r_{k,\tau} = f \cdot m_\tau$ (if $f = 1$ then $r_{k,\tau}$ is $\mathcal{A}$-invariant, but this is false unless $\rho_k$ is trivial). The line bundle $\mathcal{R}_k$ is generated by its global sections so the piecewise linear function $\psi_D : |\Sigma| \to \mathbb{R}$ defined by $\psi_D(v) = \langle m_\tau, v \rangle$ for $v \in \tau$ is convex. Since $f$ is fixed, it follows that $\psi_k : |\Sigma| \to \mathbb{R}$ defined by $\psi_k(v) = \langle r_{k,\tau}, v \rangle$ for $v \in \tau$ is also convex. This proves part (i).

For any triangle $T$ with vertex $e_1$, one of the coordinates on the affine variety $U_T$ is $x/y^j z^k$ for some $j, k \in \mathbb{Z}_{\geq 0}$, so $x$ cannot divide any monomial $r_{k,T}$ in $\Gamma_T$. In particular, when $m$ is divisible by $x$ we have $e_1 \notin \text{Conv}(k, m)$. Conversely, if $m = r_{k,\tau}$ is not divisible by $x$ then $m = y^\beta z^\gamma$ for $\beta, \gamma \in \mathbb{Z}_{\geq 0}$. Then $\psi_k(v) = \langle y^\beta z^\gamma, v \rangle$ for $v \in \tau$ and $\langle y^\beta z^\gamma, e_1 \rangle = 0$. But $\psi_k(e_1) = 0$ because $x$ cannot divide $r_{k,T}$ for any $T$ with vertex $e_1$, so in fact $\psi_k(v) = \langle y^\beta z^\gamma, v \rangle$ for $v = e_1$ and for all $v \in \tau$. Convexity of $\psi_k$ ensures $\psi_k(v) \leq \langle y^\beta z^\gamma, v \rangle$ for all $v \in \Sigma$, so piecewise linearity gives $\psi_k(v) = \langle y^\beta z^\gamma, v \rangle$ for all $v$ on straight lines in $\Delta$ joining $e_1$ to points of $\tau$. In particular, $r_{k,T} = y^\beta z^\gamma$ for some $T$ with vertex $e_1$, so $e_1 \in \text{Conv}(k, m)$. This completes (ii).
Finally, suppose there exists $\tau$ such that $z^{\min\{\gamma,\delta\}}$ doesn’t divide $r_{k,\tau}$ and an interior point $w$ of $\tau$ lies inside $e_1 v e_2$. By exchanging $x$ and $y$ if necessary, we may assume $r_{k,\tau} = x^a z^c$ with $c < \min\{\gamma, \delta\}$. If $a \leq \alpha$ then any $A$-graph containing $x^\alpha z^\gamma$ also contains $x^a z^c$, but $wt(x^\alpha z^\gamma) = \chi_k = wt(x^a z^c)$, so in fact $a > \alpha$. Now, consider $z^{\gamma-c}/x^{a-\alpha} = x^\alpha z^\gamma/x^a z^c \in M = N^\vee$. The plane $(z^{\gamma-c}/x^{a-\alpha})^\perp \subset N \otimes \mathbb{R}$ defines a line $l = (z^{\gamma-c}/x^{a-\alpha})^\perp \cap \Delta$ in the junior simplex $\Delta$ passing through $e_2$. Since $r_{k,T} = x^a z^c$ and $v \in T$ we have $(z^{\gamma-c}/x^{a-\alpha}, v) = \langle x^\alpha z^\gamma, v \rangle - \langle x^a z^c, v \rangle \leq 0$. Similarly, $r_{k,\tau} = x^a z^c$ and $w$ lies strictly inside $\tau$ so $(z^{\gamma-c}/x^{a-\alpha}, w) = \langle x^\alpha z^\gamma, w \rangle - \langle x^a z^c, w \rangle > 0$. Clearly $(z^{\gamma-c}/x^{a-\alpha}, e_3) > 0$. As a result, $e_3$ and $w$ lie on the same side of the line $l$ through $e_2$ while $v$ lies either on the opposite side of $l$ or on the line itself. Either way, $w$ cannot lie in the region $e_1 v e_2$, a contradiction. \hfill \square

Example 5.4 The fan $\Sigma$ of $A$-Hilb($\mathbb{C}^3$) for the singularity $\frac{1}{4}(1,2,8)$ is shown in Figure 10. The generators $r_{3,\tau}$ of $\mathcal{R}_3|_{U_r}$ are drawn on Figure 10(a); note that $r_{3,\tau} = xy$ for four triangles $\tau \in \Sigma$. Six convex regions $\text{Conv}(3, m)$ partition $\Delta$ for certain $m$ with $wt(m) = \chi_3$. Parts (ii) and (iii) of Lemma 5.3 are essentially obvious when you consider the relative positions of the $m$ in the Newton polygon shown in Figure 10(b). Observe that $y^2 z^4$ and $yz^7$ don’t generate $\mathcal{R}_3$ on any open set: the ratios of consecutive monomials $y^3 z/y^2 z^4$, $y^2 z^4/y^3 z$ and $yz^7/z^{10}$ coincide so $\mathcal{R}_3$ has degree three on one of the curves parametrised by $y:z^3$ (see Lemma 7.2 for more on this point).

\begin{figure}[h]
\centering
\begin{subfigure}{0.4\textwidth}
\centering
\includegraphics[width=\textwidth]{example54a.png}
\caption{(a) Generators $r_{3,\tau}$ of $\mathcal{R}_3$; (b) the Newton polygon}
\end{subfigure} \hspace{1cm}
\begin{subfigure}{0.4\textwidth}
\centering
\includegraphics[width=\textwidth]{example54b.png}
\end{subfigure}
\end{figure}

6 Relations between tautological line bundles

For every compact exceptional surface of the crepant resolution $\varphi: Y \to X$, there is a relation in $\text{Pic}(Y)$ between tautological line bundles $\mathcal{R}_k$ on $Y$. These relations can be stated using Reid’s recipe (see §3):
Theorem 6.1 The following relations hold in Pic(Y):

1. \( R_m = R_k \otimes R_k \) when \( \chi_m = \chi_k \otimes \chi_k \) marks a vertex \( v \) of valency 3.
2. \( R_m = R_k \otimes R_i \) when \( \chi_m = \chi_k \otimes \chi_i \) marks a vertex \( v \) of valency 4.
3. \( R_m = R_k \otimes R_i \) when \( \chi_m = \chi_k \otimes \chi_l \) marks a vertex \( v \) of valency 5 or 6.
4. \( R_i \otimes R_m = R_i \otimes R_j \) when the pair of characters \( \chi_i \) and \( \chi_l \) satisfying \( \chi_l \otimes \chi_m = \chi_i \otimes \chi_j \) mark an intersection point \( v \) of three straight lines.

Proof. To establish a relation of the form \( R_m = R_k \otimes R_i \) we prove that \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) on every triangle \( \tau \in \Sigma \). We proceed case by case as in [3].

Case 1: Write \( v \) for the vertex of valency 3 marked with \( \chi_m = \chi_k \otimes \chi_k \) from Lemma 3.1. In the notation of Lemma 3.1, write \( T \) for the basic triangle in \( \Sigma \) with \( v \) as a vertex and ratios \( x^d : y^b, y^b : z^f \) cutting out two edges. By permuting \( x, y, z \) if necessary, assume that \( T \) lies in a regular corner triangle of side \( r \) from \( e_3 \) as shown in Figure 11(a) (with \( b = c \)). The third edge of \( T \) is cut out by \( y_{\epsilon - (r-1)} : x_{\epsilon + (r-1)} : z_{\epsilon - 1} \) so the coordinates on \( U_T \) are \( \xi = x^d / y^b, \eta = y_{\epsilon - (r-1)} / x_{\epsilon + (r-1)} z_{\epsilon - 1} \) and \( \zeta = z^f / y^b \). Calculating \( \Gamma_T \) using the method introduced in [3] shows that both \( y^b \) and \( y_{\epsilon - r} \) lie in \( \Gamma_T \). Since \( wt(y^b) = \chi_k \) we have \( r_{k,T} = y^b \). Also, \( e - r = 2b \) by (2.1), so \( wt(y_{\epsilon - r}) = wt(y^{2b}) = \chi_k \otimes \chi_k = \chi_m \), hence \( r_{m,T} = y^{2b} \). Note in passing that \( y^{2b} \) lies in the socle of \( \Gamma_T \).

We now claim that for every triangle \( \tau \) in the region \( e_1 v e_3 \) of \( \Sigma \) we have \( r_{k,\tau} = y^b \) and \( r_{m,\tau} = y^{2b} \) so that \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \). Indeed, \( m = y^b \) is divisible by neither \( x \) nor \( z \) so Lemma 2.3(ii) shows that both \( e_1 \) and \( e_3 \) lie in \( Conv(k, y^b) \). The vertex \( v \) in \( T \) also lies in this set since \( r_{k,T} = y^b \) by the above. It follows that the entire region \( e_1 v e_3 \) lies in \( Conv(k, y^b) \) by convexity, thereby proving the claim for \( r_{k,\tau} = y^b \). The proof for \( r_{m,\tau} = y^{2b} \) is identical. Symmetrically, we see that \( r_{k,\tau} = x^a \) and \( r_{m,\tau} = x^{2a} \) for \( \tau \) in \( e_2 v e_3 \), and that \( r_{k,\tau} = z^f \) and \( r_{m,\tau} = z^{2f} \) for \( \tau \) in \( e_1 v e_2 \). Therefore \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for all \( \tau \in \Sigma \).

Case 2: Write \( v \) for the vertex of valency 4 marked with \( \chi_m = \chi_k \otimes \chi_l \) from Lemma 3.2. Mimicking the proof of Case 1 above gives \( r_{k,\tau} = y^b, r_{l,\tau} = y^c, r_{m,\tau} = y^{b+c} \) and hence \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for \( \tau \) in the region \( e_1 v e_3 \) of Figure 11(a). By permuting \( x \) and \( y \), the same argument shows that \( r_{k,\tau} = x^d, r_{l,\tau} = x^a, r_{m,\tau} = x^{a+d} \) and hence \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for \( \tau \) in \( e_2 v e_3 \). Again, note in passing that if \( \tau \) has \( v \) as a vertex then \( r_{m,\tau} \) (which is either \( y^{b+c} \) or \( x^{a+d} \)) lies in the socle of \( \Gamma_{T'} \).

As for \( e_1 v e_2 \), let \( T \) and \( T' \) denote the basic triangles in \( e_1 v e_2 \) having \( v \) as a vertex. Using the coordinates \( \xi = x^a / z^f, \eta = y^b / x^d, \zeta = z^f / y^{b+1} \) on \( U_T \) and \( \xi' = x^d / y^b, \eta' = y^c / z^f, \zeta' = z^f / y^{b+1} \) on \( U_{T'} \), we calculate the \( A \)-graphs \( \Gamma_T \) and \( \Gamma_{T'} \). It is immediate that \( x^d z^f \in \Gamma_T \) and \( y^b z^f \in \Gamma_{T'} \) (again, these monomials both lie in the socle of the corresponding \( A \)-graph). Since \( wt(z^f) = \chi_l \) and \( wt(x^d) = wt(y^b) = \chi_k \) it follows that \( r_{m,T} = x^d z^f \) and \( r_{m,T'} = y^b z^f \) (see Figure 11(a)). Lemma 5.3(iii) reveals that \( z^f \) divides \( r_{m,\tau} \) for every \( \tau \in e_1 v e_2 \). Both \( r_{m,\tau} / z^f \) and \( z^f \) are of the form \( r_{i,\tau} \) for some \( \chi_i \).
because \( A \)-graphs are cyclic \( \mathbb{C}[x, y, z] \)-modules with generator 1. Now, \( \text{wt}(z^f) = \chi_l \) and \( \chi_m = \chi_k \otimes \chi_l \), hence \( \text{wt}(r_{m,\tau}/z^f) = \chi_k \). As a result, \( r_{l,\tau} = z^f \) and \( r_{m,\tau}/z^f = r_{k,\tau} \) for \( \tau \) in \( e_1v_e_2 \). This proves that \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for every triangle \( \tau \) in \( e_1v_e_2 \) which completes Case 2.

Figure 11: Generators \( r_{m,T} \) for \( T \) with vertex \( v \) in (a) Case 2; (b) Case 3

**Case 3:** Write \( v \) for a vertex of valency 5 or 6 (excluding three straight lines meeting at a point) marked with \( \chi_m = \chi_k \otimes \chi_l \) from Lemma 3.3. Mimicking the proof of Case 1 above gives \( r_{k,\tau} = y^f, r_{l,\tau} = y^e, r_{m,\tau} = y^{c+e} \) and hence \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for \( \tau \) in the region \( e_1v_e_3 \) of Figure 3(b). Again, the monomial \( r_{m,\tau} = y^{c+e} \) lies in the socle of the \( A \)-graph \( \Gamma_\tau \) for the triangle \( \tau \) with vertex \( v \).

To prove the result for \( \tau \) lying outside \( e_1v_e_3 \), mimic the proof of Case 2 twice. That is, first compute the \( A \)-graphs of all triangles \( T \) having \( v \) as a vertex by calculating coordinates on the affine pieces \( U_T \). There exist two such adjacent triangles \( T, T' \) for which \( r_{m,T} = y^{b+f}z^{2f} \) and \( r_{m,T'} = x^a z^f \) (see Figure 11(b); these monomials both lie in the socle of the corresponding \( A \)-graph). Lemma 5.3(iii) reveals that \( z^f \) divides \( r_{m,\tau} \) for every \( \tau \) whose interior intersects the region \( e_1v_e_2 \). As in Case 2, it follows that \( r_{k,\tau} = z^f, r_{m,\tau}/z^f = r_{l,\tau} \) and hence that \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for \( \tau \) with interior intersecting \( e_1v_e_2 \). Repeat this argument beginning with the adjacent triangles \( T'' , T''' \) from Figure 11(b) where \( r_{m,T''} = x^a z^f \) and \( r_{m,T'''} = x^a y^c \) to see that \( r_{l,\tau} = x^a, r_{m,\tau}/x^a = r_{k,\tau} \) and hence that \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for \( \tau \) with interior intersecting \( e_2v_e_3 \). The interior of every triangle lying outside \( e_1v_e_3 \) intersects either \( e_1v_e_2 \) or \( e_2v_e_3 \) (possibly both, in which case \( r_{m,\tau} = x^a z^f \)), hence \( r_{m,\tau} = r_{k,\tau} \cdot r_{l,\tau} \) for all \( \tau \) lying outside \( e_1v_e_3 \). This completes the proof of Case 3 for a vertex of valency 5 when the regular triangle \( R \) from the proof of Lemma 3.3 is from \( e_1 \) as in Figure 3(b). The same argument proves Case 3 when \( R \) is either a corner triangle from \( e_2 \) or the meeting of champions. The case where the vertex has valency 6 is almost identical.

**Case 4:** The intersection point \( v \) of three straight lines is marked with characters \( \chi_l \) and \( \chi_m \) from Lemma 3.4. If \( v \) lies inside a corner triangle whose tesselating lines are
cut out by the ratios (2.3) then the characters \( \chi_i, \chi_j \) and \( \chi_k \) mark the lines through \( v \) cut out by \( x^{d-i} : y^{b+i}z^i, y^{c+j} : z^jx^{a+j} \) and \( z^{f-k} : x^ky^{e+j} \) respectively. First, calculate the A-graphs \( \Gamma_T \) of the six triangles \( T \) with \( v \) as a vertex, and hence write down the generators \( r_{i,T} \) and \( r_{m,T} \) of \( \mathcal{R}_s \) and \( \mathcal{R}_m \) on the open sets \( U_T \) as shown in Figure 12 (as in the previous three cases, the monomials shown on Figure 12 lie in the socle of the corresponding A-graphs). The lines in the figure should pass straight through \( v \) leaving six triangles; for instance, \( r_{i,T} = y^{e-j}z^i \) for a pair of triangles \( T \) with vertex \( v \) (the six monomials written on Figure 12 first appeared in (3.2)).

\[
\begin{align*}
\text{(a) } & x^{d-i} y^{b+i}z^i, \quad y^{e-j}z^i \\
\text{(b) } & x^{d-i} y^{b+i}z^i, \quad y^{b+i}z^{f-k}, \quad x^k y^{e-j}
\end{align*}
\]

![Figure 12](image)

Figure 12: For \( T \) with vertex \( v \), the generators of (a) \( \mathcal{R}_1 \); (b) \( \mathcal{R}_m \)

We claim that every \( \tau \in \Sigma \) whose interior intersects \( e_1ve_2 \) satisfies

\[
r_{k,\tau} = z^{f-k}, \quad r_{l,\tau} = z^i \cdot r_{j,\tau} \quad \text{and} \quad r_{m,\tau} = z^j \cdot r_{i,\tau}.
\]

(6.1)

To see this, consider the adjacent triangles \( T, T' \) with vertex \( v \) from Figure 12(a) such that \( r_{i,T} = y^{e-j}z^i \) and \( r_{l,T'} = x^{a+j}z^{f-k} \). It follows that \( r_{k,T'} = z^{f-k} \) and hence, by Lemma 5.3(ii), \( r_{k,\tau} = z^{f-k} \) for every \( \tau \) whose interior intersects \( e_1ve_2 \). Moreover, since \( i < f - k \), Lemma 5.3(iii) reveals that \( z^i \) divides \( r_{l,\tau} \) for every \( \tau \) whose interior intersects \( e_1ve_2 \), hence \( r_{l,\tau} / z^i \in \Gamma_\tau \). Observe from (3.2) that \( y^{e-j}z^i \) lies in the \( \chi_\tau \)-character space. This means that \( \text{wt}(r_{l,\tau} / z^i) = \text{wt}(y^{e-j}) = \chi_j \) and hence \( r_{l,\tau} / z^i = r_{j,\tau} \) which proves the second part of (6.1). As for the third part, consider the adjacent triangles \( T', T'' \) with vertex \( v \) shown in Figure 12(b) such that \( r_{m,T''} = y^{b+i}z^{f-k} \) and \( r_{m,T''} = x^{d-i}z^j \). Since \( j < f - k \), Lemma 5.3(iii) reveals that \( z^j \) divides \( r_{m,\tau} \) for every \( \tau \) with a vertex inside \( e_1ve_2 \), hence \( r_{m,\tau} / z^j \in \Gamma_\tau \). Again, (3.2) shows that \( x^{d-i}z^j \) lies in the \( \chi_\tau \)-character space which means that \( \text{wt}(r_{m,\tau} / z^j) = \text{wt}(x^{d-i}) = \chi_i \). Thus \( r_{i,\tau} / z^j = r_{i,\tau} \) which completes the proof of (6.1). The equations (2.1) show that \( z^{f-k} = z^i \cdot z^j \), so (6.1) gives

\[
r_{i,\tau} \cdot r_{m,\tau} = r_{i,\tau} \cdot r_{j,\tau} \cdot r_{k,\tau}
\]

(6.2)

for all triangles \( \tau \) whose interiors intersect \( e_1ve_2 \). The next step is to prove that every \( \tau \in \Sigma \) whose interior intersects \( e_1ve_3 \) satisfies

\[
r_{i,\tau} = x^{d-i}, \quad r_{l,\tau} = x^{a+j} \cdot r_{k,\tau} \quad \text{and} \quad r_{m,\tau} = x^k \cdot r_{j,\tau}.
\]

(6.3)
The proof is the same as that for (6.1). In this case, (2.1) gives \( x^{d-i} = x^{a+j} \cdot x^{k} \) which establishes (6.2) for \( \tau \) whose interiors intersect \( e_2 v e_3 \). Finally,

\[
r_{j,\tau} = y^{e-j}, \quad r_{i,\tau} = y^{e+k} \cdot r_{i,\tau} \quad \text{and} \quad r_{m,\tau} = y^{b+i} \cdot r_{k,\tau}
\]

for every \( \tau \in \Sigma \) whose interior intersects \( e_1 v e_3 \). Again, the proof is similar to (6.1), and (2.1) gives \( y^{e-j} = y^{e+k} \cdot y^{b+i} \) thereby proving (6.2) for \( \tau \) whose interiors intersect \( e_1 v e_3 \). Thus (6.2) holds for all \( \tau \in \Sigma \) and hence proves Case 4 when \( v \) lies inside a corner triangle with tessellating lines cut out by (2.3). Minor changes in indices proves the case where \( v \) lies inside the meeting of champions triangle whose tessellating lines are cut out by (2.4).

\[\square\]

**Remark 6.2** In the course of the proof we saw that whenever \( \chi_m \) marks \( v \), the corresponding monomial \( r_{m,\tau} \) lies in the socle of \( \Gamma_\tau \) for every triangle having \( v \) as a vertex. For more on this point see Craw and Ishii [CI02, §7].

**Proposition 6.3** Theorem 6.1 lists all nontrivial relations between tautological bundles in \( \text{Pic}(Y) \). In particular, the map \( \chi_k \mapsto R_k \) is not multiplicative.

**Proof.** The nontrivial tautological bundles span \( \text{Pic}(Y) \) because the whole collection \( \{R_k\} \) base \( K(Y) \). For each relation listed in the statement of the theorem, remove the bundle \( R_m \) from the spanning set (see Remark 6.4). Since we choose \( R_m \) each time, the remaining tautological bundles indexed by characters of type (i) and (iii) in Corollary 4.6 still span \( \text{Pic}(Y) \). There are \( |A| - 1 \) nontrivial bundles and we’ve just removed \( b_4(Y) \) of them, one for each interior vertex in \( \Sigma \), so the set spanning \( \text{Pic}(Y) \) consists of \( |A| - 1 - b_4(Y) \) bundles. The McKay correspondence of Ito and Reid [IN00] gives \( e(Y) = |A| \), so the set spanning \( \text{Pic}(Y) \) consists of \( e(Y) - 1 - b_4(Y) = b_2(Y) = \text{rank Pic}(Y) \). Thus the bundles indexed by characters of type (i) and (iii) are independent so there can be no more nontrivial relations. \( \square \)

**Remark 6.4** There are three maps \( dP_6 \to \mathbb{P}^1 \) given by restriction of the bundles \( R_i, \ R_j, \ R_k \), and two maps \( dP_6 \to \mathbb{P}^2 \) given by restriction of \( R_l \) and \( R_m \). All five maps span \( \text{Pic}(dP_6) \) and the relation of Theorem 6.1 part (4) holds. We break the symmetry in this relation by choosing the restriction of the bundles \( R_i, \ R_j, \ R_k, \ R_l \) as a basis for \( \text{Pic}(dP_6) \) while discarding \( R_m \). However, we could equally well choose the restriction of \( R_m \) as the fourth basis element in which case we discard \( R_l \).

## 7 The McKay correspondence

The last line in the proof of Proposition 6.3 established that the bundles \( R_k \) indexed by characters of type (i) and (iii) from Corollary 4.6 base \( \text{Pic}(Y) \). Applying the first Chern class isomorphism gives:
Proposition 7.1 The first Chern classes \( c_1(R_k) \) of bundles indexed by characters of type (i) and (iii) in Corollary 4.7 form a basis of \( H^2(Y, \mathbb{Z}) \).

Next consider \( H^4(Y, \mathbb{Z}) \). Following Reid [Rei97], we use the relations from Theorem 6.1 to construct virtual bundles \( V_m \) on \( Y \) indexed by characters \( \chi_m \) of type (ii) which, by construction, have trivial rank and trivial first Chern class. As before, we proceed case by case:

Case 1: For each relation \( R_m = R_k \otimes R_k \) arising from the marking of a vertex of valency 3, define \( V_m := (R_k \oplus R_k) \ominus (R_m \oplus \mathcal{O}_Y) \).

Case 2: For each relation \( R_m = R_k \otimes R_i \) arising from the marking of a vertex of valency 4, define \( V_m := (R_k \oplus R_i) \ominus (R_m \oplus \mathcal{O}_Y) \).

Case 3: For each relation \( R_m = R_k \otimes R_i \) arising from the marking of a vertex of valency 5 or 6, define \( V_m := (R_k \oplus R_i) \ominus (R_m \oplus \mathcal{O}_Y) \).

Case 4: For each relation \( R_i \otimes R_m = R_i \otimes R_j \otimes R_k \) arising from the marking of the intersection point of three straight lines, define the virtual bundle \( V_m := (R_i \oplus R_j \oplus R_k) \ominus (R_i \oplus R_m \oplus \mathcal{O}_Y) \).

Lemma 7.2 The bundle \( R_k \) has degree one on each curve in \( Y \) defined by a line in \( \Sigma \) marked with \( \chi_k \).

Proof. Consider a line in \( \Sigma \) marked with \( \chi_k \) and suppose, permuting \( x, y, z \) if necessary, that the corresponding curve \( \mathbb{P}^1 \subset Y \) is parametrised by the ratio \( z^{f-k} : x^k y^{c+k} \). Then \( \zeta = z^{f-k} / x^k y^{c+k} \) is a coordinate on \( U_T \) defined by the triangle \( T \) on one side of the line, hence \( r_{k,T} = x^k y^{c+k} \). Similarly, \( \nu = x^k y^{c+k} / z^{f-k} \) is a coordinate on \( U_T' \) defined by the triangle \( T' \) on the other side of the line, hence \( r_{k,T'} = z^{f-k} \). Thus the transition function of \( R_k \) on \( U_T \cap U_T' \) is determined by \( z^{f-k} = \zeta \cdot x^k y^{c+k} \). Since the curve is cut out by \( \zeta = 0 \) in \( U_T \) we see that \( R_k \) has degree one on the curve. \( \square \)

Proposition 7.3 The classes \( c_2(V_m) \) form a basis of \( H^4(Y, \mathbb{Z}) \) dual to the basis \([S] \in H_4(Y, \mathbb{Z})\) defined by the compact exceptional surfaces \( S \) of the resolution \( \varphi: Y \to X \).

Proof. The \( \mathbb{C}^* \)-action \( (x, y, z) \to (\lambda x, \lambda y, \lambda z) \) defines a retraction of \( Y \) onto the compactly supported exceptional locus of \( \varphi \), so the homology classes of the compact exceptional surfaces form an integral basis of \( H_4(Y, \mathbb{Z}) \). Write \( S_n \) for the exceptional surface corresponding to the vertex \( v := v_n \) in \( \Sigma \) marked with the character \( \chi_n \) according to §3. We prove case-by-case that

\[
\int_{S_n} c_2(V_m) = \delta_{mn}.
\]  

Case 1: Recall from Case 1 of Theorem 5.1 that \( r_{k,T} \) is \( y^b \) (resp. \( x^a \) or \( z^f \)) for \( \tau \) in \( e_1 v e_3 \) (resp. \( e_2 v e_3 \) or \( e_1 v e_2 \)), so \( R_k \) has degree zero on all lines not marked with \( \chi_k \). Also,
$\mathcal{R}_k$ has degree one on the curves defined by a line marked with $\chi_k$ by Lemma 7.2. Now, $\chi_m$ marks the vertex $v_m$ of valency 3 corresponding to $S_m = \mathbb{P}^2$ and $\mathcal{R}_k|_{S_m} = \mathcal{O}_{\mathbb{P}^2}(1)$, so

$$\int_{S_m} c_2(\mathcal{V}_m) = \int_{S_m} c_1(\mathcal{R}_k|_{S_m})^2 = \mathcal{O}_{\mathbb{P}^2}(1)^2 = 1,$$

as required. Next, consider a vertex $v_n \neq v_m$ in $\Sigma$. If $v_n$ lies on a line from $v_m$ to some $e_j$ then $S_n$ is a (possibly once or twice blown up) scroll $\mathbb{F}_r$. The bundle $\mathcal{R}_t$ has degree one on the classes $M$ and $D$, and degree zero on $F$ (and on each $-1$-curve $E$ if the scroll has been blown up). Thus $\mathcal{R}_k|_{S_n} = \mathcal{O}_{S_n}(F) \implies c_1(\mathcal{R}_k|_{S_n})^2 = F^2 = 0$. Otherwise $v_n$ lies inside one of the regions $e_i e_j$ in which case $\mathcal{R}_k|_{S_n} = \mathcal{O}_{S_n} \implies c_1(\mathcal{R}_k|_{S_n})^2 = 0$.

Thus

$$\int_{S_n} c_2(\mathcal{V}_m) = \int_{S_n} c_1(\mathcal{R}_t|_{S_n})^2 = 0$$

for any $v_n \neq v_m$. This establishes relation (7.1) for Case 1.

Case 2: In the notation of Case 2 from §8, $\chi_k$ marks the straight line through the vertex $v_m$ of valency 4 so $\mathcal{R}_k$ has degree one on the classes $M$ and $D$ on the surface $S_m = \mathbb{F}_r$ corresponding to $v_m$. It follows that $\mathcal{R}_k|_{S_m} = \mathcal{O}_{S_m}(F)$. Also, $\mathcal{R}_l$ has degree one on $F$ because $\chi_l$ marks the other two lines meeting at $v_m$, so $\mathcal{R}_l|_{S_m} = \mathcal{O}_{S_m}(M + c \cdot F)$, for some $c \in \mathbb{Z}$. Thus

$$\int_{S_m} c_2(\mathcal{V}_m) = \int_{S_m} c_1(\mathcal{R}_k|_{S_m}) \cdot c_1(\mathcal{R}_l|_{S_m}) = F \cdot (M + cF) = 1.$$ 

Next, consider a vertex $v_n \neq v_m$ in $\Sigma$. From Figure 3(a) we see that $\mathcal{R}_k$ (and $\mathcal{R}_l$) has degree one (resp. degree $d \geq 1$) on the line $v_m$ to $e_3$, and degree zero (resp. degree 1) on the lines $v_m$ to $e_1$ and $v_m$ to $e_2$. If $v_n$ lies on the line $v_m$ to $e_3$ then $S_n$ is a scroll $\mathbb{F}_r$, (possibly blown up in one or two points) and, as above, we have $\mathcal{R}_k|_{S_n} = \mathcal{O}_{S_n}(F)$ and $\mathcal{R}_l|_{S_n} = \mathcal{O}_{S_n}(dF)$ for some $d \in \mathbb{Z}$. Thus

$$\int_{S_n} c_2(\mathcal{V}_m) = \int_{S_n} c_1(\mathcal{R}_k|_{S_n}) \cdot c_1(\mathcal{R}_l|_{S_n}) = F \cdot (dF) = 0.$$ 

If $v_n \neq v_m$ lies on the line $v_m$ to $e_1$ or $v_m$ to $e_2$ then $\mathcal{R}_k|_{S_n} = \mathcal{O}_{S_n}$, and if $v_n \neq v_m$ does not lie on a line from $v_m$ to some $e_j$ then $\mathcal{R}_l|_{S_n} = \mathcal{O}_{S_n}$. In either case the Chern class calculation is zero so the relation (7.1) holds.

Case 3: Almost identical to Case 2 so we leave it as an exercise.

Case 4: In the notation of Case 4 from §8, write $v_m$ for the vertex marked with $\chi_l$ and $\chi_m$ defining a surface $S_m := dP_6$. The divisor class group is

$$\text{Div}(S_m) = \langle D_1, D_2, D_3, C_1, C_2 \mid D_1 + D_2 + D_3 = C_1 + C_2 \rangle,$$

$^1$We adopt the following notation: let $F$, $M$ and $D$ denote the classes on a surface scroll $\mathbb{F}_r$ with selfintersection 0, $r$ and $-r$ respectively; we use the same notation for the strict transforms of these classes in a once or twice blown up scroll.
where \( \mathcal{O}_{S_m}(C_\alpha) \) and \( \mathcal{O}_{S_m}(D_\beta) \) define morphisms from \( S_m \) to \( \mathbb{P}^2 \) and \( \mathbb{P}^1 \) respectively. The characters \( \chi_i, \chi_j \) and \( \chi_k \) mark the straight lines passing through \( v_m \) cut out by the ratios (2.3) or (2.4), and it follows that \( \mathcal{R}_i|_{S_m} = \mathcal{O}_{S_m}(D_1) \), \( \mathcal{R}_j|_{S_m} = \mathcal{O}_{S_m}(D_2) \) and \( \mathcal{R}_k|_{S_m} = \mathcal{O}_{S_m}(D_3) \). Thus

\[
\int_{S_m} c_2(\mathcal{R}_i \oplus \mathcal{R}_j \oplus \mathcal{R}_k) = \sum_{\alpha<\beta} D_\alpha \cdot D_\beta = 3,
\]

Also, from the construction of the characters \( \chi_l \) and \( \chi_m \) in Lemma 3.4, we have \( \mathcal{R}_l|_{S_m} = \mathcal{O}_{S_m}(C_1) \) and \( \mathcal{R}_m|_{S_m} = \mathcal{O}_{S_m}(C_2) \), so

\[
\int_{S_m} c_2(\mathcal{R}_l \oplus \mathcal{R}_m) = \int_{S_m} c_1(\mathcal{R}_l) \cdot c_1(\mathcal{R}_m) = C_1 \cdot C_2 = 2.
\]

The difference of these two integrals establishes (7.1) when \( m = n \). Next, consider a vertex \( v_n \neq v_m \). When \( v_n \) lies in the region \( e_1v_2 \), the proof of (6.1) shows that \( r_{k,\tau} = z^{l-k} \) on the open sets \( U_\tau \subset S_n \) defined by triangles \( \tau \) with \( v_n \) as a vertex. Then \( \mathcal{R}_k|_{S_n} = \mathcal{O}_{S_n} \), so \( c_1(\mathcal{R}_k|_{S_n}) = 0 \). It follows from (6.1) that \( c_1(\mathcal{R}_l|_{S_n}) = c_1(\mathcal{R}_j|_{S_n}) \) and \( c_1(\mathcal{R}_m|_{S_n}) = c_1(\mathcal{R}_i|_{S_n}) \). As a result

\[
\int_{S_n} c_2(\mathcal{R}_i \oplus \mathcal{R}_j \oplus \mathcal{R}_k) = c_1(\mathcal{R}_i|_{S_n}) \cdot c_1(\mathcal{R}_j|_{S_n})
\[
= c_1(\mathcal{R}_i|_{S_n}) \cdot c_1(\mathcal{R}_m|_{S_n}) = \int_{S_n} c_2(\mathcal{R}_l \oplus \mathcal{R}_m),
\]

so (7.1) holds for \( n \neq m \). This completes the proof of Proposition 7.3. \( \square \)

Proof of Theorem 1.1. The basis \( c_2(\mathcal{V}_m) \) of \( H^4(Y,\mathbb{Z}) \) is indexed by characters of type (ii), the basis \( c_1(\mathcal{R}_k) \) of \( H^2(Y,\mathbb{Z}) \) is indexed by characters of type (i) and (iii), the trivial bundle \( \mathcal{R}_0 = \mathcal{O}_Y \) generates \( H^0(Y,\mathbb{Z}) \). \( \square \)

Remark 7.4 If \( \chi_l \) and \( \chi_m \) mark the same vertex then there is a choice as to whether \( c_1(\mathcal{R}_l) \) or \( c_1(\mathcal{R}_m) \) is a basis element of \( H^2(Y,\mathbb{Z}) \), and as to whether we label the virtual bundle in Case 4 as \( \mathcal{V}_m \) or \( \mathcal{V}_l \). In particular, when there is a del Pezzo surface \( dP_6 \subset Y \), there is no canonical answer to the question ‘Which characters of the group correspond to elements of \( H^4(Y,\mathbb{Z}) \) and which to \( H^2(Y,\mathbb{Z}) \)’.
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