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Abstract

Forecasting support systems (FSS’s) have little value if users distrust the information and advice that they offer. Two experiments were used to investigate: i) factors that influence the levels of users’ stated trust in advice provided by an FSS, when this advice is provided in the form of interval forecasts, ii) the extent to which stated trust is associated with users’ modification of the provided forecasts, and iii) the consequences of these modifications for the calibration of the interval forecasts. Stated trust was influenced by the levels of noise in time series and whether a trend was present but was unaffected by the presence or absence of point forecasts. It was also higher when the intervals were framed as ‘bestcase/worst-case’ forecasts and when the FSS provided explanations. Absence of trust was associated with a tendency to narrow the provided prediction intervals which reduced their calibration.
Antecedents and effects of trust in forecasting advice

1. Introduction

Forecasting support systems (FSSs) can supply advice to users in a number of ways. Statistical forecasts produced by the system can be regarded as one form of advice (Önkal et al., 2009). These may take the form of point and interval forecasts and the user is usually free to either (a) ignore this advice and replace these forecasts, or (b) give some credence to the advice, either accepting or adjusting these forecasts if they feel that this is necessary. More obvious forms of advice can take the form of written statements. These may merely be informative in that they provide users with relevant information or they may actively recommend particular courses of action (Montazemi et al., 1996). Written explanations, designed to supply the user with the rationale that underlies the statistical forecasts, fall between these extremes – supplying the user with reasons for leaving the statistical forecasts unchanged but falling short of an explicit recommendation to do this.

It seems reasonable to assume that the extent to which users follow the advice of an FSS will be related to the level of trust that they attach to this advice. A recent field study (Fildes et al., 2009) found that forecasters in supply chain companies routinely override the advice that they receive from their forecasting systems, often to the detriment of forecast accuracy. In one company, over 90% of the system’s forecasts were changed. The absence of trust that this suggests raises doubts about the extent to which FSSs can add value to the forecasting process. When the advice proffered by the FSS is of value, ignoring it, because of a lack of trust, is likely to be detrimental to forecast accuracy.
This suggests that it is important to investigate what factors are likely to determine the levels of trust placed in the advice provided by an FSS. In this paper, we report the results of two experiments that were designed to identify: i) factors that influence the levels of users’ stated trust in advice provided by an FSS, when this advice was provided in the form of interval forecasts, ii) the association of the level of stated trust with the users’ propensity to modify the interval forecasts, and iii) the consequences for the calibration of the interval forecasts. The first experiment investigated the extent to which stated trust in interval forecasts is dependent on the nature of the time series of past observations, the language that is used to refer to the prediction intervals and the presence and absence of point forecasts. Were noisier time series associated with lower levels of trust? Was the use of terminology that sounded more precise and used non-technical language conducive to higher levels of trust? Also, point forecasts represent forecasts in their most concise form, with no formal indication of the uncertainty associated with them. So did their presence add to the perception of the advice as being precise (i.e. exact and free from vagueness) and worthy of confidence? The second experiment used the most trusted form of advice that was identified in the first experiment to investigate whether levels of trust were enhanced when verbal explanations for the forecasts were provided. Also, because there is a possibility that asking for explicit assessments of trust will prime people to be more wary of advice they receive, this experiment explored whether the act of eliciting stated trust itself had an effect on users’ tendency to modify the interval forecasts that were supplied.

2. Literature Review

The concept of trust is multidimensional and, not surprisingly therefore, it has been examined by researchers from a wide range of disciplines. Although these researchers have brought different perspectives to the concept, it is agreed that trust only applies when a situation is
perceived to involve risk (Johnson-George and Swap, 1982). This means that there is an assumed probability of incurring a loss on the part of the truster who is considering placing trust in the trustee. Many definitions of trust can be found in the literature but one by Rousseau et al. (1998) highlights the tension between the potential benefits and risks of placing trust in other human beings. These authors define trust as: “a psychological state comprising the intention to accept vulnerability based on positive expectations of the intentions or behaviors of another” (p.1998).

Different researchers have developed more specific alternative notions of trust but many agree that the key factors that determine levels of trust are the perceived benevolence, integrity, and ability (or competence) of the trustee (Mayer et al., 1995, Urban et al., 2009). Mayer et al. (1995) define benevolence “as the extent to which a trustee is believed to want to do good to the trustor” (p.718), while integrity relates to “the trustor's perception that the trustee adheres to a set of principles that the trustor finds acceptable” (p.719). Ability relates to factors like expertise, knowledge and competence within a particular domain. These authors emphasize that trust will be specific to a given domain. For example, statistical forecasters may be perceived to be highly competent in the extraction and extrapolation of trends from past data, but they may be seen as less competent as forecasters when unusual circumstances suggest that a discontinuity will occur in these trends in the future.

A large number of potential antecedents of trust have also been investigated in the literature. It appears that benevolence and competence are more likely to be perceived when the potential truster believes that the trustee shares the same vision and purpose (Levin et al., 2002, Siegrist et al., 2005), where the truster and trustee use the same jargon (Levin, 1999), where the goodwill or competence of the trustee can be verified, for example through past
performance or reports from other trusters (Siegrist et al., 2005), and where any advice given by the potential trustee is underpinned by explanations (Gönül et al., 2006, Önkal et al., 2008, Gönül et al., 2009). Indeed, research into user acceptance of the advice provided by expert systems and recommendation agents for electronic commerce has found that they enhance trust in the system (Ye and Johnson, 1995, Wang and Benbasat, 2007). The provision of explanations is thought to be helpful because: i) it allows people to understand perceived anomalies in the advice they receive, ii) it provides them with extra knowledge to assist them in the solution of a problem, and iii) it facilitates learning (Gönül et al., 2006). Learning can enhance trust because it improves people’s performance and hence improves acceptance of the advisor who is assisting this learning. However, this effect is likely to be relatively long-term and requires feedback so that people can see evidence of improved performance as a result of receiving the advice.

The advice literature also suggests that when uncertainty is being communicated by the potential trustee, for example through a prediction interval, then indications of high uncertainty may lead to reduced trust, even if the indications are accurate. There may be two reasons for this. First, wide prediction intervals may be perceived as a sign of the trustee’s lack of competence and knowledge (Yaniv, 1997). Second, perceived accuracy of the advice may not be the only determinant of trust. For example, Yaniv and Foster (1995) found that when supplied with a confidence interval, people preferred a narrow interval that excluded the true value to a wider interval that included it. This was because the wider interval (e.g. an estimate that the number of countries in the United Nations was between 50 and 300) was judged to uninformative. Thus, when judging the trust that they should place in advice in the form of prediction intervals, it appears that people make a trade-off between their desire for accuracy and their desire for advice which is informative. Wider intervals are more likely to
include the true values, but will also be less informative. However, Du et al. (2011) identified a third factor that also is likely to influence trust in prediction intervals, which they refer to as congruence. In areas like financial forecasting, people accept that there are high levels of uncertainty, therefore a forecast which is credible will be expected to acknowledge this uncertainty. Thus a prediction interval will be perceived to be more congruent with an uncertain situation than a point forecast. Du et al.’s work suggests that, under conditions of uncertainty (e.g. in financial forecasting), there will be a non-monotonic relationship between the width of a prediction interval and the trust associated with it. Congruence means that people will trust a forecast expressed as an interval up to a certain width; beyond this the concerns about lack of informativeness (and possibly competence) will kick in and trust will decline. In short, beyond an expected level of imprecision in the advice, the perceived vagueness of the advice is likely to be negatively associated with the level of trust placed in it.

Some researchers (e.g. Gefen et al., 2003) make a distinction between trust as a set of beliefs (e.g. in the benevolence, integrity and competence of the trustee) and the behavioral intentions of the trustee, which in turn will lead to actual behaviors. This distinction is consistent with the theory of reasoned action (Fishbein and Ajzen 1975) and the well-known technology acceptance model (TAM) (Davis, 1989). In contrast, other researchers have regarded actual behaviour as providing an indication of trust (e.g. Gulati, 1995). In this paper we take the former perspective and regard stated trust as an expression of a set of beliefs which is to be distinguished from subsequent behavior. This is because other factors, in addition to trust, may result in particular behaviors, such as a failure to recall or pay attention to the advice at the point when actions are being determined. For example, the process of determining actions may cause one’s focus to be directed to additional information besides the advice, so that its salience is reduced. Actions may even invoke different cognitive processes to those used in
the assessments of trust. Twyman et al. (2008) suggest that inconsistencies between the trust that people state they have in advice and their subsequent actions might result because intuitive processes are used to determine actions while stated trust is determined though explicit and reflective reasoning. Expressions of stated trust may, therefore, suffer from a lack of insight into this intuitive processing.

Most research into trust has focused on trust in human beings. However, there has been a growing body of literature on the antecedents of trust in advice provided through machines or computers. Some of the early work explored trust in expert systems. Bell (1985) suggested that expert systems that produce their recommendations without justification or explanations were unlikely to be trusted. However, he indicated users would probably be tolerant of occasional mistakes by the system if they can recognize the specific situations where these mistakes occur. Indeed, he suggested there is a danger that systems which provide rationalizations for their advice may attract too much trust. He therefore advocated mechanisms that force users to do some of the work of the system so that they think about its results and recognize exceptions where the advice is in error. More recent work has included research on trust in on-line advice systems (e.g. McKnight and Kacmar, 2006) and web-based decision support systems (e.g. Wang and Benbasat, 2005). Much of this work has suggested that people credit human qualities, such as responsibility, benevolence and credibility, to technology systems that offer advice (Wang and Benbasat, 2005). This is not entirely irrational as all computer systems have human designers, and hence, the benevolence or competence associated with the advice from a system will depend on the motivations and competence of the designer. However, the extent to which people ascribe human characteristics to a system may depend on the type of system and its presentation. For example, Önkal et al. (2009) found that people did not treat a forecasting support system with the same level of trust as human advisers. In this study, advice on forecasting was more
trusted when it was thought to emanate from human experts rather than a statistical algorithm embedded in a computer system. Consistent with this, Wang and Benbasat (2005) argue that anthropomorphization of computer systems may not be a characteristic of trust when systems are not deliberately presented as if they have human qualities. They suggest that future research should explore whether other dimensions of trust, which are specific to this type of technology, may prevail (also see Vance, 2009).

3. Formulation of hypotheses
The literature suggests that, once a forecast has acknowledged uncertainty (to ensure congruence), increased levels of vagueness, or imprecision in the forecast will lead to reduced trust. Prediction intervals will be wider where a time series contains more noise. This leads to the following hypothesis:

H1: Stated trust in the advice of an FSS will be lower for series with high levels of noise

In the experiment that follows we also manipulated vagueness in the way that advice was provided using two devices. First we examined the effect of framing a 90% prediction interval as a ‘best-case/worst-case forecast’. This terminology creates an idea of absolute upper and lower bounds yielding a greater sense of precision and certainty than a 90% prediction interval. It also involves language that is ‘jargon-free’ and hence is more likely to be familiar to potential trusters (Levin, 1999). According to the literature, these two attributes should increase trust in the advice. Secondly, we examined the effect of providing interval forecasts, but with a point forecast omitted. When there are high levels of uncertainty, a point forecast should carry little weight in a decision since it is likely that an outcome will have a large deviation from the forecast. However, including a point forecast is likely to increase the sense of precision and hence the level of trust in the advice. Thus we hypothesise:
H2: Stated trust in a forecast will be increased if an interval forecast is framed as a ‘best-case/worst-case forecast’, rather than a 90% prediction interval

H3: Stated trust in a forecast will be increased if a point forecast is provided with an interval forecast

In addition to the level of noise, the nature of the underlying trend in a series may also influence levels of trust. People’s experience of real time series may suggest that upward or downward trends in series are often damped or subject to reversal (O’Connor et al., 1997). For example, series with downward trends may have an absolute lower limit of zero so their rate of decline may level out as this limit is approached. Also, when the downward trend is undesirable, people may expect action to be taken to reverse this trend. Thus, prediction intervals which are based on linear extrapolations of upward or downward trends may be less trusted than those presented for untrended series. This suggests the following hypothesis:

H4: Stated trust in the advice of an FSS will be higher for untrended series than for trended series

Finally, stated trust will only be of practical interest if it is linked with the user’s actions. It seems reasonable to assume that higher levels of stated trust will be associated with smaller changes to the forecasts provided by the FSS. Hence we hypothesize:

H5: Higher levels of stated trust will be negatively correlated with the size of changes made to the FSS forecasts.

Figure 1 summarizes the hypotheses. These hypotheses were tested in the first experiment which we now describe. The experiment was also used to examine the relationship between stated trust and the users’ actions and the consequences for the calibration of the interval forecasts.

** Please insert Figure 1 about here**
4. First experiment

4.1 Design

The experiment employed a $2 \times 2 \times 2 \times 6$ mixed factorial design. The first factor was the framing of the forecasting interval (90% interval forecasts or best-case/worst-case forecasts). The second was the presence or absence of point forecasts accompanying the prediction intervals. These two factors were manipulated as between-subject variables leading to 4 groups of participants. The third and fourth factors were within-subject and represented two levels of noise associated with the time series and three types of trend, as indicated below.

**Group 1 (90% interval forecasts with point forecasts):** The participants in this group received forecasting advice in the form of “90% interval forecasts” that were complemented with point predictions. For the experimental task, they were required to convey their final forecasts in the form of a “90% interval forecast upper bound”, “point forecast” and “90% interval forecast lower bound”, respectively.

**Group 2 (Best-case/worst-case forecasts with point forecasts):** The participants in this group received forecasting advice in the form of “best-case/worst-case forecasts” that were accompanied with point predictions. For the experimental task, they were required to convey their final forecasts in the form of a “best-case forecast”, “point forecast” and “worst-case forecast”, respectively.

**Group 3 (90% interval forecasts only):** This group received forecasting advice in the form of “90% interval forecasts” only. No point predictions were given. The participants were asked to convey their final forecasts in the form of a “90% interval forecast upper bound” and “90% interval forecast lower bound”.

Group 4 (Best-case/worst-case forecasts only): This group received forecasting advice in the form of “best-case/worst-case forecasts” only. No point predictions were given. The participants were asked to convey their final forecasts in the form of a “best-case forecast” and “worst-case forecast”.

Note that the provided prediction intervals were in fact the same for every group. The only difference lay in the way they were framed to the participants.

In order to have control over trend and variability levels, the time-series used in this study were artificially constructed by using a procedure very similar to those used in previous studies (Gönül, Önkal & Lawrence, 2006; Önkal, Gönül & Lawrence, 2008). Two levels of variability (low and high noise) and three levels of trend (positive, negative and no trend) were employed to generate six combinations. With two iterations from each combination, a total of 12 series were obtained. The formula used to generate the series was:

\[
y(t) = 3.5 + \beta t + \text{error}(t) \quad t = 0, 1, \ldots, 25
\]

For the positively trended series, the trend coefficient \( \beta \) had a value of 0.07 and for the negatively trended ones its value was -0.07. The error has a normal distribution with zero mean and a standard deviation of either 5% of the initial underlying level (i.e., 0.05 x 3.5) for series with low noise or 15% (i.e., 0.15 x 3.5) for those with high noise. All the parameters (the initial level, trend and standard deviation) were set so that the constructed series would bear a close resemblance to typical stock series traded on the Istanbul Stock Exchange. There that is evidence that stock prices in emerging markets, such as the Turkish market, follow trend-stationary processes, rather than random walks (Chaudhuri & Wu, 2003).
underlying trends are occasionally subject to structural breaks that result in a change in the slope of the trend function. For each series, 26 periods of data were generated. While the first 25 periods of data were presented to the participants as the time-series, the last value was withheld in order to use it as the realized stock price of the 26th week.

Based on this time-series data, statistical forecasts were generated by using double exponential smoothing with the forecasts designed to minimize the mean squared error of the point forecasts in the fitted periods. Although the generated series did not contain any structural breaks during the short period of time that was simulated double exponential smoothing was selected because, in practice, it would have the capability of adapting to any resulting changes in the trend. The smoothing model produced 90% prediction intervals, as well as point forecasts, which constituted the forecasting advice in the form of “90% interval forecasts” or “best-case/worst-case forecasts”. The differences between the prediction intervals generated by the double exponential smoothing process and those obtained from a global linear regression model were only slight, Across the series the mean difference between the upper limits was only 2.6% of the starting level of the series; for the lower limits it was 2.7%.

4.2 Participants and procedure
A total of 92 students taking the Business Forecasting course in the Faculty of Business Administration at Bilkent University participated in the study and received course credit for their participation. Participants were assigned to the experimental groups randomly so that there were 23 participants in each group. Each participant was provided with a booklet consisting of instructions, 12 time-series sheets (each containing time series plots of the previous 25 values as well as forecast advice for the next period), and an exit questionnaire.
The participants were told that these series were stock prices, but the names of the stocks and time periods were undisclosed so as to prevent any potential biases or extraneous information effects.

In the experimental procedure, the participants were first requested to examine each time-series carefully and the corresponding forecasting advice. This was followed by questions designed to elicit the participants’ trust and risk assessments. In particular, the first question requested an assessment of subjects’ trust placed on the given advice in using it for buy/sell decisions for the particular stock, while the second question asked the participants to evaluate their perceptions of risk in using the given advice as is (i.e., without any adjustments). This was followed by asking the participants to provide their own forecasts (i.e., their final predictions with any judgmental adjustments made to the given forecast advice), after which they were asked to designate their assessments of risk if their final/adjusted forecasts were to be used in buy/sell decisions (see Appendix A for a sample time series form given to Group 1 participants with details given below). This process was repeated for all of the 12 series, and then the participants completed the study by filling out an exit questionnaire.

4.3 Results

Determinants of stated trust

Stated trust was elicited by asking participants to rate the extent of their trust in the given forecast advice via explicit ratings on a 5-point scale (where 1= “Don’t trust at all”; 5=“Trust completely”). Overall the mean level of trust was 3.26 (SD=1.10). A trust rating of 1 was given in only 6.4% of cases while a rating of 5 was given in 11.1% of cases. ANOVA was used to investigate the determinants of trust (H1 to H4). This indicated significant main
effects for noise ($F_{1,88} = 140.0, \ p<0.001$), interval framing ($F_{1,88} = 4.2, \ p=0.044$) and trend ($F_{2,88} = 20.4, \ p<0.001$).

For interval framing, mean levels of trust were higher where the interval was described in the best-case/worst-case format. Mean levels were 3.36 (SD= 1.06) for this format, as opposed to 3.17 (SD= 1.14) for the “90% prediction interval” format so the effect was quite small. Nevertheless this provided support for H2. There was also a significant interaction between trend and noise ($F_{2,88} = 7.3, \ p=0.001$). This is shown in Figure 2 and indicates that stated trust was highest for the untrended series and for the low noise series, thereby providing support for H1 and H4. Only H3 was unsupported -the main effect for the presence of a point forecast was not significant ($F_{1,88} = 0.28 \ p=0.6$) and there were no significant interactions involving this variable. In summary, stated trust was highest where the series were untrended, with low noise, and where the prediction interval was framed as a best-case/worst-case forecast.

**Please insert Figure 2 about here**

*Relationship between stated trust and users’ actions*

Users had the opportunity to modify the supplied prediction intervals and, overall, 96.6% of the intervals were adjusted. The extent of the adjustments was measured by calculating the *sum of the absolute adjustments* to the boundaries of the supplied interval (SAA).

$$\text{SAA} = |\text{adjustment to lower boundary}| + |\text{adjustment to upper boundary}|$$

As all the series were displayed on graphs with the same vertical scale, an adjustment of x units to the interval for one series was directly comparable with adjustments for the other series.
For each participant, the correlation between their stated trust and their SAA was calculated across the twelve series. The mean correlation for the 91 participants for whom correlations could be calculated was -0.46 (one participant indicated the same level of trust for all series so the correlation was undefined). A test of means revealed that this mean correlation was significantly below zero ($t_{90} = -14.1, p<10^{-6}$, one tail) \(^1\). Also 82 of the 91 correlations were negative and there was little difference in the mean correlations of the four groups (these ranged from -0.53 to -0.41). This suggests that stated trust was negatively associated with the size of the modifications that users made to the FSSs interval forecasts, thereby providing support for H5. However, typically stated trust only explained 21% (i.e. $100 \times 0.46^2$) of the variation in these modifications.

To investigate what might account for the unexplained variation, an analysis was carried out of the different types of modification performed by participants on the provided interval forecasts. This was to establish whether some types of modification were associated with larger adjustments, even where the level of stated trust in the original interval was the same. Nine types of adjustment are possible – the upper limit can be raised, left unchanged or lowered and this can be combined with similar changes on the lower limit. Table 1 shows the percentage of changes of each type by trend type and noise level (changes where at least one limit was left unchanged were relatively rare so percentages for these have been combined). This suggests a tendency to lower both limits for upward trended series, which would be consistent with damping the trend, to narrow the limits for flat series and to raise the lower limit for downward trended series (again suggesting damping). Also shown is the mean level

\(^1\) Note that our sampling units are the correlations themselves not the individual pairs of observations. Fisher’s transformation is designed to be applied to the latter and hence was not used here.
of trust stated for each adjustment type. There are only small differences between these means, except where at least one limit was left unchanged where the mean trust was higher.

**Please insert Table 1 about here**

To examine the effect of trust and adjustment type on the SAA, a linear model was fitted to the data using the method of generalized estimating equations to take into account the repeated measures associated with each participant. The model was:

\[
SAA = 0.763 - 0.164 \text{ Stated trust} + 0.356A + 0.289B + 0.089C + 0.224 D
\]

where:

A = 1 if the adjustment type was upper and lower limits both lowered, 0 otherwise
B = 1 if the adjustment type was upper limit lowered and lower limit raised, 0 otherwise
C = 1 if the adjustment type was upper limit raised and lower limit lowered, 0 otherwise
D = 1 if the adjustment type was upper and lower limits both raised, 0 otherwise

The p-values for the constant and coefficients were all less than 0.003 except for the coefficient for C where the p-value was 0.214. This model suggests that the extent to which users adjust the forecasts of an FSS will not simply depend on the level of stated trust in the forecasts, but also on the type of adjustment, which itself may be dependent on the nature of the time series.

**Performance of adjusted forecasts**

Did participants’ adjustments of the interval forecasts improve their calibration? Table 2 shows the “hit rates” for the adjusted forecasts (i.e. the percentage of occasions when the
realized value falls in the given interval). The provided 90% intervals had a hit rate of 91.67%, which meant that they were well calibrated (this was not surprising given the stability of the generated time series). In contrast, participants in each of the four groups achieved a much lower hit rate after they had made their adjustments. In every group, the mean interval calibration was significantly worse than that of the provided intervals (t-tests applied to each group all had p-values below 0.001). This was because the participants tended to narrow the provided intervals, thereby demonstrating overconfidence. Clearly, the participants would have been better off if they had trusted the advice completely and not made any adjustments.

**Please insert Table 2 about here**

Given that participants expressed greater trust when interval forecasts were expressed in the best-case/worst-case format, it is useful to investigate how they interpreted the terms ‘best case’ and ‘worst case’. In order to explore this, two items were included in the exit questionnaire asking the participants’ judgments about “the percentage of times the actual value is expected to be lower than the best-case forecast” and “the percentage of times the actual value is expected to be higher than the worst-case forecast”, respectively. Taken together the results imply that, on average, participants expected the realized value to be within their best-case/worst-case interval only 48.4% of the time. Although, this is similar to actual hit rates of intervals in financial forecasting (Du et al., 2011), it provides an interesting insight into how people interpret a best-case/worst case range. Of course, the result may reflect the difficulty that participants may have had in responding to the questions. For example, asking for the percentage of times that they expected the actual value to be better than the best-case forecast or worse than the worst-case forecast may have led to a different
result. Nevertheless, as it stands, the result suggests that the benefits of the gains in stated trust achieved by using apparently more precise terminology may, in reality, be undermined by ambiguities in the way the terms are interpreted.

5. Second experiment

One potentially important device for influencing trust that was not explored in Experiment 1 is the provision of explanations to underpin the advice. The literature review indicated that these have been found to enhance stated trust in computer-based advice systems such as expert systems or systems that made shopping advice to on-line purchasers. Previous research on forecasting support systems has shown that presenting explanations along with forecasts is closely tied to advice acceptance (Gönül, Önkal & Lawrence, 2006; Önkal, Gönül & Lawrence, 2008). However, this finding is not universal and no such effect was found in a study by Goodwin and Fildes (1999). The form of explanations provided by systems can vary but typically in an FSS they will be justification/automatic/text explanations (Gönül, Önkal & Lawrence, 2006). Justification explanations provide the rationale underlying the system’s recommendations. Automatic explanations are provided whether the user requests them or not, and text explanations are presented in the form of a few sentences as opposed to (say) a multi-media presentation. This is the type of explanation we used in the experiment. We hypothesise:

H6: The provision of explanations will increase stated trust in the advice provided by an FSS

Experiment 1 revealed that there was an association between levels of stated trust and the extent to which users’ adjusted provided forecasts. The results suggested that stated trust can usefully contribute to predictions of the way an FSS will be used. However, it is important to
ask whether the act of asking people to explicitly state their level of trust in the advice provided by a system will have had an effect on their subsequent actions. One possibility is that asking for an expression of trust might have a priming effect, evoking concerns that the forecasts may be untrustworthy that would otherwise not have been present. Also, people may be concerned to appear to be consistent in their responses, particularly when these are being monitored. If providing a stated trust score has a ‘carry over’ effect and systematically affects the use of the system, then levels of forecast adjustment reported in Experiment 1 may not apply in situations where users are not required to explicitly report their levels of trust. We hypothesize:

H7: The requirement to state one’s level of trust in an FSS has an effect on the size of adjustments made to the provided forecasts

5.1 Design

Experiment 2 was used to test these hypotheses using a 2 [forecast explanation: present vs not present] x 2 [trust in advice: explicitly assessed vs not assessed] full factorial design. As in Experiment 1, each participant was provided with a booklet consisting of instructions. This time, 18 time-series sheets including forecast advice given for each stock’s one-period-ahead forecast, and an exit questionnaire were provided. As before, the participants were told that these series were stock prices with undisclosed names and time periods. In every group, the provided advice was in the form of best-case/worst-case forecasts accompanied by a point prediction. The best-case/worst-case format was used because Experiment 1 suggested that this led to the highest levels of stated trust. Although Experiment 1 indicated that the provision of point forecasts had no effect on trust, they were included in this experiment because their provision is ubiquitous in FSSs employed by organizations. The tasks carried out by the four groups are described below.
Group 1 (Forecasts explanations – explicit assessments of trust in advice): The participants in this group received explanations along with the time-series and the forecasting advice. For each time series, subjects were requested to (1) examine the given material (time series + forecast advice + explanation) carefully; (2) provide an assessment of their trust placed on the given advice in using it for buy/sell decisions for the particular stock; (3) evaluate their perceptions of risk in using the given advice as is (i.e., without any adjustments) in buy/sell decisions for this stock; (4) provide their own forecasts (i.e., their final predictions with any judgmental adjustments made to the given forecast advice) in the form of a “best-case forecast”, “point forecast” and “worst-case forecast” (see Appendix B for a sample form given to Group 1 subjects, with details given below); and (5) designate their assessments of risk if their final/adjusted forecasts were to be used in buy/sell decisions.

Group 2 (Forecast explanations only): The participants in this group received explanations along with the time-series and the forecasting advice (and no explicit assessments of trust were requested). For each time series, subjects were requested to carry out only (1) and (4) above.

Group 3 (Explicit assessments of trust in advice only): The participants in this group received only the time-series and the pertinent forecasting advice (i.e., no explanations were provided). For each time series, subjects were requested to carry out (1) to (5) above.

Group 4 (None): The participants in this group received only the time-series and the pertinent forecasting advice (i.e., no explanations were given and no explicit assessments of trust were asked). For each time series, subjects were requested to carry out only (1) and (4) above.

The function used to generate the series and its parameters and the statistical forecasting method were the same as in Experiment 1. The only difference was that three additional
samples from each trend and variability combination (three trend levels x two variability levels) were constructed, resulting in 18 new series being used in the second study. The explanations supplied to Groups 1 and 2 were very similar in wording and content to those used in the study by Gönül, Önkal & Lawrence (2006).

The participants were 93 business forecasting students in the Faculty of Business Administration at Bilkent University and they were randomly allocated to the experimental groups. They received course credit for their participation. The numbers in each group were group 1: 23 participants, group 2: 23, group 3: 25 and group 4: 22. Participants were first required to examine the time-series and the given forecast advice carefully. After repeating the process for all the 18 series, the participants completed the study by filling out an exit questionnaire.

5.2 Results

Effect of explanations on stated trust

Explicit assessments of trust were required only from participants in Groups 1 and 3. Group 1 received explanations along with the forecast advice, while Group 3 participants only received the forecast advice (unaccompanied by any explanations). The mean trust ratings expressed by the participants who received the explanations (i.e., Group 1) was 3.42 (SD=0.99), while the mean trust rating of those who did not receive any explanations (i.e., Group 3) was 3.19 (SD = 1.03). The mean trust rating of the first group is significantly greater than the second ($t_{45} = 1.86$, $p = 0.035$, one tail), so the provision of explanations led to higher levels of stated trust providing support for H6.

In fact, the participants appeared to value receiving explanations as part of the forecasting advice. This is reflected through their answers in the exit questionnaire, as summarized in
Table 3. As may be observed from this table, the participants indicated that the explanations they received were clear to understand and informative, improving their understanding of the time-series and the provided advice, as well as aiding them considerably in obtaining their final adjusted forecasts. This is interesting as many of the explanations (e.g. see Appendix B) did not provide a substantive account of the basis for the forecasts. Instead, they simply referred to past patterns and the (unsupported) expectation that these would continue. This suggests that the mere act of presenting an apparently coherent verbal rationalization of the forecast may be sufficient to encourage trust, even when the forecast is not underpinned by real supporting arguments and evidence.

**Please insert Table 3 about here**

*Effect of explicit trust assessment on forecast adjustments*

As in Experiment 1, the participants adjusted a large percentage of the forecasts provided to them (95.7% of point forecasts and 97.6% of interval forecasts were adjusted). The modifications that participants made to the provided point and interval forecasts were measured using the absolute adjustment to point forecasts (AAP) and sum of absolute adjustments to the limits of the prediction interval (SAA), respectively. The SAA was introduced earlier. The AAP was calculated as follows:

\[
AAP = |\text{Adjusted point forecast} - \text{Provided point forecast}|
\]

Because all of the series were plotted on the same scales the absolute adjustments for the different series were directly comparable.
The mean AAP for all participants was 0.145 units (the graphs in the appendices show the relevant scale). An ANOVA was applied to the AAPs with trust elicited/not elicited and explanations provided/ not provided as between subject factors and trend and noise as within subject factors. Neither the elicitation of trust rating nor the provision of explanations had any significant effect on the adjustments to the point forecasts –there were no significant main or interaction effects involving these factors (minimum p-value = 0.118). Thus, while people indicated that they trusted forecasts more when they received explanations, this was not apparently reflected in their actions in relation to the point forecasts.

When an analogous ANOVA was applied to the SAAs, similar results were obtained, except that there was also a significant main effect for the elicitation of trust (F_{1,89} = 4.31, p<0.041). The mean SAA when trust was elicited was 0.38, while it was 0.30 otherwise (see graphs in appendices for relevant scales) so larger adjustments tended to be made to the prediction intervals when levels of trust had been elicited. It is unclear why this was the case. Possibly, the act of asking for a trust rating alerted the participants to the possibility that the forecasts might not be trustworthy, causing them to make larger adjustments. However, this does not explain why the same tendency was not observed for point forecasts. It also suggests that the prediction interval adjustments in Experiment 1 would have been less if trust ratings had not been elicited.

In summary, providing explanations increased stated trust, so H6 was supported. Eliciting trust ratings did affect the size of adjustments to prediction intervals, but not point forecasts, so there was some support for H7.

Consequences of experiment manipulations for performance of forecasts
As in Experiment 1, when considering the prediction intervals, participants would have been better off if they had followed the advice offered. While the forecast advice offered a hit rate of 83.33% for the best-case/worst-case intervals, participants in all groups ended up with significantly lower mean hit rates for their adjusted intervals (t-tests applied to each group all had p-values below 0.0016). Again, the poorer performance of the adjusted intervals was a result of a tendency to narrow them. The mean interval widths for groups 1, 2, 3 and 4 were found to be 1.17, 1.11, 1.17 and 1.24, respectively. These widths were significantly narrower than the mean width of the provided intervals (i.e., 1.31) for the first three groups (all p values < 0.0001). The last group, who received no explanations and were not required to make an assessment of trust, had the average width that was closest to that of the provided intervals. There was also evidence that the adjusted point forecasts were less accurate than those that were provided. Their mean absolute percentage errors of all four groups were significantly higher than that of the forecast advice (17.71%) (p<0.001 for all groups). Overall the MAPE of the adjusted forecasts was 20.37%.

6. Discussion and conclusions

The results of the two experiments suggest two issues that merit further discussion: i) participants’ lack of trust in the reliable advice provided and ii) the relationship between stated trust and subsequent actions.

Forecasting support systems have little value if their outputs are not trusted. In both experiments, people’s trust ratings and their subsequent actions revealed that they rarely placed total trust in the system, a finding which is consistent with research carried out in the field (e.g. Fildes et al., 2009; Franses and Legerstee, 2010). This was the case despite the fact that the provided forecasts were generally more accurate than the users’ revised forecasts. It
is interesting to reflect on how people may make their assessments of trust in a system. In many situations, perceived benevolence, shared values and competence may lead to ‘blind’ trust in an advisor in the sense that the advice is accepted without the advisee making an independent assessment of the situation. Indeed the trustee may have no understanding of the basis for the advice but accept it, given the perceived positive attributes of the advisor. In our experiments, there was little or no basis for the users to form perceptions of these attributes. There was no data on the past accuracy of the system to support assessments of competence and no features that may have been associated with benevolence and shared values. This absence is likely to motivate people to make an independent assessment of what the forecasts should be and then to compare these with the provided forecast advice. Given the prevalent use of heuristics in judgmental time series forecasting (Bolger and Harvey, 1993) and people’s preference for informativeness over accuracy (Yaniv and Foster, 1995), these independent forecasts are unlikely to correspond to the provided forecasts. Because people have greater access to the rationale for their own forecasts, as opposed to the system’s, they are likely to stick to these independent forecasts and hence have a lack of complete trust in the system (Yaniv, 2004).

This suggests that the fostering of trust and acceptance of forecasts in an FSS requires devices for promoting a sense of benevolence and competence. Benevolence can arise when the trustee believes that the system has been designed with the same vision and purpose that they bring to the task. This is most likely to be perceived when the FSS is well-aligned to the task in hand which is ultimately to support specific decisions. In many circumstances it may be unclear to the user how the advice provided by the FSS should be used in the decision process. For example, the link between the provision of 90% prediction intervals and the decisions they are designed to support is not always obvious (Goodwin et al., 2010), so people
may simply resort to assessing these intervals on the basis of their perceived informativeness. Indeed, it is a feature of FSSs, as opposed to ‘full’ decision support systems that they usually only supply advice relating to one part of the decision - by definition, their advice is confined to the forecasting element of the decision task. The opportunity losses of alternative courses of action are rarely considered in such systems. Future research could usefully focus on the trust that is placed in forecasts when they are embedded as part of a decision support system.

Competence may be more difficult to establish in FSSs even when data on the past accuracy of forecasts is provided. Users may have a tendency to perceive that each new period is a special case, and hence, that it is unrelated to the base-rates provided (Lim and O’Connor, 1995). As a consequence, they discount the perceived value of the provided forecasts and replace them with their own judgments. Users also often have a poor understanding of the reasons why point forecasts have filtered out the noise in time series. They may falsely see systematic patterns in noise (Goodwin and Fildes, 1999) and hence regard the failure of the forecasts to represent this noise as an indication of the system’s lack of competence.

The experiments also showed that the stated level of trust in the forecasts only partly explained variations in the extent to which the provided forecasts were adjusted. For a given level of trust, the characteristics of the time series had an additional influence on the type of the adjustment that was made, and hence, on the size of the adjustment. Also, when explanations were provided, people indicated that they had greater trust in the system, without apparently changing their behavior. It is perhaps significant that some studies which have found that explanations enhance trust in computer-based advice (e.g. Ye and Johnson, 1995, Wang and Benbasat, 2007) have only elicited stated trust from users. Our study has the advantage that it was able to assess the extent to which this stated trust was reflected in the
users’ subsequent actions. The lack of a close relationship between stated trust and subsequent actions may result from the different processes that apply to the assessment of trust and the judgment on the extent to which the forecasts should be modified. The initial assessment of trust may require less involvement in the forecasting process than the assessment of what adjustments are required. As argued earlier, the latter task may therefore cause greater attention to be paid to information, such as the time series cues, which competes with the information contained in the advice, thereby reducing the salience of the advice. For given levels of stated trust, the variation in these cues will lead to different levels of adjustment, as indicated by the regression equation presented in section 4.3. For example these variations may influence the extent to which people tend to anchor on the provided forecasts.

Significantly, the explanations that were provided in experiment 2 focused on the underlying trend in the series and said nothing to justify the width of the prediction intervals. In fact, their emphasis on supporting the trend predictions may have been expected to have increased the participants’ overconfidence causing them to narrow the prediction intervals further. The fact that this did not happen is evidence that the explanations were simply ignored, or at least heavily discounted, when participants made their own forecasts. When explanations are likely to benefit forecasts, asking for the documentation of reasons for adjustments might raise their salience at the stage where the forecasts are being made. A study by Goodwin (2000) found that this device reduced unnecessary and damaging judgmental adjustments to statistical point forecasts produced by an FSS.

It should be noted that, although the advice provided in the form of the forecasts was of a high quality, it was not the best that was possible. The provided series were generated using a global trend model, while the advice was based on double exponential smoothing, which is
designed for series that manifest local trends. Hence the provided forecasts gave greater weight to more recent observations than the optimum OLS regression model would have done. Relations between stated trust in advice and subsequent actions may have been different if the best possible advice had been available, or if the advice had been of a low quality. Nevertheless, there is no guarantee that people would have followed the advice even if they were assured that it was the best possible available, as Gardner and Berry (1995) found when people had the option of following optimal advice as they performed a simulated intensive care control task.

Our study has a number of other potential limitations. Simulated time series were used and the provided prediction intervals were always extremely well calibrated, which would not be the case in practice. The context of the study – stock market forecasting – may have led to particular expectations about the reliability of the provided forecasts that would not apply in other contexts, so extending this type of study to other areas of forecasting would be a useful future research activity. Also, the participants were students who were making judgments relating to hypothetical decisions. Nevertheless, students have been shown to be excellent proxies for managers in forecasting and decision making studies (e.g. see Remus, 1986). Of course, the participants may have felt that adjustments to the provided forecasts were expected, otherwise why were they being asked to take part in the exercise? However, these conditions may also apply in organizational contexts when forecasters feel an obligation to adjust forecasts merely to justify their role (Fildes et al., 2009; Önkal et al., 2011), and they would not account for differences in the size of adjustments between the experimental treatments.
References


Gardner, P.H. and Berry, D.C (1995). The effects of different forms of advice on the control


APPENDIX A: Sample time series for Study 1 (for participants in Group 1)

STOCK Q

FORECAST ADVICE FOR WEEK 26:
- 90% interval forecast upper bound: 5.39
- Point forecast: 5.12
- 90% interval forecast lower bound: 4.85

Please rate the extent of your trust in this forecast advice when using it in buy/sell decisions of this stock.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Don’t trust at all</td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Trust completely</td>
</tr>
</tbody>
</table>

Please rate your perceived level of risk in using this forecast advice (without any adjustment) for buy/sell decisions of this stock.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Not risky at all</td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Very risky</td>
</tr>
</tbody>
</table>

Please provide your 90% interval forecast upper bound for week 26: .................

Please provide your point forecast for week 26: .................

Please provide your 90% interval forecast lower bound for week 26: .................

Please rate your perceived level of risk in using your adjusted final forecast (with adjustment applied to the given forecast advice) for buy/sell decisions of this stock.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Not risky at all</td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Very risky</td>
</tr>
</tbody>
</table>
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APPENDIX B: Sample time series for Study 2 (for participants in Group 1)

STOCK Z

FORECAST ADVICE FOR WEEK 26:
Best-case forecast : 2.14
Point forecast : 1.77
Worst-case forecast : 1.39

EXPLANATION FOR FORECAST ADVICE:
This firm has announced continuously decreasing profits in every quarter throughout the year. This decrease surely caused a downward linear trend in the stock prices of the firm as can be observed from the time series. We strongly expect this trend to persist in the following week.

Please rate the extent of your trust in this forecast advice when using it in buy/sell decisions of this stock

<table>
<thead>
<tr>
<th>Rating</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don’t trust at all</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust completely</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please rate your perceived level of risk in using this forecast advice (without any adjustment) for buy/sell decisions of this stock

<table>
<thead>
<tr>
<th>Rating</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not risky at all</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very risky</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please provide your best-case forecast for week 26 : 

Please provide your point forecast for week 26 : 

Please provide your worst-case forecast for week 26 :

Please rate your perceived level of risk in using your adjusted final forecast (with adjustment applied to the given forecast advice) for buy/sell decisions of this stock

<table>
<thead>
<tr>
<th>Rating</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not risky at all</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very risky</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trend</td>
<td>Noise</td>
<td>Upper limit</td>
<td>Lowered</td>
<td>Lowered</td>
<td>Raised</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------------</td>
<td>---------</td>
<td>---------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lower limit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Down</td>
<td>Low</td>
<td>17</td>
<td>29</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>16</td>
<td><strong>47</strong></td>
<td>8</td>
</tr>
<tr>
<td>Flat</td>
<td>Low</td>
<td></td>
<td>21</td>
<td><strong>38</strong></td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td></td>
<td>17</td>
<td><strong>38</strong></td>
<td>17</td>
</tr>
<tr>
<td>Up</td>
<td>Low</td>
<td></td>
<td><strong>42</strong></td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td></td>
<td><strong>55</strong></td>
<td>26</td>
<td>7</td>
</tr>
<tr>
<td>Mean stated trust</td>
<td></td>
<td></td>
<td>3.1</td>
<td>3.3</td>
<td>3.2</td>
</tr>
</tbody>
</table>

All %'s rounded to whole numbers. %'s over 30% are emboldened

**Table 1** Types of adjustments to interval forecasts
Table 2: Mean “hit rate” scores for the adjusted interval forecasts

<table>
<thead>
<tr>
<th></th>
<th>Point Forecast Present</th>
<th>Point Forecast Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>90% interval forecasts</td>
<td>74.64% (11.09%)</td>
<td>61.59% (21.58%)</td>
</tr>
<tr>
<td>Best-case/worst-case forecasts</td>
<td>69.93% (15.84%)</td>
<td>60.51% (16.71%)</td>
</tr>
</tbody>
</table>

(There were 23 participants in each of the four groups. Standard deviations are shown in brackets).
<table>
<thead>
<tr>
<th>Statement</th>
<th>Mean Agreement Rating</th>
<th>Significantly different than “3” = “neither agree or disagree”?</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I have carefully read the provided explanations”</td>
<td>4.39 (0.68)</td>
<td>$t_{45} = 13.83$ p &lt; 0.0001</td>
</tr>
<tr>
<td>“I believe the explanations are very clear to understand”</td>
<td>4.41 (0.65)</td>
<td>$t_{45} = 14.69$ p &lt; 0.0001</td>
</tr>
<tr>
<td>“I believe the provided explanations are very informative”</td>
<td>3.89 (0.92)</td>
<td>$t_{45} = 6.54$ p &lt; 0.0001</td>
</tr>
<tr>
<td>“The explanations increased my understanding of the time-series plots”</td>
<td>3.94 (0.80)</td>
<td>$t_{45} = 7.92$ p &lt; 0.0001</td>
</tr>
<tr>
<td>“The explanations increased my understanding of the provided advice”</td>
<td>3.72 (0.81)</td>
<td>$t_{45} = 6.03$ p &lt; 0.0001</td>
</tr>
<tr>
<td>“The explanations helped me considerably in constructing my forecasts.”</td>
<td>3.83 (0.80)</td>
<td>$t_{45} = 7.03$ p &lt; 0.0001</td>
</tr>
</tbody>
</table>

The ratings represent levels of agreement on a 5-point scale (where 1 = “Strongly disagree” and 5 = “Strongly agree”). The standard deviations are provided in parenthesis.

Table 3: Responses on the value of explanations
Figure 1: Hypotheses for experiment 1

BCWC = best-case/worst-case framing
+ and – signs show hypothesised association

BCWC framing (H2) +
Trend in series (H4) -
Noise (H1) -
Point fcast given (H3) +

Size of adjustments
Calibration

Stated trust

(H5) -
Figure 2: Stated trust for the different series types